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ABSTRACT 

Background: Administrative health data are increasingly recognized as an invaluable 

resource for health research and an important source of real-world evidence to inform 

healthcare delivery and policy. However, a growing body of literature indicates that 

there are barriers to accessing these data for research, resulting in delays and 

interprovincial variations in access to data. This study set out to identify the factors 

affecting access to administrative health data for research with the dual aims of 

identifying the specific barriers affecting access to data and gaining insight into the 

factors contributing to inter-provincial variations in the timeliness of access. Approach: 

A qualitative multiple case study was undertaken. Access to administrative health data 

was examined in three Canadian provinces (Nova Scotia, British Columbia, and Ontario) 

with a focus on research where the point of access was the provincial data center 

(Health Data Nova Scotia, PopData, or ICES). Data were collected from case documents 

and semi-structured interviews with regulatory and research stakeholders (n=46). Data 

analysis was carried out separately for each case with findings compared across cases to 

identify similarities and differences. Results: A total of 32 inter-related factors spanning 

seven common categories were identified as affecting access to administrative health 

data for research: study-related, researcher-related, regulatory-stakeholder related, 

relational, organizational, regulatory, and contextual. The factors affecting access to 

administrative health data were largely similar across cases but varied in terms of how 

they affected access (e.g., as a barrier or facilitator), and in the magnitude of their 

impact. Conclusion: As the first in-depth study examining factors affecting access to 

administrative health data for research in Canada, this study provides evidence that may 

be used to inform ongoing local and national efforts to improve access to these data. 

The variation in barriers across provinces provides insight into reported inter-provincial 

variations in the timeliness of data access and highlights the need for context-specific 

strategies to improve data access. 
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CHAPTER 1: INTRODUCTION 

1.1. Attribution and permissions 

A protocol for the study presented in this document has been published in the 

International Journal of Population Data Science under a Creative Commons License (CC-

BY 4.0). Permissions to incorporate content from this publication into the dissertation 

has been provided by the co-authors (the supervisory committee) and are provided in 

Appendix A. The complete article citation is as follows:  

Kendell C, Levy AR, Porter G, Gibson E, Urquhart R. Factors affecting access to 

administrative health data for research in Canada: a study protocol. International 

Journal of Population Data Science 2021;6(1):1653. 

1.2. Background/context 

Administrative health data are generated through the routine delivery of healthcare 

programs and services [1]. These data are primarily used to facilitate the administration 

of health care (e.g., to regulate patient flow, determine resource-use, distribute funds to 

hospitals, and for physician billings [2, 3]). As a result of having publicly administered 

health care, a wealth of administrative health data are collected in Canada and stored in 

electronic databases [2]. While there are variations in the data that are captured at the 

provincial/territorial level, and the databases in which they are stored, common 

databases typically include provincial/territorial insurance registries, physician billing 

claims, and those capturing inpatient hospitalizations, day surgeries, vital statistics, and 

prescription medications [2, 3].  
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Increasingly, administrative health data are being recognized as an invaluable 

resource for health research, and as an important source of real-world evidence to 

inform healthcare delivery and policy [4-10]. These data are particularly useful for large-

scale observational studies, offering a number of methodological and practical 

advantages compared to primary data collection [5, 11, 12]. In several provinces, 

provincial repositories containing a variety of administrative health databases have 

been established to facilitate the use of these data for research purposes. These include: 

Population Data BC (PopData) [13], the Manitoba Center for Health Policy (MCHP) [14], 

ICES (formerly, the Institute for Clinical and Evaluative Sciences; Ontario) [15], the New 

Brunswick Institute for Research, Data, and Training (NB-IRDT) [16], Health Data Nova 

Scotia (HDNS) [17], the Secure Island Data Repository (SIDR; Prince Edward Island) [18],  

and the Newfoundland and Labrador Center for Health Information (NLCHI) [19]. 

Despite this “information rich” environment [20], and the existence of 

infrastructure and resources dedicated to facilitating data access, evidence from 

disparate sources indicates that there are barriers to accessing these data for research 

[5, 21-26]. Moreover, substantial inter-provincial variations in the timeliness of access to 

these data have been reported [21, 25-28]— including one report that data access 

timelines ranged from 1 to 18 months across provinces [21]— which may reflect 

variations in the extent to which barriers exist across jurisdictions. Importantly, there is 

a lack of recent and empirically based literature examining access to administrative 

health data for research in Canada. As such, the issues researchers are facing when 

attempting to access administrative health data for research are not well understood, 
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nor are the reasons for the reported variations in the timeliness of data access. Using a 

qualitative, multiple case study approach, this study set out to identify the factors 

affecting access to administrative health data for research, with a view to identifying the 

barriers affecting access to data and gaining an improved understanding of inter-

provincial variations in the timeliness of access. 

1.3. Research questions and objectives 

This study was guided by three research questions:  

(1) What are the factors affecting access to administrative health data for research 

purposes in Canada?  

(2) How do these vary across provinces?  

(3) Why? 

To address these questions, this study examined access to administrative health 

data for research across three provinces: Nova Scotia (NS), British Columbia (BC), and 

Ontario (ON). The specific objectives of this study were to: 

1) Describe the policies and processes for accessing administrative health data for 

research purposes in each province in terms of: 

a) the key actors and approval bodies involved in governance, 

b) the number and nature of required reviews and approvals,  

c) required documentation (e.g., specific forms, applications, letters of support), 

d) sequence and duration of steps, 

e) relevant organizational policies and federal and/or provincial legislation. 
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2) Explore researchers’ experiences with accessing administrative health data for 

research purposes in each province, including their ability to obtain access and the 

timeliness of data access. 

3) Explore the perspectives of individuals involved in the regulation and oversight of 

access to administrative health data for research (i.e., privacy officers, data access 

committee members, data custodians) regarding: 

a) the use of administrative health data for research purposes,  

b) the regulatory processes and policies in place, 

c) their regulatory role (e.g., training, expertise, resources, supports), 

4) Compare and contrast (1)-(3) across selected provinces. 

1.4. Scope of study 

This study focused on academic research involving administrative health data where the 

point of access was a provincial data centre. This encompassed research involving the 

data centre’s internal data holdings, as well as research involving “external” data 

linkages—that is, where data held by the provincial data centre were linked to data that 

were held by an external data provider. Research that did not involve data held by a 

provincial data centre, and/or where the provincial data centre was not the point of 

access, was not within the scope of this study. Additionally, research involving linkages 

to data held in biobanks was beyond the scope of this study due to the unique ethical 

and privacy concerns associated with the use of biospecimens in research (e.g., 

biological samples can never truly be de-identified, and contain information relevant to 

other family members [29]). Finally, given that the primary issue being addressed in this 
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study was access to administrative health data for research purposes, access to these 

data for health system planning and management or quality assurance purposes was 

also beyond the scope of this study.  

1.5. Document outline 

This document is organized based on a traditional dissertation format and contains five 

chapters. Chapter 1 has introduced the topic, objectives, and scope of the study. 

Chapter 2 provides a review of the literature, including an overview of administrative 

health data, the regulatory framework that governs access to these data for research, 

and the challenges with access. The chapter concludes by identifying gaps in the existing 

literature. Chapter 3 is divided into two components. The first describes the study 

methodology, including the philosophical underpinnings of the study, and the selected 

methodological approach, while the second contains a description of methods. Chapter 

4 presents the study results, and is comprised of a description of data sources, a 

comparison of the cases studied, and the results of the cross-case analysis. Chapter 5 

provides a brief study summary followed by a discussion of the key findings, 

implications, study strengths and limitations, reflexivity, and ethical considerations. 

Following a proposed dissemination plan and recommendations for future research, the 

document ends with a brief conclusion, reiterating the motivation for the study, key 

findings, and next steps.  
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CHAPTER 2: REVIEW OF LITERATURE 

2.1. Use of administrative health data for research 

2.1.1. Benefits of using administrative health data for research 

Administrative health databases have a number of characteristics that make them 

appealing for use in research: 1) they are often population-based (i.e., contain data for 

all members of a population, or the vast majority thereof); 2) they contain a wide range 

of variables, such as patient demographics, diagnoses, interventions and outcomes; 3) 

they contain data collected over long periods of time, from several years to several 

decades; and 4) they contain unique identifiers (i.e., all records within the database that 

belong to a unique individual have the same identifier). As a result, the use of 

administrative health data for research offers a wide range of benefits [5, 11, 12], 

including:  

• Reduction of bias. Quantitative research often employs statistical generalization, 

which involves sample-to-population extrapolation [30]. For this to be valid, the 

study sample must be representative of the broader population. When primary data 

collection occurs, recruitment and consent processes may introduce non-response or 

participant bias [31] (also referred to as authorization bias [32]) into the study, 

reducing the representativeness of the study sample and undermining study validity 

[33]. This issue is minimized when the researcher uses data contained in population-

based databases. 

• Improvements in statistical power. Administrative health databases, whether or not 

they are population-based, often contain data for thousands or even tens of 
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thousands of individuals. Such sample sizes cannot be easily attained via primary data 

collection. A larger sample size improves the ability to detect a difference between 

groups (e.g., experimental and control), where a true difference exists [34]. If a study 

sample is too small (i.e., “lacks power”), it may incorrectly conclude that there is no 

difference between groups. Thus, the large sample sizes available within 

administrative health databases, allow differences to be detected that may have 

otherwise remained unknown. 

• Creation of comprehensive datasets. Data linkage refers to “the bringing together 

from two or more different sources, data that relates to the same individual, family, 

place or event”[11]. As individuals access a variety of health services across the 

system, information about them may be captured in many different administrative 

health databases. The process of data linkage (via a common unique identifier such 

as health card number) allows records pertaining to an individual to be identified 

across multiple databases and brought together into one comprehensive dataset, 

providing a complete view of their encounters with the healthcare system. 

• Examination of social determinants of health. Where individual identifiers are 

available, administrative health databases can be linked to other health-related 

databases (e.g., judicial, educational, social services) that can then be used to 

examine the social determinants of health (i.e., income, social status, social support 

networks, education, employment/working conditions, social and physical 

environments, personal health practices and coping skills, healthy child development, 

gender, and culture [35]) [5, 12].  
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• Longitudinal analyses. Longitudinal studies are used to examine temporal trends, 

however, primary data collection is time and resource intensive and such studies are 

prone to participant attrition [36, 37] . Where administrative data have been 

collected continuously over an extended period of time, they provide an effective 

and efficient alternative for carrying out longitudinal research [38, 39]. 

• Lower costs compared to primary data collection. The use of administrative health 

data for research is often less expensive in comparison to primary data collection, 

particularly where large samples sizes and/or longitudinal data are required [11, 12, 

38]. Moreover, the costs of the infrastructure required to support research using 

administrative health data has been shown to be substantially less compared to 

other types of research (specifically, biomedical research) [11].  

• Improved privacy protection. With regard to privacy protection, the use of 

administrative health data often negates the need for researchers to access direct 

identifiers such a name, birthdate, social insurance number, or health card number. 

Instead, direct identifiers can be removed, and unique encrypted identifiers used in 

their place (e.g., encrypted health card number or unique study identifier). These 

help facilitate data linkage while eliminating the need for researchers to assess direct 

patient identifiers [40, 41].  

• Reduction of participant burden. Compared to studies involving primary data 

collection, where individuals must complete surveys or interviews, the use of 

administrative data reduces demands on individuals’ time [5]. 
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• Improvements in data quality. Using administrative health data for research provides 

an opportunity for researchers to closely examine the data that have been collected 

and to identify and correct data errors and technical glitches, improving data quality 

for future uses [11]. 

Given these attributes, the data contained within administrative health 

databases are particularly useful for large-scale observational studies, such as those 

commonly employed in health services research (i.e., study of the use, costs, quality, 

accessibility, delivery, organization, financing, and outcomes of health care services 

[42]), epidemiological research (i.e., the study of the “distribution and determinants of 

health-related states or events in specified populations” [43] (p.62)), and population 

health research (i.e., the study of “health outcomes, patterns of health determinants, 

and the policies and interventions that link these two” [44] (p.380)). 

2.1.2. Limitations of using administrative health data for research 

While the use of administrative health data offers a range of advantages, a variety of 

limitations have also been identified within the literature [45-49], including: 

• Data inaccuracies. Several studies have identified issues with the accuracy or 

correctness of administrative health data, such that the data captured may not be an 

accurate representation the diagnosis that was received or procedure that was 

performed [50-53]. This may occur for several reasons, including human error [52, 

53]. 
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• Data may not be “research-ready”. Administrative health data are not collected for 

research purposes. Depending on the dataset, substantial processing may be 

required before the data can be used for research, which can require extensive time 

and resources to address [48]. 

• Potential for misclassification bias. When defining study cohorts, the researcher must 

develop variable definitions or algorithms to categorize individuals on the basis of 

having a specific condition, intervention, or outcome. A number of studies have 

reported on the limited ability to identify specific subgroups from within claims data 

[51, 54-58]. Without adequate validation efforts, this may result in the 

misclassification of individuals to an incorrect group, leading to “information bias” 

[59] or “misclassification bias“ [60].  

• Exclusion of covariates and confounders. Administrative health databases do not 

always contain all data that may be relevant in the context of a specific study. For 

example, data related to the social determinants of health (e.g., income, education, 

race) and health behaviours are not typically captured within administrative health 

data. As such, important covariates may be excluded from multivariate analyses, 

subsequently limiting the ability to identify and account for important confounders 

[46, 61].  

• Data linkage errors.  When attempting to perform linkage across different data 

sources, errors can occur, including missed linkages (false negatives) and incorrect 

linkages (false positives) [62-64]. These errors have been shown to introduce 

substantial bias into the study and impact the validity of results [65, 66]. 
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• Changes in how data are captured over time. How data are collected and coded can 

change over time, which can create data measurement artifacts and produce 

misleading data [46, 67]. For example, changes in how specific diseases or events are 

coded in a specific database may lead to what appears as an increase or decrease in 

disease prevalence or event rates, when in fact such changes did not actually occur. 

• Variations across jurisdictions. How data are collected and recorded varies across 

jurisdictions, including across Canadian provinces, which has implications for the 

comparability of research findings [68, 69]. Even when using common study protocols 

and analysis plans across provinces, variations in provincial data (i.e., content, coding, 

and completeness) have been shown to contribute to variations in case definitions, 

event rates, and effect size estimates [69]. 

• Statistical significance. The use of very large sample sizes increases the likelihood of 

finding a statistically significant relationship that is not practically or clinically 

significant [70, 71]. As such, caution must be exercised during interpretation. 

  An understanding of these limitations is required to ensure researchers select 

appropriate data sources, make informed methodological decisions (i.e., to minimize 

bias/optimize study validity), and correctly interpret the data [46, 47] . 

2.1.3. Potential impacts of research involving administrative health data 

Administrative health data have been used to study a wide range of healthcare topics in 

Canada, including disease incidence and prevalence [72-75], patterns of care [76-78], 

quality [79, 80] and timeliness of care [81, 82], health outcomes [83, 84], and the costs 
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associated with care delivery [85, 86]. While the findings of these individual studies may 

have led to local improvements in care, the overall impacts of research involving 

administrative health data on health care, health policy, and the health outcomes of 

Canadians are unclear. Nonetheless, reports from ICES and MCHP have clearly 

demonstrated the potential of administrative health data research to make substantial 

contributions to knowledge, and for this new knowledge to inform improvements in 

health care delivery and policy development [87-89]. In a 2019 profile of ICES [89], the 

authors reported that ICES researchers published over 2200 peer-reviewed articles and 

over 200 additional reports in the five years prior. This work included research using 

ICES data that contributed to the development of a risk projection tool for kidney failure 

[90] which is used to evaluate living kidney donor candidates [91] and has led to an 

increase in the number of eligible donors. ICES data has also informed legislation on 

cellphone use while driving, return to sport after concussion, and firearm control [89]. A 

profile of the MCHP [88] highlighted the role of MCHP data in various health and social 

initiatives, including the evaluation and long-term sustainment of a prenatal income 

supplement for low-income pregnant women (Healthy Baby Prenatal Benefit [92]), and 

long-term healthcare planning by the Manitoba (MB) government.   

Similarly, efforts to evaluate the impacts of the Western Australia Data Linkage 

System (WADLS)[93] revealed substantial contributions. In the first 10 years the WADLS 

was in place, more than 400 new studies were carried out, resulting in over 250 journal 

publications [11], as well as hundreds of other academic products [38]. Numerous 

studies were credited with improvements in clinical care delivery and health policy. One 
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area where this was particularly evident was in the area of mental health. According to 

Brook et al [38], as a direct result of research carried out using data held by WADLS, the 

government committed a $173 million funding package to improve mental health 

services, amendments were made to mental health legislation, and recommendations 

for improved follow-up processes for psychiatric in-patients were implemented to 

reduce occurrence of suicide. Thus, where similar infrastructure exists to support 

research involving administrative health data, so too does the potential to use the 

findings of this research, (pending successful knowledge translation strategies) to trigger 

change within healthcare systems.   

2.1.4. Privacy risks of using administrative health data for research 

The risks of using administrative health data for research are primarily related to privacy 

and confidentiality. The following sections provide a brief overview of privacy (i.e., what 

it is and why it is important), followed by a discussion of the specific privacy risks 

associated with research involving administrative health data. 

The importance of privacy 

Privacy is a commonly used term but poorly understood concept. While numerous 

scholars from various disciplines have put forth highly nuanced legal and philosophical 

theories of privacy [94-106], there is no single, agreed upon definition of what privacy is 

or how it may be achieved. However, relevant to the flow of electronic data, privacy 

may be understood in terms of informational access and control [99, 103, 107]. More 

specifically, privacy may be viewed as a condition that is achieved when an individual 
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attains a desired level of informational control, and/or when  others’ access to 

information about them has been satisfactorily limited—that is, when access to the self 

is sufficiently regulated [97, 104, 108-110].  What is considered an acceptable level of 

privacy differs between individuals and changes over time and circumstances. 

Confidentiality is within the “umbrella” of privacy [111], referring specifically to the duty 

of an individual or organization to protect entrusted information from unauthorized 

access, use, disclosure, modification, loss or theft [112].  

The protection of privacy is important for many reasons. Privacy plays an 

important role in individuals’ development of personal identity and sense of self [103, 

104, 110, 113]. The protection of privacy relevant to health information is especially 

important to an individual’s personal identity:  

Health information contains arguably the most sensitive and intensely 

personal aspects of ourselves, and thus is a fundamental aspect of identity. 

How we choose to be known or not known, the health information we 

reveal or don’t reveal based on how we think others will identify or label us, 

and the ways in which we reinvent ourselves over time are all powerful ways 

in which we control aspects of our identity [113](p.2). 

 

Privacy is also key to establishing and defining interpersonal relationships [97, 101, 

104, 109, 114]. This is particularly relevant in the context of health care. The confidential 

nature of the patient-physician relationship fosters trust and facilitates the honest and 

complete sharing of information that is essential to the process of care delivery [115]. 
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When trust is broken in other social settings, it can still have implications for health care 

delivery. As stated by Steeves [116], “…practices that violate the social experience of 

privacy as it is lived in our daily lives will break down the trust that is an essential part of 

healthcare delivery” (p.32).  

 By allowing individuals to decide for themselves which information they disclose 

to others and under what circumstances, privacy is also a mechanism by which personal 

autonomy or self-determination is protected. When  information about an individual 

that would not have otherwise been disclosed becomes known to others, that individual 

becomes vulnerable to manipulation by others and subject to their influence [97, 117]. 

This is particularly relevant in the context of personal health information (PHI), which 

may include information related to an individual’s sexual health, drug use, mental health 

status, and reproductive history. Related to this, privacy also protects individuals from 

being stigmatized as a result of the disclosure of personal information [99].  

 Finally, privacy is closely tied to emotional and psychological well-being [97, 104, 

118, 119]. Specifically, privacy is related to an individual’s sense of competence and self-

worth [104], psychological security [118], and ability to self-actualize [97, 119]. As such, 

privacy is closely tied to the health and well-being of individuals.  

Privacy risks  

The use of individual-level administrative health data for research purposes poses risks 

to individuals’ privacy, even when there have been efforts to de-identify the data [120]. 

These risks may be categorized as follows [5]:   
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1) Accidental release of data. The accidental release of identifiable data to unauthorized 

individuals may occur when proper data handling protocols are not followed (e.g., 

losing a device containing sensitive data).  

2) Illicit access. External parties (i.e., hackers) or internal parties (i.e., employees) may 

deliberately access data for illicit or inappropriate purposes. 

3) Inadvertent access. In the course of doing their job, an individual may inadvertently 

recognize someone they know (e.g., family member, friend, or neighbor) within a 

dataset.  

4) Data re-identification. If data de-identification is not done properly, enough 

identifiers may remain to make re-identification possible, particularly where multiple 

databases or data sources are involved. 

 These privacy risks are compounded by several factors. First of all, electronic 

information has been referred to as “greased”, meaning it “moves quickly and is hard to 

hold onto” [99] (p. 27). As such, information that is improperly accessed can be quickly, 

easily, and broadly disseminated via the internet and used for any number of purposes 

[99]. Second, the nature of privacy-related violations has changed over time. In the past, 

these violations tended to involve easily identifiable and discrete events  that were  

physical in nature (e.g., viewing paper files in a filing cabinet), whereas those occurring 

in the “information age” occur repeatedly over an extended period of time and often 

remain unknown [114]. Third, in contrast to physical records that can be costly to store, 

the cost of storing electronic data is so low that there is often very little motivation to 

destroy the data, increasing the risk of a privacy breach [113]. Finally, even when there 
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have been efforts to de-identify the dataset, it has been noted that “data contained in 

these research databases have been cleaned and organized in such a fashion as to 

maximize the efficiency of analysis. This very efficiency increases the risk of 

misadventure in the event of a breach”[121](p.13).  

2.2. Regulation of access to administrative health data for research in Canada 

In Canada, access to administrative health data for use in research is regulated by 

human research ethics and information legislation. For researchers to gain access to 

administrative health data for research purposes, they must demonstrate compliance to 

all relevant ethical and legal requirements. These are summarized in the following 

sections. 

2.2.1. Human research ethics 

Overview of regulatory structures 

In Canada, human research ethics is primarily regulated by two key structures: (1) 

ethical guidelines developed by federal research funding agencies; and (2) institutional 

research ethics boards.  

Ethical Guidelines: The Tri-Council Policy Statement 

In 1994, the three federal research agencies in Canada—the Medical Research Council 

(MRC; now the Canadian Institutes of Health Research [CIHR]), Social Sciences and 

Humanities Research Council (SSHRC), and Natural Sciences and Engineering Research 

Council (NSERC)—set out to create a joint policy on research ethics [122]. This resulted 

in the publication of the Tri-Council Policy Statement: Ethical Conduct for Research 
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Involving Humans (TCPS) in 1998 [123]. The second edition of this document (TCPS 2) 

was published in 2010 [124] (with revisions released in December 2014 [125], December 

2018 [112], and December 2022 [126]). The TCPS 2 applies to all research carried out at 

institutions that are eligible to hold funds from CIHR, SSHRC, or NSERC [112, 127]—that 

is, institutions that have entered into the “Agreement on the Administration of Agency 

Grants and Awards by Research Institutions” [128]. Thus, the TCPS 2 applies to research 

carried out at the vast majority of university and hospital settings across the country, 

and also been adapted by other private and public institutions/entities (e.g., Health 

Canada, the National Research Council, and the Department of National Defense)[127], 

making it the primary source of ethical guidance for research in Canada. 

The TCPS 2 [112] is primarily concerned with ensuring respect for human dignity 

is upheld throughout the conduct of research involving humans participants. Respect for 

human dignity is expressed through three principles:  

1) Respect for persons—respect for participants’ autonomy and freedom of choice,  

2) Concern for welfare—the protection of participants’ overall well-being, and 

3) Justice—the equitable distribution of the benefits and harms of research and 

minimizing power imbalances between researchers and participants. 

Concern for welfare encompasses the impact of a variety of factors on an 

individual’s quality of life, including privacy and informational control. Thus, the TCPS 2 

recognizes that individuals have a privacy interest in information that is about them, 

while researchers have an ethical obligation to protect individuals’ privacy and to treat 

their information in a confidential manner. Nonetheless, the guidance provided with 
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respect to privacy and confidentiality in the original TCPS and subsequent iterations has 

been rather limited. To address this gap, and to support a harmonized approach to the 

application of privacy laws and policies, CIHR developed a supplemental document to 

assist researchers with the application of the principals of the TCPS 2 entitled CIHR Best 

Practices for Protecting Privacy in Health Research [129] (hereafter “CIHR Best Practices 

document”). Despite being released in 2005, this document continues to be used as a 

source of additional guidance on privacy related matters, as evidenced by multiple 

citations in the most recent versions of the TCPS 2 [112, 126]. 

Research Ethics Boards 

The TCPS 2 [112, 124-126] mandates all institutions that receive funds from the Tri-

Council to have one or more research ethics boards (REBs) in place, which function as 

the primary mechanism for ensuring compliance with the TCPS 2. The guidelines for the 

establishment and operation of research ethics boards (REBs) also set out within the 

TCPS 2. REBs are committees comprised of a chair and various members, all of whom 

are volunteers. Though they are considered independent decision-making bodies, they 

are accountable to the highest body at the institution (e.g., president or council), which 

is responsible for establishing the REB, defining terms of operation, appointing 

members, providing resources, and ensuring members receive appropriate education 

and training.  

The primary responsibility of REBs is to perform ethical review—that is, to assess 

the “ethical acceptability”—of study protocols submitted by researchers, and to 

determine whether the study may proceed, and if so, whether revisions are required. At 
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institutions that are subject to the TCPS 2, ethical review is required for all research 

involving human participants, where “research” is defined as “an undertaking intended 

to extend knowledge through a disciplined inquiry and/or systematic investigation” 

[112](p. 13), and “human participants” are defined as “individuals whose data, biological 

materials, or responses to interventions, stimuli or questions by the researcher, are 

relevant to answering the research question(s)” (p.14). This encompasses a broad range 

of activities, from studies involving physical interventions such as clinical trials, to 

qualitative research, to research involving the secondary use of PHI.   

 In certain cases, a study may be exempt from REB review; however, eligibility for 

exemption can only be determined by an REB. Where review is required, a study may be 

subjected to either full REB review or delegated review. Full REB review is required if, 

based on the “magnitude and probability of harms” associated with the research, it is 

believed that the study poses substantial risks to participants. Delegated review (by a 

single REB member) is required when the study is considered minimal risk, meaning “the 

probability and magnitude of possible harms implied by participation in the research is 

no greater than those encountered by participants in those aspects of their everyday life 

that relate to the research” (p.22).  This “proportionate approach to review” aims to 

ensure that appropriate protections for research participants are in place, without 

creating unnecessary barriers to research. At the same time, it helps ensure that REB 

resources are directed to the most “ethically challenging” research.  
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Considerations Relevant to Research Involving Administrative Health Data 

In addition to ensuring appropriate physical, technical, and administrative safeguards 

are in place to prevent data from unauthorized access, loss, or manipulation, there are 

two key factors that REBs must consider when reviewing a study protocol: (1) the 

“identifiability” of the data, and (2) the need for individual consent [125]. The REBs 

assessment of these factors has implications in terms of whether or not approval will be 

granted and will also determine whether the researcher will require consent from the 

individuals whom the requested information is about. 

Identifiability of Information 

REBs are instructed to consider whether the information being used in a proposed study 

is identifiable or non-identifiable [112, 125, 126]. Consistent with a proportionate 

approach to review, studies wherein researchers require access to “identifiable” 

information are subject to a higher level of scrutiny than studies involving “non-

identifiable” information. Identifiable information is defined as information that “may 

reasonably be expected to identify an individual, when used alone or combined with 

other available information” [125](p.58), whereas non-identifiable information does not 

identify an individual. To assist REBs with assessing the privacy risks associated with a 

particular study, the TCPS 2 sets out the following five categories of information [112, 

125, 126]: 

1) Directly identifying information. Information that contains direct identifiers (e.g., 

name, social insurance number, or health card number) which can be used to identify 

a specific individual. 
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2) Indirectly identifying information. Information that contains indirect identifiers (e.g., 

birthdate, place of residence, and unique characteristic such as rare health 

conditions), the combination of which can be reasonably expected to identify an 

individual.  

3) Coded information. Information from which direct identifiers have been removed 

and replaced with a code (e.g., a unique study identifier). The “key” (i.e., the list of 

codes and the individuals to which they correspond) may be kept, allowing for 

future re-identification of individuals.  

4) Anonymized information. Information from which direct identifiers have been 

removed, the “key” has not been kept, and the remaining indirect identifiers pose 

minimal risk of re-identification. 

5) Anonymous information. Information that has not had identifiers associated with it 

at any point and the risk of identification is minimal (e.g., anonymous surveys). 

Researchers who are unclear about whether the information they plan to use in 

a study is identifiable are expected to consult with the REB. Determining whether 

information is identifiable or not it important because it has implications for the overall 

risk-benefits assessment that is performed by the REB during review. It is also a key 

factor considered by REBs when determining the consent requirements for a study. This 

is described in greater detail below. 
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Requirements for Individual Consent 

In the TCPS 2, consent is the default requirement to participate in research in any 

capacity (i.e., whether directly or via the inclusion of information about an individual) 

[112, 125, 126]. Consent must be given voluntarily, be informed, and be ongoing such 

that participants can withdraw at any time. These requirements are absolute in research 

where participants experience a physical intervention; however, there are exceptions 

for non-interventional research exclusively involving the secondary use of information 

for research purposes. For studies involving non-identifiable information, including 

coded information where the researcher does not have access to the key, consent is not 

required. Where identifiable information is involved, consent may be waived if the 

researchers have successfully demonstrated in their REB application that: i) the research 

cannot be conducted without the use of identifiable information, ii) there are minimal 

risks to individual welfare, iii) privacy will be respected and adequate data safeguards 

will be in place, iv) individual preferences regarding data use will be respected when 

known, v) obtaining consent is either impossible or impracticable, and vi) all other 

permissions and approvals have been obtained.  

 The TCPS 2 defines impracticable as “incapable of being put into practice due to 

a degree of hardship or onerousness that jeopardizes the conduct of research; it does 

not mean mere inconvenience” [125](p.205). The CIHR Best Practices document 

provides specific criteria for impracticability [129]. Specifically, obtaining individual 

consent for the use of personal information may be considered impracticable for 

researchers if circumstances (i.e., the population size is large, or a large proportion have 
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moved or died since the personal information was originally collected, or there is no 

ongoing relationship between the individual and the data holder who would need to 

contact them to obtain consent) are such that the inability to obtain consent from 

segments of the population may introduce a bias into the study, or the resource 

implications for the research team would be so great that the research could not be 

done. The CIHR Best Practices document also acknowledges that the process of 

obtaining consent may be considered inappropriate and warrant a waiver of consent 

from the reviewing REB. For example, if contacting an individual poses a risk of harm, 

requires “re-identifying” coded data, or is prohibited under a previous data sharing 

agreement, policy, or law. 

2.2.2. Legal regulation of personal health information 

In Canada, the collection, use, and disclosure of PHI are regulated by a myriad of 

legislation at the federal and provincial/territorial levels (Appendix B). Administrative 

health data are data that are collected from individual patients during their encounters 

with the healthcare system, and as such, are typically regarded as PHI that is subject to 

information legislation. However, not all legislation that applies to PHI will necessarily 

apply to administrative health data. The following sections provide a summary of how 

federal and provincial information legislation applies to research involving 

administrative health data. 
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Federal legislation 

At the federal level, there are two statutes that are involved in the regulation of PHI: the 

Privacy Act [130] and the Personal Information Protection and Electronic Documents 

Act (PIPEDA) [131]. The Privacy Act [130] applies to personal information held by federal 

institutions, including certain types of PHI (i.e., medical history and blood type). PIPEDA 

applies to personal information collected, used, or disclosed in the course of commercial 

activities [131], including PHI in some circumstances [132]. 

 These Acts are not typically relevant with respect to research involving 

administrative health data. This is primarily related to the division of legislation powers, 

which places the operation of hospitals under provincial jurisdiction [133]. As such, 

health care delivery and administration, and the information collected in the course of 

these activities, are regulated at the provincial level. In situations where administrative 

data are held by the federal government, the Privacy Act [130] may apply to research 

involving administrative health data. For example, research using data from the Non-

Insured Health Benefits Program [134], a federally administered program which 

captures information on health services utilization among First Nations and Inuit 

populations, must comply with the Privacy Act  [135].  

 PIPEDA applies to certain types of PHI, including information collected as a result 

of commercial activity conducted on the premises of public institutions (e.g., by 

hospital-based pharmacies), well as the activities of healthcare providers in private 

practices (e.g., doctors, dentists and chiropractors)[132]. However, the “core activities” 

of public healthcare institutions (e.g., public hospitals, publicly funded long-term care 
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facilities) are not considered commercial in nature and are not subject to PIPEDA. 

Though the “core activities” criterion is not infallible [136], administrative data would 

not likely be considered commercial in nature. Nonetheless, several provinces (i.e., ON, 

New Brunswick [NB], Nova Scotia [NS], and Newfoundland and Labrador [NL]) have 

implemented health sector specific legislation that has been declared “substantially 

similar” to PIPEDA. In these provinces, organizations that are subject to provincial health 

information laws are typically exempt from PIPEDA [137]. 

Provincial/territorial legislation 

At the provincial/territorial level, PHI (including administrative health data) is primarily 

regulated by health sector-specific legislation, except for Nunavut (Nu), BC, and Quebec 

(QC). In Nu, the government has stated that health sector-specific legislation will not be 

developed until the planned interoperable electronic health record is operational [138], 

which has not occurred to date. As such, PHI in Nu is regulated primarily by the Access 

to Information and Protection of Privacy Act [139]. In BC, health sector specific 

legislation (i.e., the E-Health Act [140]) has been passed, however, it applies to only 

designated health information banks, of which there are only three in the province (i.e., 

Provincial Laboratory Information Solution repository, Client Registry System, Provider 

Registry)[141]. The majority of PHI is therefore regulated by the Freedom of Information 

and Protection of Privacy Act [142]. Similarly, there is health sector-specific legislation in 

place in QC (i.e., An Act Respecting the Sharing of Certain Health Information [143] ), 

however, it only applies to the establishment of a particular data platform (i.e., the 

Dossier Santé Quebec). The main piece of legislation pertaining to PHI in QC is An Act 



27 
 

Respecting Documents Held by Public Bodies and the Protection of Personal Information 

[144] .  

 The following sections will provide an overview of how researchers’ access to 

administrative health data is regulated under provincial legislation. Specifically, the 

following sections will focus on the Access to Information and Protection of Privacy Act 

[139] in Nu, the Freedom of Information and Protection of Privacy Act [142] in BC, An Act 

Respecting Documents Held by Public Bodies and the Protection of Personal Information 

[144] in QC (herein referred to as “An Act Respecting Documents Held by Pubic Bodies”), 

and health sector-specific legislation in all other provinces. In some provinces it may be 

possible that other pieces of legislation come into play depending on the data being 

accessed and other study-related details, however, these statutes will not be addressed 

in the following sections.    

Purpose of the legislation 

The majority of provincial/territorial Acts contain explicit statements identifying the 

purpose(s) of the legislation [139, 142, 145-153]. Although there is variation between 

provinces in terms of the content and description of these purposes, in general, 

provincial/territorial health-sector specific legislation aims to regulate practices 

involving PHI (e.g., collection, use, disclosure) in such a way that recognizes the need to 

protect individual privacy, but also acknowledges that access to PHI by third parties may 

be required for legitimate uses under certain circumstances. For example, the stated 

purpose of NS’s Personal Health Information Act [149] is to “govern the collection, use, 

disclosure, retention, disposal and destruction of PHI in a manner that recognizes both 
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the right of individuals to protect their PHI and the need of custodians to collect, use 

and disclose PHI to provide, support and manage health care” (s.2). Similar purpose 

statements appear in several other provincial/territorial statutes [145-148, 150, 152, 

153].  

Application of the legislation 

The type of information that is subject to regulation under provincial/territorial 

legislation varies across jurisdictions. BC’s Freedom of Information and Protection of 

Privacy Act [142], QC’s Act Respecting Access to Information Held by Public Bodies [144], 

and Nu’s Access to Information and Protection of Privacy Act [139] regulate all 

information held by public bodies, encompassing personal information and PHI. In all 

other provinces/territories, the legislation applies specifically to PHI [146-154], with the 

exception of the Health Information Act [145] in Alberta (AB), which applies to health 

information more broadly (it does not use the term “personal health information”, but 

distinguishes between “individually identifying” and “non-identifying” health 

information). 

 Where provincial/territorial legislation regulates PHI, a variety of definitions of 

PHI are used. Typically, PHI is defined to include a broad range of health-related 

information, including information about: an individual’s physical or mental health; 

medical history of the individuals’ family; care provided to the individual; the donation 

by an individual of a body part or bodily substance; registration in a provincial medical 

insurance plan; the individuals’ substitute decision-maker; the individuals’ healthcare 

provider; any drug, device, product, or equipment prescribed to an individual  [146-
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154]. Importantly, PHI is typically limited to “identifiable information”, though there is 

variation in the terms that are used in reference to the “identifiability” (e.g., 

“identifiable”, “identifying”, “non-identifying”, “de-identified”), as well as how these 

terms are defined (Appendix C).    

 With regard to format, the majority of legislation applies to both recorded and 

oral information [147-153], while others do not specify which formats are included [139, 

145, 154]. In BC’s Freedom of Information and Protection of Privacy Act [142] and MB’s 

Personal Health Information Act [146], only recorded information is considered PHI. 

Disclosures for research 

Although research is not explicitly mentioned in the purpose statement of any of the 

relevant provincial/territorial Acts, all Acts contain provisions permitting the disclosures 

of PHI for research purposes. Conditions for disclosure typically include a data sharing 

agreement between the individual researcher and data custodian or trustee [139, 142, 

145-149, 152-154], and approval from a research ethics board [145, 147, 149-152, 154] 

or equivalent review body [146, 148, 153]. In MB, review is required by an institutional 

“research review committee” if the data are not maintained by the government or a 

government agency, otherwise, review by the provincial “health information privacy 

committee” is required [146]. Only BC’s Freedom of Information and Protection Privacy 

Act [142] and QC’s Act Respecting Information Held By Public Bodies [144] do not 

explicitly refer to the need for ethical approval. 
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Consent requirements  

All provincial/territorial Acts contain provisions explicitly permitting the disclosure of 

PHI without individual consent for research purposes if certain conditions are met. The 

exceptions to this are BC’s Freedom of Information and Protection of Privacy Act [142] 

and Nu’ s Access to Information and Protection of Privacy Act [139], which do not 

explicitly state the consent requirements for disclosures of PHI for research purposes.  

 Where consent requirements for disclosures for research are addressed in the 

provincial/territorial legislation, decisions related to consent are typically delegated to 

REBs [145, 147, 149-152, 154], or to other relevant review bodies (i.e., health 

information privacy committee [146], institutional research review body [146, 148, 

153]). Disclosures without consent are also permitted by QC’s Act Respecting 

Documents Held by Public Bodies [144]. Until recently disclosures without consent 

required authorization from the Commission d’access a l’information du Quebec, 

however, this changed in Fall 2022 and organizations now have discretionary power 

over whether to allow disclosures without consent [155]. 

Where REBs or other appropriate review bodies are granted decision-making 

authority relevant to consent, the conditions under which disclosure without consent 

may occur are not well defined. Not only is there substantial variation in the 

terminology used to describe when consent is not required (summarized in Table 1), but 

the terms that are used are not defined in most of the provincial statutes. Only NS’s 

Personal Health Information Act provides a definition for the term “impracticable” (i.e., 
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a degree of difficulty higher than inconvenience or impracticality but lower than 

impossibility), while the relevant terms used in other legislation are not defined.  

Table 1. Conditions for waiver of individual consent 

Province/ 
Territory* 

Legislation Consent is not required if 
determined to be… 

AB Health Information Act [145]  “unreasonable”, “impractical” or 
“not feasible” 

SK Health Information Protection 
Act [154] 

 “not reasonably practicable” 

MB Personal Health Information Act  
[146] 

 “unreasonable” or “impractical” 

ON Personal Health Information 
Protection Act [147] 

 “impractical” 

NB Personal Health Information 
Privacy and Access Act [148] 

 “unreasonable” or “impractical” 

NS Personal Health Information Act 
[149] 

"impracticable"  

PEI Health Information Act  [150]   “unreasonable”, “impractical” or 
“not feasible” 

YK Health Information Privacy and 
Management Act [153] 

 “unreasonable” or “impractical” 

NWT Health Information Act [152]  “unreasonable”, “impractical” or 
“not feasible” 

Abbreviations: AB=Alberta, SK=Saskatchewan, MB=Manitoba, ON=Ontario, NB=New 

Brunswick, NS=Nova Scotia, PEI=Prince Edward Island, YK=Yukon, NWT=Northwest 

Territories 

*Table includes only provinces wherein the relevant legislation explicitly addresses 

consent and/or specifies the conditions under which a waiver may be granted. 

 

2.3. Challenges related to accessing administrative health data for research in 

Canada 

2.3.1. Delays and variations in access to administrative health data for research 

Despite the wealth of administrative health data captured across Canadian provinces 

and territories, the existence of provincial data centres with resources and 



32 
 

infrastructure to facilitate access to these data for research, and a regulatory framework 

that contains explicit provisions allowing researchers to access administrative health 

data for research purposes, there is a growing evidence to indicate that researchers are 

experiencing challenges when attempting to access these data for research [5, 21-28, 

156, 157]. Specifically, researchers have reported delays as well as substantial variations 

in the timeliness of obtaining access to data when conducting multi-jurisdictional 

research [21, 22, 25, 27, 28]. 

One of the first accounts of the challenges associated with accessing 

administrative health data for research was published in 2002 [22]. In this report, the 

author described the challenges their team experienced when attempting to access 

linked administrative health data for a multi-province study. After two years of trying to 

access data, approval in one province was still pending, resulting in that province being 

excluded from the study. Since that time, data access challenges have persisted. Several 

articles have highlighted lengthy data access timelines in BC specifically. In 2016, Lavoie 

et al [26] reported that for one study conducted several years prior, it took 26 months 

to gain access to data in BC. That same year, a multi-site study involving the Canadian 

Network for Observational Drug Effect Studies (CNODES) reported that the BC site was 

not included due to “lengthy timelines” for data access [23]. More recently, researchers 

from the BC Children’s Hospital Research Institute, published the results of 

environmental scan which identified issues with timeliness as the primary challenge 

being faced by local researchers when attempting to access health data (including 

administrative health data) for research [24].   
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Elsewhere, researchers involved in multi-jurisdictional health services described 

variations in data access timelines across provinces. In a 2012 article Quan et al [25] 

referred to a multi-jurisdictional study wherein data access timelines varied from six 

months to several years. In 2018, Groome et al [27] described the challenges of 

conducting a multi-province study comparing breast cancer care, noting that variation in 

the timeliness of data access across provinces hindered efforts to perform analyses in 

parallel and negatively impacted project timelines. Similarly, Butler et al [28] reported 

that in their study the time required to access data varied across provinces (from 4-9 

months), creating sequencing challenges such that some provinces were waiting for 

data while others were analyzing data.  

Only one study has sought to systematically compare the timeliness of access to 

administrative health data across Canada. Meagher and McGrail [21] conducted 

Interviews with representatives from nine provincial agencies (e.g., provincial ministries 

of health and provincial data repositories) in six provinces, which revealed substantial 

variations in data access, ranging from 1-18 months. As acknowledged by the authors, 

this work had important limitations that impacted the reliability of the data. Specifically, 

the timeliness data that was used to examine access was self-reported by provincial 

agencies and not confirmed by other means. In addition, the starting point for 

measuring timeliness varied across agencies, likely contributing to the reported 

variations.  
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2.3.2. Factors potentially affecting access to administrative data for research  

The factors affecting access to administrative health data for research in Canada have 

not been comprehensively assessed, however, insights about the potential factors that 

come into play in the Canadian context can be garnered through the examination of a 

disparate body of literature, comprised of reports from individual research teams, 

quality assurance work, legal commentary and analyses, and expert opinion. The 

potential factors affecting access to administrative health data identified from across 

these sources are summarized in the sections that follow. 

Study-related factors 

Meagher and McGrail [21] identified the characteristics of the study itself as having an 

impact on data access. Specifically, the complexity of the project was identified as a 

factor affecting timeliness due to the increased work involved for researchers during 

application preparation (i.e., to ensure clarity and consistency), and the increased time 

required on the part of the data provider related to dataset preparation. Project 

complexity also played a role in decision-making on the part of the individual or entity 

performing review, with more complex protocols requiring an additional “layer” of 

privacy risk considerations, though it was unclear what this additional “layer” involved.   

Researcher-related factors 

In interviews with regulatory stakeholders, researcher experience and responsiveness 

were identified as affecting the timeliness of data access [21]. More experienced 

researchers were viewed as being more familiar with the available data, and better able 



35 
 

to prepare data access applications, whereas less experienced researchers reportedly 

required more assistance from the organization to support application development. 

Some regulatory stakeholders also attributed at least partial responsibility for delays in 

access to data to a lack of responsiveness on the part of the researcher.  

Data-provider-related factors 

There is evidence indicating that the knowledge and expertise of individual data 

providers also affects access to data for research. In a 2009 study conducted in NL [158], 

the authors found that individuals responsible for collecting and retaining PHI who had a  

limited understanding of the policies processes relevant to the use of PHI for health 

research were reluctant to share data for research purposes (e.g., for example, 12% of 

health professionals surveyed indicated that they would not share de-identified data, 

even with individual consent). Related to individual data provider concerns, van Panhuis 

et al [159] undertook a systematic review exploring real and perceived barriers to 

“sharing” public health data. This review focused on the sharing of data that were 

collected by public health agencies for routine purposes (e.g., disease surveillance and 

program monitoring). Although it was not specific to data sharing for research purposes, 

many of the barriers are likely relevant to data providers across a variety of settings who 

are faced with sharing health information for a range of purposes. These include 

disagreement with the data requestor over the appropriateness or perceived risks and 

benefits of the intended data use, a lack of personal incentive to provide data, concerns 

over what the data might reveal (e.g., performance issues), and a lack of trust of the 

data requestor leading to fear of data misuse or misrepresentation. 



36 
 

Organizational factors 

Data custodians have previously indicated that their ability to facilitate access to data is 

dependent on organizational capacity, including dedicated staff, resources, and IT 

infrastructure [21, 160]. In organizations where capacity is limited, data access requests 

are “generally met when, and if, there is time” [160](p.e259). These findings were 

echoed in the literature review carried out by van Panhuis et al [159], which highlighted 

the substantial human resources (e.g., to prepare data and communicate with 

recipients) and technical resources (e.g., computer equipment, software, analytic tools) 

required to share data, which may not be available in all organizations. Related to this, 

the findings also indicated that in organizations with limited resources, data collection, 

preservation, and sharing may not be a priority. 

Factors related to the regulatory framework 

Complexity of the regulatory model 

The regulation of research involving human participants is notably complex, involving a 

variety of laws, administrative policies, and guidelines [161, 162]. Over time, ethical 

guidelines have become integrated into statutes and regulations in what has been 

referred to as “ad hoc and piece meal evolution” [162](p.18). Certainly, both of these 

challenges are relevant in the context of research involving administrative health data, 

given that the regulatory framework is comprised of two separate frameworks that have 

evolved separately, with distinct regulatory aims, and have been made to work together 

after-the-fact. Adding to the complexity of research involving administrative health data 

is the “patchwork” of legislation governing PHI [116](p.28)—comprised of federal, 
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provincial, public, private, and health-sector specific statutes—which continues to 

evolve as new legislation is introduced.   

The complexity of the regulatory framework has several important implications 

relevant to data access. First, it may create uncertainty amongst researchers and 

oversight bodies with regard to which laws, policies, and guidelines apply in specific 

circumstances and undermine the effectiveness of the governance structures in place 

[161]. Second, the variation in legislation and policies across jurisdictions is such that 

inter-provincial studies may be met with resistance from REBs and data custodians who 

are uncertain about “legislative equivalency” [156](p.40). Finally, the complexity of the 

governance framework may contribute to confusion around roles and responsibilities of 

the many parties involved in governance [161]. 

Inadequate oversight and accountability  

The governance of health research (not specific to research involving administrative 

health data) has been criticized for lacking adequate oversight and accountability [161-

163]. While various parties are involved in the regulation of health research, there is no 

clear hierarchy of accountability [162]. Although REBs are accountable to the highest 

body at the institution where they are based, they are not monitored or regulated by 

the institution [163] or an external regulatory body [162]. Moreover, REBs are not 

required to evaluate their own performance, and are therefore unable to gauge the 

appropriateness or effectiveness of their decision-making over time [163]. Similarly, 

researchers are accountable to research participants, their institutions, and funders 

[162], yet their conduct is not closely monitored. REBs review proposals submitted by 
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researchers prior to the commencement of research, but typically have little 

involvement in the monitoring of ongoing research [163]. Although  researcher 

compliance with ethical standards is required to retain funding, it is not clear within 

CIHR’s enabling statute whether the institution or the funding body is responsible for 

monitoring compliance or investigating allegations of non-compliance [162]. Overall, 

there are few “checks and balances” in place to ensure that oversight bodies are 

exercising their power appropriately and effectively. Moreover, the involvement of so 

many parties with overlapping responsibilities may lead to regulatory inefficiencies. For 

example, the involvement of these various parties may lead to confusion around 

regulatory roles and responsibilities [161], cause parties to off-load their responsibilities 

onto others [163] (often onto REBs [161]), or result in a regulatory vacuum (i.e., 

everyone assumes someone else is taking responsibility which results in no one taking 

responsibility) [121].  

Lack of clear and consistent policies and guidelines 

It has been suggested that where regulations are not clear, anxiety or fear of 

inadvertently breaching patient confidentiality or violating data protection laws may 

lead to a conservative interpretation of the legislation or guidelines in question [5, 12, 

156, 164, 165], which may subsequently result in “idiosyncratic” institutional policies 

that sometimes go beyond the requirements of the law [156] (p.40). A lack of clarity 

within the current regulatory framework has been noted [5, 156, 161, 165-167], 

particularly with respect to consent requirements [156, 166], and what constitutes 

identifiable information [5, 165, 168].  
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In a study by Willison et al [166], variation in consent requirements across REBs 

were attributed to lack of clear requirements in both ethical guidelines and privacy laws. 

He stated, “…like the TCPS, our privacy laws offer such broad concessions for non-

consensual use of personal information for research that they offer little to no guidance 

for REBs” (p.312). Elsewhere, Willison et al [156] argued that data protection laws 

contained research exemptions that were so broad that REBs and data custodians did 

not know when it was acceptable to release data to researchers without consent, and 

that this created data access issues for researchers.  

 With regard to the identifiability of information, a recent Canadian report 

pointed out that researchers may access data that do not include “identifiable 

information”, but noted that this term is not well defined and subject to differing 

interpretations across jurisdictions [5]. Furthermore, there are no specific criteria with 

regard to when data have been sufficiently de-identified so as to no longer fall under 

the purview of the current regulatory framework [168]. Yiannakoulias [165] posited that 

in the absence of clear national guidelines defining identifiability (i.e., the ability to 

identify a single individual from the data), it is often confused with self-identification 

(i.e., the ability of an individual to identify themselves from the data), which can create 

barriers with respect to data access. In other words, data custodians may be unduly 

restricting access to data about individuals based on the risk of an individual identifying 

themselves within the data, rather than the risk of an individual being identified by 

others, which is less likely.   
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The Role and Function of REBs 

Predictive initial review 

REBs are responsible for reviewing and approving research protocols prior to the 

commencement of research, thereby functioning as “gatekeepers” [163]. REBs focus 

their time and resources on initial review and approval, with little involvement in the 

monitoring of ongoing research [161, 163, 167, 169]. Initial review is only effective in 

protecting individuals from the harms of research to the extent that the REB is able to 

make accurate predictive judgements [163]. Without processes in place to monitor the 

accuracy of these judgements (i.e., ongoing monitoring by REBs), there is a lack of 

“virtuous learning loops” (p.6). This may result in certain types of research being 

unnecessarily restricted, or repeatedly permitted, as a result of erroneous risk-benefit 

assessments.   

Bureaucratic reductionism 

REBs have also been criticized for being more concerned with process and forms than 

with actual ethical matters of research [161, 163]. McDonald [163] refers to this 

phenomenon as “bureaucratic reductionism”. For REBs, a focus on processing ethics 

applications and reviewing consent forms takes time and resources away from harms-

risks assessments and consideration of major ethical concerns [170]. This raises 

questions about whether REBs are effectively conducting ethical review, and doing so in 

a way that merits public trust, or whether they have just become another layer of 

bureaucratic red tape [161].  
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Multiple and inconsistent REB reviews 

Despite being required to adhere to common ethical guidelines (i.e., the TCPS 2 [125]), 

substantial variation in REB decision-making has been reported in Canada [166, 171, 

172]. The literature suggests that ambiguities within the regulatory framework 

contribute to variations in the interpretation and application of regulations across 

jurisdictions and stakeholder groups [166]. Such inconsistencies are problematic as they 

may cause confusion in the research community and amongst the public, make it 

difficult for researchers to meet REB requirements, and lead to increased time and costs 

as researchers attempt to adhere to the requirements of multiple REBs [167].  

Knowledge and expertise 

REBs may not possess the knowledge and expertise required to perform adequate 

ethical review [161, 167, 169]. The issue of insufficient expertise is not unexpected—for 

any given study “there are few scientists who can accurately assess the scientific validity 

of proposed research projects and identify the harm/benefit ratio posed by the 

research” [167](p.168). For research involving administrative data, health information 

legislation has conferred both ethical and legal obligations onto REBs, so they require 

specific expertise to ensure compliance with relevant statutes. Moreover, the use of 

linked administrative health data for research is characterized by unique methodological 

and privacy-related concerns (e.g., de-identification, data linkage, data matching, etc.), 

requiring familiarity with highly technical processes in order to assess harms and 

benefits. Unfortunately, Canadian REBs lack specialized training in various types of 

research, including research with databases [161] and have identified the need for more 
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education on matters related to privacy, confidentiality, and security, and improved 

guidance for interpreting relevant laws and the TCPS 2 [166]. These gaps in knowledge 

and expertise raise questions about the effectiveness of REBs in ensuring compliance 

with ethical and legal requirements.  

2.4. Gaps in the Literature 

There are number of important gaps in the literature regarding access to administrative 

health data for research. First, despite a growing interest in the use of administrative 

health data for research in Canada, and evidence indicating that researchers have been 

experiencing barriers to access [5, 21-24, 26], empirical evidence is lacking. To date, 

there has been no systematic examination of researchers’ experiences relevant to 

accessing administrative health data.  

 Second, inter-provincial variations in the timeliness of access to data have not 

been reliably reported and presented in the literature. While several research teams 

have noted variations in data access timelines when carrying out studies involving 

administrative health data across multiple provinces [22, 23, 27, 28], the extent of these 

variations and the underlying factors remain largely unknown. Specifically, it is unclear 

whether these variations are due to differences in data access processes, or if they are 

indicative of barriers to access.  

Third, little is known about how relevant laws and ethical guidelines are being 

applied in practice and what the implications are for research involving administrative 

health data. Burdensome processes have been identified as a barrier to accessing 

administrative health data in Canada [22]; however, little is known about the specific 
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processes that are in place (i.e., what is happening “on the ground”), how these vary 

across provinces, and the impact on researchers’ ability to access administrative health 

data for research, and the timeliness of access. 

Fourth, a broad range of factors have been identified as potentially affecting 

researchers’ access to administrative health data, however, the extent to which these 

factors actually impact data access is unknown. For example, the factors identified by 

van Panhuis et al [159] were specific to the sharing of public health data, so their 

applicability to administrative health data is not clear. Other factors were identified 

from within the literature related to research governance. Within this literature, various 

issues were highlighted that may have implications for data access; however, this 

literature is largely comprised of commentaries and legal analyses regarding potential 

limitations and challenges of the governance framework. Thus, empirical research is 

needed to identify the broad range of factors that impact access to administrative 

health data for research specifically. 
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CHAPTER 3: METHODOLOGY AND METHODS  

3.1. Methodology 

This study used a qualitative, multiple case study approach, underpinned by 

pragmatism, to explore the factors affecting access to administrative health data for 

research purposes in three Canadian provinces. The justification for this approach along 

with details related to data collection and analysis are addressed in the following 

sections. 

3.1.1. Philosophical underpinnings: pragmatism 

The methodological approach selected for this study can be best understood through an 

examination of the researcher’s philosophical starting point.  A researcher’s 

philosophical position encompasses their beliefs and assumptions about knowledge, 

which underpins their approach to research—“It shapes how [they] formulate [their] 

problem and research questions to study, and how [they] seek information to answer 

the questions” [173](p.18). This study was carried out through the lens of pragmatism, 

which aims to address social problems using logical, common-sense approaches [174-

176]. 

The influences of pragmatism were present early on in study conceptualization, 

as evidenced through the research questions that were asked. Researchers who operate 

from a pragmatic starting point tend to focus on “solving practical problems in the real 

world” [177]. The questions asked in this study, framed in terms of “factors affecting 

access to administrative health data for research”, seeks to identify barriers to data 

access so that they may be mitigated, thereby improving the extent to which routinely 
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collected administrative health data can be leveraged to optimize the health of 

populations.  

Decision-making regarding the selected methodological approach was also 

influenced by pragmatism, which emphasizes the practical aspects of research rather 

than ideology [177]. In fact, the approach of pragmatists has been described in two 

words: “whatever works” [178](p.21). Importantly, this does not mean that pragmatism 

is without ideology, rather that it embraces positivism and constructivism as 

complementary viewpoints, providing a means to explore both the objective and 

subjective [178]. Pragmatism posits that an external world exists separately from us and 

that we gain knowledge of this world through our interactions with it, though this 

knowledge is limited by our interpretations of these interactions [175]. As such, the 

“knower and the known [are] inseparable”, and the internal/subjective and 

external/objective are “two sides of the same coin” [179] (p.1048). Thus, researchers 

who view the work through the lens of pragmatism are not tied to a specific set of 

methods based on their ontological assumptions, and are free to use the method or 

methods that are best suited to answering a specific research question [178]. In this 

study, freedom from ontological assumptions was reflected in the use of an approach to 

case study methodology that drew on three established yet distinct approaches, each 

underpinned by a different philosophical starting point [180]. 

Pragmatism also informed the approach to theory development employed in this 

study. Because pragmatists believe that knowledge is shaped by context and 

experiences, what is considered the truth is what “works” in a specific context and may 
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be revisited (and revised) as new knowledge emerges [174, 178]. This view of the truth 

as changeable is congruent with scientific inquiry. Just as repeated experiments under 

various conditions may reveal an accepted theory to be fallible, pragmatists may accept 

an idea or theory to be true until new information emerges to call its truth into 

question. As such, a theory or idea is not simply true or false, but rather becomes “truer 

or falser” as new information is acquired, or as circumstances change [175]. In this 

study, an inductive and iterative process of theory development was employed, allowing 

the theory to change and evolve as new information was collected and analysed, and 

providing space for theory refinement in the future as the body of literature in this area 

expands. 

3.1.2. Case study methodology 

This study used case study methodology, which has been broadly defined as: 

…a qualitative approach in which the investigator explores a real-life, 

contemporary bounded system (a case) or multiple bounded systems 

(cases) over time, through detailed, in-depth data collection involving 

multiple sources of information (e.g., observations, interviews, 

audiovisual material, and documents and reports), and reports a case 

description and case themes. The unit of analysis in the case study might 

be multiple cases (a multi-site study) or a single case (a within-site 

study)[173](p.97).  
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Justification  

Case study methodology was selected for several reasons. First, it was selected because 

it provided an appropriate framework to address the research questions. This study 

sought to identify the factors affecting access to administrative health data for research 

and to examine how these factors varied across provinces. Thus, a methodological 

framework was required that would facilitate the examination of data access within 

individual provinces, as well as comparison across provinces. Case study methodology 

was ideally suited for this. In case study methodology, the unit of analysis is a “case”, 

which represents a particular instance of the social phenomenon being studied [181]. 

Using case study methodology (more specifically, a multiple-case study design [182-

184]) facilitated the in-depth examination of three provincial “cases”, as well as the 

comparison of findings across cases.   

Second, case study methodology was selected because of its utility in situations 

wherein the phenomena being studied cannot be separated from its context [183]. In 

this study, the factors affecting access to administrative health data for research 

purposes (i.e., the phenomena) could only be understood in terms of the interactions of 

the actors involved (i.e., researchers and regulatory stakeholders), the organizations in 

which they were situated, and the broader regulatory landscape in which they operated. 

 Third, case study was selected because it is useful for gaining an in-depth 

understanding of a complex social phenomenon about which little is known. Case 

studies use “particularization” (i.e., a focus on the details and uniqueness of the case) 

and “thick description” [185] to provide a rich and holistic account of the phenomenon 
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being studied [182]. In this study, the focus on a select number of cases allowed the 

researcher to gain an in-depth understanding of each case, as well as insight into the 

interaction of significant factors characteristic of the phenomenon [182]. Moreover, 

through the use of multiple data collection methods, the various facets of the 

phenomenon were explored [178, 186]. As such, case study methodology allowed for a 

comprehensive examination of each of the selected cases included in this study and was 

conducive to the identification of the multitude of factors affecting access to 

administrative health data for research purposes. 

Selected case study approach 

There are several different approaches to case study, including those of Stake [184, 185, 

187], Merriam [182, 188], and Yin [181, 183, 189, 190]. Each of these approaches is 

underpinned by the author’s philosophical orientation, resulting in three unique 

approaches to case study research (Appendix D). Specifically, Stake’s work is situated in 

constructivism, Merriam’s in pragmatism, and Yin’s in post-positivism [180]. These three 

approaches share many commonalities, including a focus on studying a case, or cases, 

within a real-life context using multiple data sources (e.g., interviews, observation, focus 

groups, documents, etc.), the selection of cases based on what can be learned, and the 

option of single and multiple case designs. With that said, there are differences between 

approaches, most notably with regard to analysis.  

 Of the three approaches, Yin’s is the most structured, setting out a detailed, 

case-study specific research design. Based on a quasi-experimental study design [183], 

Yin’s approach employs deductive analytic processes, relying on the a priori 
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identification of theoretical propositions (similar to hypotheses in quantitative 

research), which are subsequently confirmed, rejected, or revised. In the context of the 

current study, this was not appropriate for several reasons. First, the emphasis on 

deduction is more useful for testing or revising theory than generating new knowledge 

[191], which was the focus of the proposed study as little was known about the factors 

affecting access to administrative health data for research in Canada, or the reasons for 

interprovincial variations in the timeliness of access, at the time this study was 

undertaken. Second, the limited knowledge base was not sufficient to inform the 

development of theoretical propositions. Third, and perhaps most importantly, the 

study objectives could only be addressed by examining the first-hand experiences of 

individuals who both seek access to data, and the perspectives of those who regulate it, 

which required an inductive analytic approach. 

  The approaches of Stake [184, 185, 187] and Merriam [182, 188] are both 

fundamentally inductive [180], building conclusions from the “data-up” [192]. Stake’s 

approach is highly interpretive and subjective [185], relying on the researcher to assign 

meaning to the data based on their own knowledge and experiences. Stake describes 

this analytic process as involving “much art and much intuitive processing” (p.72), as 

having a “mystical” side (p.72), and his approach as “greatly subjective” (p.77).  

Merriam’s approach, on the other hand, sets out a stepwise process for data collection 

and provides practical strategies for ensuring rigor throughout the research process 

[182, 188]. Toward minimizing subjectivity and ensuring that study findings reflected the 
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experiences and perspectives of key informants, Merriam’s analytic approach was 

determined to be most appropriate for the current study. 

    Consistent with the pragmatic worldview underpinning this study, a case study 

approach informed by the works of all three authors was used. While analysis was 

informed primarily by Merriam [182, 188], specific guidance from Yin and Stake was also 

incorporated where it was considered to strengthen the overall methodology. For 

example, while all three approaches included multiple case studies as potential study 

designs, the current study incorporated embedded units of analysis as proposed by Yin 

[181, 183, 189, 190] (see section 3.2.1). Similarly, case selection was based on 

maximizing the knowledge to be gained, as recommended across all three approaches, 

as well as additional practical guidance from Stake [185] (see section 3.2.2). 

3.2. Methods 

3.2.1. Study design 

This study employed a multiple case study design (also referred to as “multi-site” [182] 

or “collective”[185] case study) with embedded units of analysis as set out by Yin [183] 

(Figure 1). A multiple case study design was used to facilitate the comparison of factors 

affecting variations in data access across provinces. In accordance with the study 

objectives, there were two embedded units of analysis, comprised of two stakeholder 

groups of interest: 1) researchers and research staff who have accessed or sought 

access to administrative health data, and 2) individuals involved in the regulation and 

oversight of data access. The groups differed in terms of their responsibilities, training, 

interests at stake, and their role within their affiliate institutions. As such, each group 
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was expected to provide unique insights into the barriers and facilitators to access to 

administrate health data.  These stakeholder groups are described in more detail in 

section 3.2.3. 

 

 

Figure 1. Multiple case study design with embedded units of analysis (modified from 
[183]). 

 

3.2.2. Case selection 

In case study methodology, the unit of analysis is a “case” or “cases” [182, 185]—that is, 

an “integrated system” with “a boundary and working parts” [185] (p.2),  or a “bounded 

system” [182](p.40). When conducting a multiple case study, each case represents a 

particular instance of the social phenomenon being studied [181]. In this study, the 

central social phenomenon being studied was access to administrative health data for 

research purposes. To facilitate the examination of the impacts of various contextual 

factors on access to data, including differences in provincial legislation, one case was 

included from each of three different provinces. Each case was defined as a “research 

system” comprised of: (1) a data centre housing a provincial health data repository and 

serving as a point of access for researchers, (2) research stakeholders who sought access 
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to administrative health data via the data centre, and (3) relevant regulatory 

stakeholders (i.e., individuals involved in the regulation and oversight of access to 

administrative health data for research) within each province. The three provinces (and 

data centres) selected for inclusion were: NS (HDNS), BC (PopData), and ON (ICES). 

In accordance with the methodological literature, case selection was based on 

maximizing the knowledge gained [182, 183, 185]. As recommended by Stake [185], this 

meant taking into account not only what could potentially be learned from each case, 

but the extent to which each case was accessible to the research team—that is,  where 

permission could be obtained to gather data, where documentation existed and was 

most likely to be shared with the research team, and where people were willing to 

discuss the case.  More specifically, case selection was based on the following 

considerations: 

1) Existence of a data centre housing a provincial health data repository—At the time 

of case selection (2019), just over half of Canadian provinces/territories had a data 

centre/research unit that housed a provincial health data repository (i.e., BC [13], 

MB [14], ON [15], NB [16], NS [17], PEI [18], and NL [19]). Selecting cases based on 

the existence of such centres, ensured that infrastructure was in place to support 

research involving administrative health data as well as processes by which access 

to these data may be obtained. 

2) Variations in case attributes and contextual factors—Cases were selected to 

represent a range of instances of the phenomenon of interest, consistent with a 

maximum variation sampling approach [193]. To facilitate the selection of cases, 
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information about the various data centres in place across the country was 

obtained from various sources, including web searches, data centre websites, and 

published literature. Variation in the following case attributes was sought: i) data 

centre structure, organization, and funding; ii) relevant legislation, and iii) reported 

timeliness of data access (as reported in [21]). This approach allowed the impact of 

a broad range of factors on data access to be examined, and helped illuminate the 

specific circumstances under which findings would “hold true” [183] and identify 

fundamental aspects of the phenomena being studied [194].  

3) Ability to access the case—To help ensure sufficient access to each case, whether 

and the extent to which the researcher and committee members had existing 

professional relationships with members of the stakeholder groups of interest in 

each province was also considered. Relationships were important from a practical 

perspective, helping to ensure entry into each case, and improving the likelihood 

that sufficient data would be collected for theory development [185]. Relationships 

and access to the case were considered after the considerations described above in 

(1) and (2). 

With no specific criteria for determining the appropriate number of cases to 

include in a multiple case study, the decision to include three cases was based on 

several attributes of case study research identified within the methodological literature. 

First of all, the aim of case study research is not generalizability [173, 185].  As such, the 

primary consideration during case selection was not how many cases to include, but 

rather, which cases to include and what could potentially be learned from each. Second, 
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given that the overall aim of case study research is to gain an in-depth understanding of 

a phenomenon, the inclusion of a limited number of cases was considered preferrable 

as it is conducive to acquiring a depth of knowledge rather than breadth of knowledge 

[173]. Third, one of the challenges of case study research is that it is resource intensive, 

generating enormous amounts of data that require analysis and management [186]. 

Given the complexity of the phenomenon being studied (e.g., various pieces of 

legislation, the involvement of numerous stakeholder groups and organizations, etc.) 

the inclusion of three cases was considered feasible within the study timeframe. 

3.2.3. Data collection 

Case study research is characterized by the use of multiple data collection sources and 

methods [173, 182, 183, 185] to facilitate an in-depth understanding of a phenomenon 

and improve the strength of evidence where findings are supported by data from 

multiple sources [183]. In this study, data were obtained from two sources: key 

informant interviews and documentary evidence. Data were collected from both 

sources concurrently. 

Key-informant interviews 

Interviews are considered an essential source of case study data, providing important 

historical and contextual information relevant to a case, explaining events and 

behaviors, and understanding participants’ opinions and attitudes [182, 183]. In this 

study, semi-structured, in-depth interviews with key informants were conducted. Key 

informants are defined as individuals who are particularly knowledgeable about a case, 
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or aspects of a case, and are therefore valuable sources of information to a researcher 

[195].  In the context of this study, key informants were sought from two stakeholder 

groups: 

1) Individuals with experience accessing or attempting to access administrative health 

data for research purposes (“research stakeholders”). Key-informants in this group 

included academic researchers (e.g., university faculty or affiliated researchers), 

research trainees (e.g., students and post-doctoral fellows) and research staff (e.g., 

research associates, assistants, and coordinators) with experience accessing or 

attempting to access administrative health data held by the relevant provincial data 

centre in the five years prior to being interviewed. 

2) Individuals involved in the regulation and oversight of access to administrative health 

data for research purposes (“regulatory stakeholders”). Key informants in this group 

were broadly defined as individuals with a role in developing and implementing data 

access policies and processes in each province in the five years prior to being 

interviewed, for example: individuals affiliated with provincial data centres; members 

of relevant review bodies (e.g., data access committees, privacy review bodies, and 

REBs); data stewards and custodians, and privacy officers situated within relevant 

institutions and organizations (e.g., universities, health authorities, and provincial 

ministries/departments of health). Importantly, the individuals who were considered 

key informants varied across provinces.   

 Key informants from both groups were identified using two strategies. First, a 

general purposive sampling strategy was used to ensure that study participants included 
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those individuals from whom the most can be learned [194]—that is, to ensure that the 

individuals invited to participate were in fact key informants. A list of potential key 

informants was prepared by the researcher based on their knowledge of the research 

and regulatory landscapes in Canada as well as publicly available information obtained 

from online searches and relevant published documents and reports. This list was 

reviewed and refined by members of the supervisory committee. Secondly, as key 

informants were recruited and interviewed, snowball sampling [194] was used—that is,  

key informants were asked to identify other potential participants with relevant 

expertise in their province.  

  Individuals who were identified as potential key informants were contacted by 

the researcher via email and invited to participate. A study summary was included with 

each email (Appendix E). For individuals who responded that they would be interested 

in participating, an interview time was arranged, and a consent form (Appendix F) was 

sent via email. All participants provided written consent to participate in interviews. In 

addition, at the scheduled interview time, the researcher reviewed study details with 

the participant, addressed participant questions, and confirmed consent prior to 

starting the interview.  

Interviews were conducted in person and via telephone by the researcher. 

Interview format and interview guide development were informed by the work of 

Patton [194] and Rubin and Rubin [196]. Interviews were semi-structured, taking on the 

form of a guided conversation rather than a structured interview [183]. Using this 

approach, a core set of interview questions was developed for each stakeholder group; 
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however, the order in which these questions were asked, and the specific wording used, 

varied from person to person. Probes, or follow-up questions, were used to gain 

additional information, clarification, and/or illustrative examples as needed [182]. Key-

informants from both stakeholder groups were asked questions to establish the facts of 

the case and obtain information relevant to Objective 1 (i.e., overview of the data 

access process, required approvals and documentation, actors involved, and relevant 

policies and legislation). For research stakeholders, the remainder of the interview 

focused on their experiences accessing administrative health data for research purposes 

in each province (Objective 2), including their ability to access data and perceived 

factors affecting access to administrative health data for research (Interview Guide, 

Appendix G). For regulatory stakeholders, the remainder of the interview focused on 

their perspectives on the use and regulation of administrative health data for research, 

the factors affecting access to administrative health data for research, and their 

regulatory role (Objective 3; Interview Guide, Appendix H).   

Interviews were audio-recorded and transcribed to retain an accurate, verbatim 

account of the conversation for analysis. Drawing on guidance from Stake [185], notes 

were taken throughout interviews to capture impressions, particularly useful 

quotations, key ideas or concepts to be explored in subsequent interviews, questions 

that need to be revised or reframed, and to capture recommendations of documentary 

evidence to include or other key informants to invite.  
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Documents 

Documents were used to confirm, corroborate, and supplement information gained 

from interviews [183]. It was also used to obtain information that was not otherwise 

available, such as important historical and contextual information relevant to each case 

[182, 185]. Inferences arising from documents were substantiated via interviews [183]. 

  Documents were obtained from online sources and provided by key informants. 

Access to a wide array of documents relevant to each case was sought, including policy 

documents (e.g., provincial legislation and regulations relevant to research involving 

administrative health data, institutional policies and guidance documents for 

researchers and oversight bodies); data access documents (e.g., data access forms, data 

sharing agreements); and evaluations of the provincial health information legislation, 

and provincial or institutional research reports.  

3.2.4. Data analysis 

Data collection and analysis occurred concurrently, as is common in qualitative research 

[182]. This allowed data collection to be adjusted in response to the emergent theory 

(e.g., to revise or add questions to gain clarity or additional information on emerging 

themes) and new data collection opportunities to be taken advantage of if they arose 

(e.g., the discovery of new documents) [197]. An analytic approach consistent with that 

of Merriam [182] was used. Since a multiple case study design was used, analysis was 

undertaken at two “levels”: (1) within-case analysis, and (2) cross-case analysis, whereby 

findings from individual cases were compared. 
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Within-case analysis 

During within-case analysis, each case was analyzed separately from the others and 

treated as a stand-alone study. This was done to gain an in-depth understanding of each 

individual case, which is required prior to attempting to identify commonalities or 

differences across cases [198]. Within-case analysis involved the analysis of data from 

each individual data source, the integration of data from multiple data sources, and the 

development of detailed case descriptions.  

Development of detailed case descriptions 

For each case, a detailed case description was developed to establish the facts of the 

case, including important contextual and historical information [173, 182]. In case study 

research, the phenomenon being studied cannot be separated from the context in 

which it takes place [182, 183], so a well-developed case description provides a useful 

frame of reference for interpreting findings. A detailed case description also facilitates 

the transferability of findings, allowing readers to have a vicarious experience of the 

phenomenon to determine whether and how these experiences can be applied or 

transferred to new settings [199]. In this study, case descriptions focused on: (1) 

describing the provincial data centres (i.e., legal designation, organization and structure, 

role, funding, and data holdings), (2) summarizing relevant provincial legislation (i.e., key 

provisions relevant to the secondary use of personal health information for research), 

and (3) describing data access processes for accessing linked administrative health data 

via each provincial data centre (i.e., required applications, reviews, and approvals). 
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Analysis of individual data sources 

Interviews 

Interview transcripts were analyzed using the constant comparative method developed 

by Glaser and Strauss [193], which involves a process of coding and categorization to 

develop a theory or explanation. Since it was originally developed, several specific 

approaches to coding and categorization have emerged. This study used an approach 

consistent with that of Strauss and Corbin [200], involving open, axial, and selective 

coding.  

To guide analysis, the researcher, and a committee member (RU) with expertise 

in qualitative data analysis developed a codebook. Since interviews were undertaken in 

NS first, the codebook was developed using four interview transcripts from the NS case 

(2 from each stakeholder group). The four transcripts were coded independently by the 

researcher and committee member, who then met to review the codes, discuss their 

conceptual basis, and refine as needed. Once a revised list of codes had been agreed 

upon, the researcher resumed coding the remainder of the transcripts for the NS case. 

The researcher and committee member met again once all transcripts for the NS case 

were coded to for additional discussion and refinement of codes and concepts. This 

codebook was subsequently applied to the coding of transcripts for the BC and ON 

cases. The researcher met with RU as needed throughout the duration of the analysis 

process to discuss, refine, and clarify codes. Coding was facilitated by the use of 

qualitative data analysis software (NVivo, QSR International). 
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During open coding, each transcript was reviewed and codes (i.e., labels) were 

assigned to units or passages of text. This was followed by axial coding, during which 

conceptually similar codes were collapsed into categories. Axial coding was followed by 

selective coding, which is an interpretive process whereby core categories or themes are 

identified and the relationships between them are described—that is, it is the process of 

theorizing. As the name suggests, the constant comparative method of analysis is highly 

iterative. Thus, as new data were collected and analyzed, they were compared to those 

that has already been collected and analyzed, resulting in ongoing refinement of codes, 

categories, and themes. Text descriptions of each category and the relationships 

between them were developed and supplemented with use of illustrative quotes.  

The researcher met with committee members (individually and as a group) on an 

as-needed basis throughout the analysis process to review and discuss the emerging 

theory. Data analysis (and collection) was considered complete on the researcher 

determined that  theoretical saturation was researched—that is, when the collection of 

additional data did not contribute to new codes or themes [193, 201, 202].    

Documents 

A preliminary review of each document was performed to determine relevancy and 

importance. Where it was immediately clear that a document was not relevant to the 

case, it was excluded from the study. For each case, a database of documents was 

created, containing document title, date of creation, document type, author and/or 

institution to which it pertains, and brief summary of content (2-3 sentences). This 

process of reviewing and cataloging was done to facilitate the process of “triaging” 
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documents to identify those most relevant to each case [183].  Those identified as being 

most relevant were reviewed in greater frequency and detail over the course of the 

study. Thus, document analysis was an ongoing and iterative process rather than a one-

time occurrence. Information contained within case documents were used in several 

ways: 

1) Facts pertaining to the case (e.g., local context, organizational history, relevant 

policies, descriptions of data access processes) were extracted and incorporated 

into the development of case descriptions.  

2) Names and roles of key stakeholders (individuals and organizations) contained 

documents were used to inform recruitment efforts.  

3) Inferences and conclusions drawn on the basis of documents were explored further 

in interviews.  

4) Information contained within documents that corroborated or contradicted 

information from interviews were used to facilitate the process of triangulation 

[183]. 

Integration of data from multiple sources 

Interview data were collected for all three study objectives and therefore comprised the 

majority of data that were collected and played the largest role in theory development; 

however, documents were an important complement to the process of theory 

development, particularly given their role in the development of case descriptions 

(Objective 1), which provided the context for interpreting interview data, and in the 

triangulation of interview data (Objectives 2 and 3). The integration of evidence from 
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documents and interviews was “built-in” to both data collection and analysis, with each 

activity directly influenced the other. During data collection, the information contained 

in documents influenced interviews as the researcher probes and sought clarification 

and additional details regarding information contained, while additional study 

documents were identified via interviews. During analysis, interview data elucidated 

information obtained from documents, while documents provided specific pieces of 

information to confirm (i.e., triangulate), clarify, and provide a more detailed 

understanding of key elements of or address gaps in the emergent theory. More 

broadly, each individual document and stakeholder interview provided various pieces of  

the “puzzle”, contributing to the overall understanding of the phenomenon being 

studied [186].  

3.2.5. Ensuring rigour and trustworthiness 

A variety of strategies were used to improve study rigour (Table 3). These included case-

study specific strategies to improve validity and reliability as set out by Yin [183], as well 

as general strategies for improving the “trustworthiness” of qualitative research [182, 

185, 203, 204].  

Table 2. Summary of strategies to improve rigor. 

Strategy Description 

Development and use 
of a case study 
protocol [183] 

A study protocol was developed and published, and the 
research was conducted in accordance with the protocol to 
improve transparency. 
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Strategy Description 

Reflexivity [182, 203, 
204] 

The researcher engaged in a process of reflexivity to improve 
credibility and transparency of the research. This involved 
acknowledging and explicitly stating personal biases and 
assumptions relevant to the research, and the potential 
impacts on study conduct and findings (see Section 5.5., 
‘Researcher reflexivity’). 

Triangulation of data 
sources [182, 183, 
185, 203, 204] 

Triangulation is the use of multiple evidence sources to 
corroborate a single phenomenon. In this study, interviews 
with two key stakeholder groups and documents were used 
to achieve convergence. Discrepancies in information from 
different data sources were resolved through the collection 
of additional data where possible. 

Adequate 
engagement in data 
collection [182, 203, 
204] 

Data were collected until saturation was reached (i.e., no new 
substantive concepts or findings emerged from new data 
collection). 

Peer 
review/examination 
[182, 203, 204] 

The researcher met with committee members throughout 
the study to discuss study processes (i.e., practical and/or 
methodological issues), emergent theory, and preliminary 
interpretations. 

Use of rich, thick 
descriptions [182, 
203, 204] 

Each case and relevant contextual information were 
described in as much detail as possible to facilitate the 
reader’s ability to assess the transferability of findings to 
other settings. 

Maximum variation 
sampling [182, 203, 
204] 

Cases were selected to represent a range of case attributes 
and contextual factors. This provided the opportunity to 
explore a broader range of circumstances under which 
specific study findings occur, improving the robustness of the 
emerging theory (see Section 3.2.2., ‘Case selection’). 

Establish a chain of 
evidence or audit trail 
[182, 183, 203, 204] 

Documents and records were retained to demonstrate a 
direct link between the research questions/objectives and 
the study findings. this includes case documents, a codebook, 
notes capturing reflections on data, and notes documenting 
justification for analytic decisions. 
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CHAPTER 4: RESULTS 

4.1. Data sources 

4.1.1. Key-informant interviews 

Interviews were conducted with a total of 46 key informants across the three cases (18 

in NS, 14 in BC, and 14 in ON) between February 2020 and July 2021. Data collection 

commenced in NS where seven interviews were carried out in-person prior to the 

implementation of restrictions due to the COVID-19 pandemic in mid-March 2020. The 

remainder of the interviews for NS, and all interviews for BC and ON, were carried out 

via telephone. The participation rate was highest in NS (90%), followed by BC (67%) and 

ON (56%).  

A summary of key informants by province and stakeholder group is provided in 

Table 3. Across cases, the research stakeholder group was comprised of trainees, 

research staff, and researchers with varying levels of experience with administrative 

health data (ranging from less than 5 to more than 20 years of experience). All 

individuals were affiliated with an academic institution and had direct experience 

accessing administrative health data for research purposes within the study timeframe, 

or experience overseeing staff and/or trainees who had direct experience accessing 

administrative health data for research purposes. Research stakeholders’ university 

affiliations were as follows: in NS, Dalhousie University; in BC, University of Victoria, 

University of British Columbia, and Simon Fraser University; in ON, University of 

Toronto, Queen’s University, McMaster University, and University of Ottawa. Research 

stakeholders were engaged in health services research spanning healthcare sectors 
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(primary, secondary, and tertiary) and a range of topic areas including, but not limited 

to: oncology, nutrition, frailty, mental health and addictions, end-of-life and palliative 

care, occupational health and safety, geographical health inequities, and health 

economics.  

The regulatory stakeholder group was comprised of individuals who played a 

role in the regulation and oversight of access to administrative health data (i.e., in the 

development and/or implementation of policies and processes governing access to 

data). Key informants in this stakeholder group varied across provinces in terms of 

specific role, including privacy officers/analysts, individuals responsible for ensuring 

compliance, legal experts, members of data access committees, and individuals in 

leadership roles within relevant organizations. In NS, key informants included individuals 

affiliated with HDNS, the NS Department of Health and Wellness, NS Health, and the 

IWK Health Centre. In BC, key informants included individuals affiliated with PopData, 

the Provincial Services Health Authority (PSHA), and the Ministry of Health. In ON, all 

key informants in the regulatory stakeholder group held roles at ICES.  

While the majority of individuals belonged to a single stakeholder group, several 

individuals in each province had experience as members of both groups. For example, 

several members of the research stakeholder group also held current or prior regulatory 

roles (e.g., members of data access committees, leadership positions at provincial data 

centres, etc.). Where it was known to the researcher at the outset of the interview that 

the individual held dual roles, the individual was asked whether they would prefer to 

provide the researcher perspective, or the regulatory perspective. Individuals who 
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completed the research stakeholder interview guide were included in the research 

stakeholder group regardless of any other current or prior regulatory roles held, and 

vice versa. 

Table 3. Description of stakeholder groups by case. 

   Research stakeholders Regulatory stakeholders 

Number of 
participants 

Number 
with 

regulatory 
experience 

Number of 
participants 

Number 
with 

research 
experience* 

Case Invited Participated 

NS 20 18 9 3 9 6 

BC 21 14 9 3 5 2 

ON 25 14 7 1 7 7 

Total 66 46 25 7 21 15 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 
* Not limited to experience involving administrative health data. 

 

4.1.2. Documents 

A summary of the documents analyzed for each case is provided below (Table 4). The 

specific documents obtained for each case varied, reflecting differences in both the 

documents that existed relevant to each case and the researcher’s access to documents. 

For example, published data centre profiles existed for PopData BC and ICES, but not for 

HDNS. In terms of the researcher’s access to documents, the researcher had access to 

HDNS application documents, forms, and policies, as well as local REB applications as a 

result of having made multiple data access requests in recent years, whereas there was 

a greater reliance on key informants to gain access to these documents for PopData and 

ICES. In addition to these documents, the website for each data centre was a key source 
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of case information—and often a source of other relevant documentation—although 

the websites for ICES and PopData were more comprehensive than that of HDNS.  

Where detailed information on specific aspects of each case could not be 

obtained from documents, deliberate efforts were made to address these gaps during 

interviews. For example, there were fewer historical documents available pertaining to 

the NS case compared to the BC and ON cases. This “gap” was addressed via interviews 

with key informants who were particularly knowledgeable about the history and 

evolution of HDNS. 

Table 4. Summary of documents analyzed for each case. 

Document type NS BC ON 

Data centre internal policies X  X 

Data centre organizational chart  X  

Feasibility and cost assessment forms X   

Application forms (e.g., data access request forms, privacy 
impact assessment forms, project activation worksheets) 

X X X 

Supporting documents for applications (e.g., non-
disclosure and confidentiality agreements, student 
application documents) 

X  X 

Data access guidance documents X X X 

Data centre annual reports   X 

Research ethics board policies/standard operating 
procedures 

X   

Research ethics board applications X   

Statutes and regulations X X X 

Government documents and reports  X X 

Publications in peer-reviewed journals (e.g., data centre 
profiles)  

 X X 

Internal communications (e.g., emails, memos)   X 

News articles  X  
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4.2. Comparison of selected cases  

Each provincial case included in this study was centred around a data centre with a 

provincial health data repository—HDNS in NS, PopData in BC, and ICES in ON. For 

publicly funded academic researchers seeking access to linked administrative health 

data for research, these data centres were the primary point of access during the study 

timeframe. Key characteristics of the data centers are summarized in Table 5 and 

described in greater detail in the sections that follow (4.2.1 to 4.2.6).  

Table 5. Key characteristics of provincial data centres. 

 Provincial Data Centre 

HDNS [17] PopData  [13, 205] ICES [15, 89] 

Year 
established 

1992 2009 * 1992 

Legal 
designation 

Agent  Custodian Prescribed entity 

Role Service provider Service provider Research institute; 
Service provider 

Organizational 
type 

University-based  University-based  Independent not-for-
profit 

Sites Dalhousie 
University 

Simon Fraser 
University; University 
of Victoria; University 

of British Columbia 

ICES Central; ICES U 
of T; ICES North; ICES 

Queens; ICES 
McMaster; ICES 

North; ICES 
University of Ottawa 

Funding User-fees;  
Other sources  

Provincial 
government; User-
fees; Other sources 

Provincial 
government; 

User-fees; Other 
sources 

Number of 
datasets† 

9 30+ 100+ 

Type of 
datasets 

Administrative; 
Registry 

Administrative; 
Registry; Survey 

Administrative; 
Registry; Survey; 
Derived cohorts; 
Clinical extracts; 

Other  
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 Provincial Data Centre 

HDNS [17] PopData  [13, 205] ICES [15, 89] 

Data sources Nova Scotia 
Department of 

Health and 
Wellness 

Ministry of Health; 
Other data providers 

Ministry of Health 
and Long-Term Care; 
Other data providers 

Data domains Health; 
Demographic 

Health; Demographic; 
Education; Social; 
Environment and 

resources; Work and 
income 

Health; 
Demographic; 

Financial 

Abbreviations: HDNS=Health Data Nova Scotia 
* PopData was established in 2009 but has origins dating back to the late 1980s with the 
creation of the BC Linked Health Data set (BCLHD)[205]. 
†Based on recent sources: HDNS [17], PopData [13], ICES [15].  
 

4.2.1. Organization and governance  

HDNS is a university-based research unit, situated within the Department of Community 

of Health and Epidemiology at Dalhousie University. It is located on the Dalhousie 

University campus in Halifax and consists of a small team of staff, including a Database 

Administrator, Data Coordination Specialist (i.e., “Data Navigator”), Regulatory 

Compliance and Finance Officer, and several Data Analysts. These staff report to the 

Manager, who is accountable to the Director. This role is held by a faculty member in 

the Department of Community Health and Epidemiology, who reports to the 

Department Head.  

 PopData is also a university-based data centre and is physically located at the 

University of British Columbia in the School of Population and Public Health. However, it 

involves a partnership across three universities—the University of British Columbia, the 

University of Victoria, and Simon Fraser University [205]. There are approximately 30 
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staff employed in a range of roles working across a number of different “units”, 

including: business development, communications, data access, data partnerships, data 

services, education and training, operations, privacy and governance, strategic projects, 

and systems and security [13]. Day-to-day operations are overseen by unit Leads and 

the Managing Director, who reports to the Scientific Director. Two advisory groups also 

inform the governance and management of PopData: the Interim Advisory Board, which 

advises on core operational issues; and the Data Stewards Working Group, which 

advises on data access policies and processes. 

Of the three data centres, ICES is the largest and most complex in terms of 

organizational structure and governance. It is an independent, not-for-profit 

organization that has six physical sites across Ontario. ICES Central was established in 

1992 and operated as the sole site for 15 years. To expand access across the province, 

five new sites were added: Queen’s in 2007, uOttawa in 2010, UofT and Western in 

2012, McMaster in 2016, and North in 2018 [206]. ICES employs a large and growing 

number of staff across sites (up from 259 in 2016 [207] to 300 hundred 2022 [208]), 

including data analysts, privacy and legal experts, communications staff, information 

security personnel, administrative and financial staff, and human resources 

professionals. Staff report to various Managers and Directors, who report to the Chief 

Executive Officer (CEO). The CEO is accountable to the Board of Directors who guide the 

organization’s strategic direction, oversee the CEO’s performance, and approve major 

financial decisions [209]. The Board of Directors is advised by a Scientific Advisory 
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Committee, which provides input on ICES’ research agenda (e.g., scope, priorities, and 

direction) and reviews ICES’ achievements [210]. 

4.2.2. Data centre role 

HDNS and PopData are service providers—they do not have their own research 

agendas, but rather, provide a range of services to academic researchers at a cost. 

Services include assisting with the preparation of data access applications, providing 

access to their internal data holdings and linkage to external datasets, as well as 

providing access to a central server and secure data environment for data storage and 

analysis [13, 17]. ICES is unique in that it is a research institute—it has its own research 

agenda, and a growing membership of ICES “scientists” or affiliated researchers (up 

from 208 in 2016 [207] to 285 in 2022 [208]). Historically, all research carried out using 

ICES data was carried out internally by ICES-affiliated researchers and staff. This changed 

in 2014 when ICES established Data and Analytic Services (DAS), which sought to expand 

access to data to third-party (non-ICES-affiliated) researchers in the public and private 

sectors, and to knowledge users within the healthcare system [89, 211]. DAS is the 

service-provider division of ICES and functions similarly to HDNS and PopData, offering 

services to researchers at a cost. However, unlike HDNS and PopData, DAS provides data 

to both public and private sector researchers. Most public sector research using ICES 

data continues to be carried out internally by ICES-affiliated researchers (i.e., within the 

research institute). Notably, there is a third data access pathway at ICES, which is the 

“Applied Health Research Question” pathway, or AHRQ. Using this pathway, knowledge 

users from Ontario organizations (e.g., health system policy- and decision-makers) can 
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request research evidence to support health system planning and management. This 

pathway is not considered within the scope of the current study.  

4.2.3. Legal designation 

The legal designation of each data centre varies. ICES is designated as a prescribed 

entity under ON’s Personal Health Information Protection Act [147] and corresponding 

regulations [212], which gives it the authority to collect PHI from other data custodians 

without individual consent  and to disclose PHI for research purposes. Access to data is 

regulated internally, in accordance with policies and processes that have been approved 

by the Information and Privacy Commissioner (IPC) of Ontario [213]. 

HDNS is not named within the provincial health information legislation or 

regulations; instead, its authority comes from a data sharing agreement between the NS 

Department of Health and Wellness and the Department of Community Health and 

Epidemiology at Dalhousie University. HDNS receives all of its data from the Department 

of Health and Wellness, which is the legal data custodian under the Personal Health 

Information Act [149]. In the data sharing agreement, HDNS is designated as an agent of 

the Department of Health and Wellness, which gives it the authority to act on the 

Department’s behalf in terms of facilitating access to data. 

In BC, the disclosure of data to PopData BC is permitted under the Freedom of 

Information and Protection of Privacy Act [142]. PopData is regarded as a data custodian 

in that it holds or has “custody” of data from the various data providers with whom data 

sharing agreements are in place, though this is not codified in any particular piece of 

legislation. Decision-making authority regarding data use is retained by each 
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organization or institution that provides data (e.g., BC Cancer, Ministry of Health, 

WorkSafe BC, etc.), which appoints a data steward who is responsible for the review and 

approval of data access applications [13, 205]. 

4.2.4. Data holdings 

Data holdings at each centre fluctuate over time as data sharing agreements change. At 

ICES and PopData, internal data holdings have grown over the years as a result of efforts 

to increase the total number of datasets, and to include data from various domains 

(e.g., social, educational, judicial, etc.). ICES holds over 100 datasets [208](up from 90 in 

2019 [89]), including administrative, clinical, registry, and survey datasets from a variety 

of sources. While some of ICES’ internal data holdings are considered ‘general use’ data, 

others require ‘special permissions’ as set out in the data sharing agreement between 

ICES and the original data provider. PopData’s data holdings are substantially smaller, 

with approximately 30 datasets, including administrative, registry, and survey datasets 

from various data providers [13]. HDNS' data holdings consist of nine datasets, all of 

which are administrative health data provided by the NS Department of Health and 

Wellness [17].  

4.2.5. Funding 

Funding sources vary substantially across data centres. PopData receives operational 

funding from its data provider partners (e.g., Ministry of Health, Worksafe BC, BC 

Cancer, and others) and through cost-recovery (i.e., user fees), with additional funding 

from other funding partners and competitive grants (e.g., CIHR’s Strategy for Patient 
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Oriented Research (SPOR) [214]) [205]. Similarly, ICES receives operational funding from 

the Ministry of Health and Long-Term Care, and through cost-recovery, and funding 

from various partners and grants, including CIHR SPOR [89]. HDNS is the only province 

that does not receive core funding from the provincial government. Since its inception, 

it has been funded almost entirely through cost-recovery, though in recent years it has 

shifted to a partial cost-recovery model as a result of additional funding received 

through involvement in national research initiatives (i.e., CIHR SPOR and CNODES) 

[215]).  

4.3. Comparison of access to administrative health data across provinces 

During interviews, key informants described access to data in terms of four “outcomes”: 

(1) data acquisition, (2) the timeliness of obtaining access to the requested data, (3) the 

total costs associated with obtaining access to the requested data, and (4) the quality of 

the dataset. Each of these outcomes is described below and accompanied by illustrative 

quotes from both regulatory and research stakeholders. 

4.3.1. Data acquisition  

In each case, responses from both research and regulatory stakeholders indicated that 

researchers who submitted a formal data access were typically successful in obtaining 

the required approvals and acquiring the requested data. In each case, the processes in 

place at the provincial data centres to confirm feasibility (i.e., feasibility and cost 

assessments) meant that potential issues related to data acquisition were typically 

identified early on, minimizing the potential for issues to arise later. For studies 
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involving external linkages, research teams often connected with the data provider early 

on to confirm data availability, study feasibility, and establish the data provider’s 

support. As a result of these steps, where a formal data access was made, data 

acquisition was likely.  

Where a formal data access request was submitted, if issues were identified with 

aspects of the study (e.g., feasibility, methodological, ethical, or privacy concerns) or 

with the quality or completeness of submitted applications, researchers were given 

multiple opportunities to provide clarifications and/or make any necessary revisions and 

resubmit. In other words, it was unlikely that researchers seeking access data held by 

the provincial data centre would receive a hard “no”. On the rare occasion that a 

researcher was refused access to data outright or was unable to access the data within 

the study timeframe, the issue was usually with an external data provider, not with the 

provincial data centre. If approvals were obtained, researchers typically acquired the 

requested data (see Table 7), but often with caveats related to timeliness, costs, and 

data quality.  
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Table 6. Illustrative quotes regarding data acquisition. 

Case Illustrative quotes 

NS I mean, every request I’ve put in has gotten approved. So I've never had 
something not approved. [P13] 
 
Like we're not in the business of just saying no. We're in the business of what 
can we do to make this work? [P21] 

BC Okay, from my experience, other than people who are completely not eligible 
to apply for data, in BC from my experience working with data requests, I do 
not see a lot of requests being rejected. [P20] 
 
I requested intake data from [external data provider].  And because it's not 
normally used for research purposes, it comes with its fair share of 
challenges, and it also comes with the possibility that I could have just been 
denied.  Whereas if you apply to PopData and you answer all of the questions, 
and you follow the process, and you have a good rationale, and you can pay 
for it, you're not going to be denied because there's an infrastructure for that 
process. [P24] 

ON Yeah, I would say that the actual number of projects that we flat out reject 
are very few as an organization. [P42] 
 
So you need to have all your ducks in a row, you know, in order to gain access. 
But yeah, I haven't been denied any data that I can think of. [P34] 
 
I think, in general, particularly in Ontario and particularly in today's ICES 
environment, if someone needs to access the administrative data, they can. I 
think we have lots of different pathways for people now. [P46] 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 

4.3.2. Timeliness of access to data 

Across cases, the main challenge associated with accessing data, from the perspective of 

both researchers and regulatory stakeholders, was timeliness (see Table 8). Researchers 

who were interviewed for this study reported a wide range of experiences in terms of 

the time required to obtain access to a linked administrative health dataset for research. 

Within each case, reported data access timelines (from initial application submission to 

obtaining access to the linked dataset) ranged from several months to several years. 
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Although it did not typically take years to gain access to a linked dataset for research, 

multiple researchers in each case described having experiences where obtaining access 

took one to three years. Across cases, the unpredictable nature of data access timelines 

and the potential for extensive delays in access were a cause for concern among 

researchers. In fact, the primary concern for many researchers was not whether they 

would get access to data, but how long it would take.  

 Timeliness was a concern for several reasons, including: (1) the need to provide 

timely research evidence to inform health-system decision-making, (2) the impact on 

researchers’ ability to complete studies within the funding timeframe, particularly for 

shorter grants (1-2 years), (3) the impact on trainees’ abilities to meet deadlines for 

program completion, and (4) the impact on grant funds, which could be largely depleted 

in the pursuit of access to data, leaving inadequate resources for remaining project 

components.  

 Issues related to timeliness were also acknowledged by regulatory stakeholders 

affiliated with the provincial data centres (all cases), and those affiliated with external 

organizations (NS and BC), who identified various steps that had been taken within their 

respective organizations to streamline processes and reduce delays.  

Table 7. Illustrative quotes regarding timeliness. 

Case Illustrative quotes 

NS We have this information. Why… I mean we’re collecting it for the health of 
Nova Scotians.  And part of that is to be able to access it quickly to get 
information… And I don't think it’s fast enough.  I don't think the access is fast 
enough. [P1] 
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Case Illustrative quotes 

[the process of accessing data] is like a super dauntingly long process. And it 
makes it I think difficult when you’re applying for like one-year grants.  
Because even if you start as soon as you get that approval, like you have a 
month to get it to the data access committee. And then that approval process 
and like all the paperwork during that time. And then you have like the few 
months wait for it to get assigned to an analyst. And then depending on how 
straightforward your project is, you have like up to weeks to a few months to 
actually get the data. And that’s already like your year.  [P9] 

BC Where we fall short is our access times are way too long, and we haven't 
automated enough, and it's not a flexible enough system to be nimble to bring 
in new data sets very quickly. [P19] 
 
We want to make data access much faster.  Because sometimes for some 
projects, researchers, they only have one year to…like under a grant, they may 
only have one year to work on the data.   They cannot spend six or seven 
months waiting for the data and going through the data access process. [P20] 
But generally from when I write a proposal to when I can access the data is a 
year.  But that's not in all of PopData BC’s control, right? [P23] 

ON You know, it used to be when I came here, it used to be like everybody did ICES 
studies because, you know, like who wants to do a trial? Right. It's 
complicated. And you have to deal with real human beings. And so people… 
you know, graduate students almost always did ICES-related studies. But now I 
think people just feel that it's so complicated and delays are so long that 
they're less likely to necessarily do an ICES study for their graduate work. [P35] 
 
I mean, truthfully, we do get complaints about our response time, but we can 
only go as fast as we can. [P38] 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 

4.3.3. Costs of accessing data 

Each provincial data centre employed a cost-recovery model to cover operational costs, 

although each had a unique fee schedule. Researchers did not pay for the actual data, 

but rather, for the staff time and resources required for project administration (e.g., 

application processing, contracts and agreements), dataset creation (e.g., importing, 

extracting, linking, cleaning, and analysing data), and access to IT infrastructure (i.e., 

secure data platform/environment) and support. At HDNS, the total costs related to 
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accessing data were reported as commonly ranging between 10 to 20 thousand dollars 

[17], while PopData reported between 8 and 15 thousand dollars at [13], though these 

amounts could be dramatically higher depending on the particulars of the study. 

Information provided by research stakeholders in ON also indicated high, and variable, 

costs associated with accessing data via ICES. Where new datasets were brought into 

ICES secure data environment—requiring the removal of identifiers, assignment of ICES 

Key Number (IKN), and required data checks—the added costs were often substantial 

(tens of thousands of dollars, depending on the size of the dataset). Notably, PopData, 

HDNS, and ICES-DAS all offered reduced rates for students. Student projects carried out 

via ICES’ internal data access pathway were not discounted, but typically cost less 

because students often did their own analysis and did not need to pay for analyst time. 

Importantly, in each case, the costs associated with accessing data via the 

provincial data centre comprised only a portion of the total costs associated with 

accessing data. For some studies, where researchers linked to an external dataset, the 

data provider also charged a fee for providing the data. Researchers also faced 

substantial costs as a result of employing dedicated staff to support the data access 

process (e.g., to prepare and submit applications, respond to feedback relevant 

regulatory entities, facilitate the signing of contracts and agreements, etc.). Notably, 

staff-related costs were frequently compounded by delays in access to the analytic 

dataset. Where obtaining access to data took longer than expected—whether due to 

extensive toing and froing with relevant regulatory entities or limited capacity on the 

part of an external data provider to provide data—funds that had been budgeted for 
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other activities, such as analysis, were allocated to staff salaries. Overall accessing 

administrative health data was generally considered an expensive endeavor (see Table 

9), though not necessarily cost-prohibitive.  

Table 8. Illustrative quotes regarding costs. 

Case Illustrative quotes 

NS So I would say the cost here in our province is fairly high. But I understand 
why it is. So from HDNS’ perspective, I can understand why.  But I mean from 
a system perspective, I think it's a bit too much. [P13] 
 
You need somebody to prepare the data. You need the [staff] and the 
managers.  You know, you need the data analysts there to help you put the 
data set together so that it’s prepared for you in a way that you can do your 
research work with it. And I think there’s a misunderstanding that that just 
doesn’t all happen magically behind the scenes, kind of thing, at no cost.  
These are highly trained professionals with good education that need decent 
salaries.  And there seems to be a bit of a begrudging sometimes when we 
start talking about the finance side. [P8] 

BC I think that's good value for money.  And I've never had a research review 
committee look at the budget and say that's an unreasonable cost.  Even 
when it gets a bit higher and maybe it’s a complicated, like $25,000 plus 
annual fees. I've just never had a reviewer say that’s an unreasonable cost.  
Rather it’s probably under-valued, to be frank. Yeah. [P23] 
I mean I find that there’s general rumblings that people like to complain 
about PopData - about the time that it takes and the cost.  But I honestly 
think that they provide a huge service to researchers in BC.  [P27] 

ON There's no way to do this cheaply. And cost recovery, I mean you're paying 
for… ICES has gotten, I’ll just say, you know, in my opinion is that it's gotten 
relatively, as they're tried to do more and be fancier, it's gotten relatively 
more expensive than it was earlier. I would say it's probably twice the cost 
now that it was 10 years ago to do research using health admin data. [P33] 
 
And while you’re having to wait, you still have pay [your staff].  And obviously, 
you try to find productive work. But at the same time, you know, while all of 
these delays are going on, and more forms need to be completed and, you 
know, the endless bureaucratic carryon, that’s all opportunity cost. Because 
the research assistant or the student, you know, their salaries have to be 
maintained even though they're waiting or they're doing another 
bureaucratic thing. And of course it always leads to, you know, needing a no 
cost extension for the grant. Now, a no cost extension sounds really like it 
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Case Illustrative quotes 

doesn't cost anything. But that's completely not true. A no cost extension, 
you're still paying the research assistants and whatever other infrastructure 
you need to support from the grant. It's not free money…or free work. So I 
think the costs, the opportunity costs and the costs themselves are 
substantial. [P35] 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 

4.2.6. Data access requirements 

Data access requirements relevant to each case are summarized in Table 6. The details 

provided reflect information available on organizational websites, published in the peer-

reviewed literature, and obtained from key informant interviews. Detailed depictions of 

data access processes at each data centre are provided in Appendix I. 

 

Table 9. Overview of data access requirements for each case* 

Case   Required reviews and approvals for research 

NS [17] REB ▪ All studies involving HDNS data required REB approval.  

Other ▪ All studies required application review and approval from the 
HDNS DAC. 

▪ Studies involving external linkages required additional 
approvals, contracts, and agreements; however, these varied 
by data provider. 

BC  
[13, 205] 

REB ▪ All studies involving PopData data required REB approval.  

Other  ▪ All studies required review and approval from the relevant 
data steward for each dataset being accessed. Review was 
coordinated by PopData’s DAU. 

▪ All studies required external peer-review.  
▪ Studies involving external linkages required additional 

approvals, contracts, and agreements; however, these varied 
by data provider. 

ON  
[15, 89] 

REB ▪ All research studies involving ICES data required REB approval 
(internal and DAS). The specific REB from which approval was 
required was dependent on the researcher’s affiliation. 

▪ Exception: For studies being carried out by ICES researchers 
affiliated with Sunnybrook Hospital that involved only ICES’ 
internal data holdings and did not require “special 
permissions,” researchers did not need to submit an REB 
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Case   Required reviews and approvals for research 

application. The review of the PIA form carried out by the ICES 
Privacy and Legal Office was considered sufficient to proceed. 
The Sunnybrook Hospital REB regularly reviewed a random 
sample of ICES studies to ensure compliance with ethical 
guidelines. 

Other ▪ All internal research studies required PIA review and approval 
from the ICES Privacy and Legal Office. 

▪ For some data sources “special permissions” were required 
(depending on the particulars of the data sharing agreement 
with ICES). 

▪ DAS studies require review by the Privacy and Legal Office but 
do not need to submit a PIA. 

▪ Studies involving external linkages required additional 
approvals, contracts, and agreements; however, these varied 
depending on the datasets involved. 

Abbreviations: BC=British Columbia, DAS= Data and Analytic Services, DAU=Data Access 

Unit, NS=Nova Scotia, ON=Ontario 
*Does not reflect changes that have occurred since time of data collection (2020-21). 
 

4.3.4. Data quality 

Data quality was discussed at two levels: (1) the quality of administrative health data in 

general and (2) the quality of the linked dataset prepared for individual studies (see 

Table 10). In each province, stakeholders acknowledged that administrative health data 

are prone to data quality issues (e.g., subject to human error, may be incorrect, 

incomplete, inconsistent, and require cleaning and formatting to be used for research). 

At PopData and HDNS, it was noted that any issues that were identified with the data 

could not be addressed because the data centres did not have the authority to make 

changes to the data, and there were no mechanisms in place to provide feedback to the 

original data providers so that these issues could be addressed at the source. As a result, 

data issues are carried over into future studies, where they may or may not be identified 
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and addressed by a new research team. Across cases, concerns were also expressed 

about whether the linked datasets created for individual studies were prepared in 

accordance with the specifications set out by the research team.  

Related to this, several participants described occasions where they received a 

linked dataset from the assigned data centre analyst and, because of their own 

familiarity with the data, recognized errors within the dataset. Addressing these errors 

had implications for project timeliness and costs, but perhaps more importantly, led 

some researchers to lose confidence in the data. At HDNS, steps had been taken in 

recent years to mitigate this issue, with the introduction of double coding (i.e., having 

two analysts code the data separately to ensure similar outcomes). At the time of this 

study, it was not apparent that this strategy, or other strategies to ensure the integrity 

of the data provided to the research team, had been implemented at PopData or ICES.  

Table 10. Illustrative quotes regarding data quality. 

Case Illustrative quotes 

NS … at the end of the day, I'm left feeling uncertain about the quality of the 
dataset that's been pulled. So I really… Where I can, I avoid it.  [P15] 
 
And actually, at one point I did have to go back and say, ‘no, actually, that 
doesn't look right.’  And it's only because I have datasets. Again, someone else 
might have just taken and ran with it. But because I have a lot of experience 
with what it should look like, I knew it wasn't right, and it wasn't. [P18] 

BC So you know, we had three people that, you know, had 1,000 visits in a year, 
right.  That's clearly out of whack.  But the question is, why are they out of 
whack? [P22] 
And when they do [get access to the data], it's so old, it's useless, or, you 
know, it's missing tons of stuff, or whatever. It's just… It's terrible. It's so much 
worse than people even express. [P30] 
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Case Illustrative quotes 

ON I've done many, many of my own analyses. And not just analyses, but cleaning 
the data and linking it. And so I have a very hands-on feel of what that looks 
like and feels like. And it's painful. It is hard work. It is challenging. It is messy. 
It is prone to error. It takes many hours to hone it in. Even for someone who's 
expert, like who’s skilled and who does it frequently, I will tell you that they 
make mistakes, and they have to do checks, and so on and so forth. So I mean 
that is the biggest issue, is you're dealing with messy data. [P44] 
So you know, [the analysts] would produce something, and you'd have to 
examine it really carefully, go back over it really carefully. And, you know, in 
many instances, it was the logic was flawed. [P35] 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 
 

4.4. Factors affecting access to administrative health data for research purposes  

A total of 32 inter-related factors spanning seven categories were identified as affecting 

access to administrative health data for research purposes which are summarized in 

Table 11. These include: study-related, research stakeholder-related, regulatory 

stakeholder-related, relational, organizational, regulatory, and contextual factors. 

Although categories were common across cases and factors were largely consistent, 

there were differences in how each factor affected access to data and the magnitude of 

impact.  

In the following sections (4.4.1-4.4.7.), factors will be compared across provinces 

in terms of their impact on access to data. Illustrative quotes will be provided to 

facilitate comparison. The factors affecting access for each individual case are provided 

separately in appendices (NS, Appendix J; BC, Appendix K; ON, Appendix L). 
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Table 11. Factors affecting access to administrative health data for research, by 
category. 

Category Factors 

Study-related ▪ Requested data: Whether the required data are available/have 
been captured; which specific variables are being requested and 
for what reason; the sensitivity (i.e., potential for harm if 
disclosed), level of identifiability, and quality and completeness 
of these variables; and whether external linkages are required. 

▪ Study design and methods: The specific study objectives/aims, 
proposed methods for data collection and linkage, safeguards in 
place to mitigate risks, and planned analyses. 

Researcher-
related factors 

▪ Researcher affiliation: Whether or not the researcher’s 
affiliation meets eligibility criteria for accessing data. 

▪ Researcher knowledge and expertise: The extent of the 
researcher’s knowledge of the local context (i.e., local data 
holdings, data access pathways, and regulatory requirements) 
and their expertise relevant to working with administrative 
health data. 

▪ Researcher experience: Whether and to what extent the 
researcher has prior experience accessing administrative health 
data for research. 

▪ Access to funding: Whether or not researchers are able to access 
the funds required to obtain access to data. 

Regulatory-
stakeholder-
related factors 

▪ Knowledge and expertise: The extent to which regulatory 
stakeholders understand the methodological aspects of research 
involving administrative health data as well as the relevant 
regulatory requirements. 

▪ Individual perspectives on benefits: The extent to which 
regulatory stakeholders view research involving administrative 
health data as important/beneficial (either generally or in terms 
of a specific study). 

▪ Individual perspectives on risks: The extent to which regulatory 
stakeholders perceive risks associated with research involving 
administrative health data (either generally or in terms of a 
specific study). 

Relational 
factors 

▪ Communication: The extent to which relevant stakeholders 
(researchers and staff, regulatory stakeholders and entities, 
analysts) effectively communicate with each other about matters 
related to data access. 

▪ Relationships: The extent to which relevant stakeholders 
(researchers and staff, regulatory stakeholders and entities, 
analysts) have pre-existing relationships, and the nature of those 
relationships. 
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Category Factors 

▪ Trust: The extent to which relevant stakeholders and 
organizations are confident that other stakeholders and 
organizations engaged in research and data access governance 
will (1) collect, use, and disclose data in a manner that is 
consistent with ethical and legal requirements, (2) adhere to the 
terms of all relevant contracts and agreements, and (3) 
otherwise conduct themselves and their duties in way that is 
honest, transparent, and in the best interests of the individuals 
whom the data are about. 

Organizational 
factors* 
 

▪ Organizational mandate/priorities: Whether the provincial data 
centre, or other data provider, has a research mandate and the 
relative importance of research compared to other organizational 
priorities. 

▪ Data centre funding model: Whether the provincial data centre 
receives operations funding from the provincial government and 
the extent to which cost-recovery is employed. 

▪ Organizational capacity to support research: Whether and to 
what extent the provincial data centre, or other data provider 
from which data are being requested, has capacity in the 
following areas: analytic capacity (analysts to extract, prepare, 
and/or analyse data), regulatory capacity (established policies 
and processes and dedicated human resources), technical 
capacity (IT systems), data holdings, supports for researchers 
(training and resources), and supports for regulatory 
stakeholders (training and resources).  

▪ Organizational culture: Organizational (data centre or other data 
provider) beliefs, values, and attitudes relevant to research, data 
sharing, and privacy protection, and the overall approach to data 
access governance.   

Regulatory 
factors 
 

▪ Information legislation: The content and clarity of relevant 
statutes with regard to the collection, use, and disclosure of 
health data for research. 

▪ Transparency of data access pathway: The extent to which there 
is openness regarding how access to data may be obtained for 
research purposes, including: (1) where data are held, (2) who to 
contact regarding access, and (3) required steps to obtain access.   

▪ Complexity of data access pathway: The number and sequence 
of steps required to obtain access to data. 

▪ Required forms and documents: The volume and complexity of 
application forms and supporting documentation that 
researchers must prepare and submit in order to gain access to 
data. 
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Category Factors 

▪ Required reviews and approvals: The number of reviews that 
must be performed and approvals that must be obtained for any 
given study. 

▪ Scope of review: The scope of review performed (e.g., scientific, 
privacy, or ethical) and the extent to which there is overlap 
between multiple reviews. 

▪ Transparency of review: The extent to which there is openness 
regarding (1) who or what entity is reviewing their data access 
application, (2) the purpose of the review, (3) the assessment 
criteria being used, (4) whether the application has met these 
criteria, and if not (5) what issues must be addressed in order to 
meet these criteria. 

▪ Application of data minimization principle: How the data 
minimization principle is operationalized. 

▪ Role of data centre analysts: The extent to which the data 
centre analyst is part of the research team and/or involved in the 
methodological aspects of the study. 

▪ Proportionality: Whether processes vary depending on the 
perceived level of risk posed by the study. 

▪ Accountability: The entities to whom the provincial data centres 
are accountable and the accountability mechanisms in place. 

Contextual 
factors 

▪ Leadership: The extent to which leaders at the provincial level 
have demonstrated support for research involving linked 
administrative health data, in terms of priority setting and 
strategic planning, and allocating resources and supports. 

▪ Health system organization and integration: The health care 
institutions, programs, and services that exist in each province 
and the extent to which these function as a single system 
regarding data access governance. 

▪ Legislative landscape: The various pieces of information 
legislation in force in each province and how these interact. 

▪ Historical events: The impact of past events (e.g., breaches) on 
specific policies, processes, or the overall approach to regulating 
access to administrative health data for research.  

▪ Current events: The impact of current events (e.g., COVID-19) on 
specific policies, processes, and/or the overall approach to 
regulating access to administrative health data for research.  

*Organization refers to any organization that is engaged or “activated” during the 
data access process for a study (e.g., data provider organizations/institutions, 
including provincial data centres, external data providers, and academic institutions in 
which REBs are embedded.) 
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4.4.1. Study-related factors 

Requested data 

Across cases, the requested data impacted access in several ways. First, whether the 

data were captured, the timeframe for which data were available, and the quality and 

completeness of the data determined study feasibility. This was typically determined 

early on, prior to the submission of a formal data access request. Studies were 

sometimes abandoned at this stage—though the frequency at which this occurred was 

not clear— or were adapted to use alternative data sources.  

Second, assuming the data were available and were considered of sufficient 

quality and completeness to meet the needs of the study, the specific variables that 

were being requested (e.g., sensitivity, identifiability), and the justification for their 

inclusion were considered by regulatory stakeholders in terms of ethical acceptability 

and privacy risks. Often, a substantial amount of toing and froing occurred between the 

researcher team and regulatory stakeholders in order to reach an agreement on which 

variables would ultimately be included in the research dataset. This contributed to 

longer data access timelines as well as costs given the additional staff time required to 

correspond with the relevant regulatory stakeholders. An exception to this was the 

review carried out by the ICES Privacy and Legal Office for internal studies—the specific 

variables being requested were not a focus of review as research teams were not 

limited to requesting a minimum dataset. 

Third, the requested data ultimately determined the data access process. 

Depending on where the requested data were held (i.e., by the provincial data centre or 
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an external data provider), a single study could require linkages to multiple external 

datasets, and as a result, require review and approvals from multiple regulatory entities. 

Where multiple external linkages were required, data access timelines increased 

substantially, given the greater total number of total steps involved and potential for 

delays. External linkages also resulted in higher costs to the research team due to the 

increased research staff time required to navigate and coordinate the additional steps 

involved, fees charged by external data providers to access their data (occasionally), and 

increased data centre fees. Data centre fees increased due to the additional analyst time 

required to “bring in” external data (PopData, ICES, and HDNS), the development and 

administration of additional contracts and agreements with external data providers 

(PopData and ICES) and coordinating application review by external data stewards 

(PopData). 

Study design and methodology 

Across cases, study design and methodology impacted the amount of time required by 

the assigned data centre analyst to prepare the dataset and conduct any requested 

analyses. For example, more analyst time was likely to be required for studies that 

involved a more complex study design (e.g., quasi-experimental designs requiring the 

identification of case and control groups) and for those requiring more complex 

statistical analyses (e.g., inferential versus descriptive statistics, logistic regression 

versus machine learning). Analyst time was one of the main drivers of overall costs 

across cases, however, the extent to which the data centre analyst was involved in 

analysis varied. For internal ICES studies, the assigned ICES analyst was responsible for 
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dataset preparation and completing all required analyses and providing aggregate 

results to the research team. In contrast, HDNS analysts were responsible for dataset 

preparation and provided additional analytic services only upon request (at an 

additional cost the researcher), while researchers accessing data via PopData were 

expected to perform their own analyses. Thus, analyst time was more of a cost-driver at 

ICES compared to PopData and HDNS. 

Study design and methodology were also considered during review processes, 

specifically, the methodological appropriateness of the study, privacy risks associated 

with the study, and the safeguards in place to mitigate potential risks. Depending on the 

specifics of the study, as well as the knowledge and perspectives of the individuals 

involved in reviewing the data access applications, numerous rounds of review and 

feedback were sometimes required for the research team to satisfactorily address the 

various issues identified during review, which had implications for timeliness and the 

costs associated with accessing data. 

Table 12. Illustrative quotes regarding study-related factors. 

Factor Illustrative quotes 

Requested 
data 

The other thing is you are limited by the fact that HDNS doesn’t have 
everything. So you can only… If you're going through HDNS, I mean it 
makes sense, right, if you’re going shopping at a store, you can only 
buy what's in the store. [P11, NS] 
 
And also sensitivity of the information they request.  If the researcher 
asks for some very sensitive information, let’s say if they want the full 
birth date and the six character postal code for all individuals in BC, 
but they are not able to provide the reason why they need that for 
their research.  And if the data steward does not see why they need it, 
likely their request will be rejected or will be…like the researcher may 
likely be asked to modify the request to ask for less. [P20, BC] 
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Factor Illustrative quotes 

So there are definitely things that don't make it through because we 
don't have the data. [P41, ON] 

Study design 
and 
methodology 

So sometimes once the project charter is signed, it’s really quick.  
Because if it’s not a complicated project, it could be like a week and 
then they’ll get their data. But sometimes a lot needs to be worked 
out in the charter, and then the pull is more complicated. So then it 
could take a few months. So it’s hard to give an estimate from once 
it's approved to once the data is delivered because it could be a 
couple of months, it could be six months. [P2, NS] 
 
Typically, from when I submit a data access request, like actually get 
involved in the PopData BC process, to start that approval process, 
from request through to the data stewardship review, to accessing 
the data, is I think about six months.  It can be shorter if it’s an 
uncomplicated request.  It gets lengthier if it’s more complicated in 
terms of the number of databases, the number of data stewards, the 
number of variables, if there's an external linkage with primary data.  
Anything like that will complicate… Complicate might not be the right 
word.  But it's just more review, more time involved.  [P23, BC] 
 
But, yeah, it takes…it does take time. And when I meet with 
investigators who are coming into ICES, the first thing I tell them when 
they say they're going to bring in project specific data is this will take 
time. So if you don't have time, this isn't your path. [P43, ON] 

4.4.2. Research stakeholder-related factors 

Affiliation 

Across cases, only individuals who met specific eligibility criteria were permitted to 

access data. Eligibility criteria varied substantially across cases and were primarily 

related to the researcher’s organizational affiliations. Access to data via PopData was 

open to all researchers across Canada with an academic affiliation, although they 

required peer-reviewed funding. In contrast, access to data via HDNS was limited to 

researchers with a Dalhousie University affiliation. ICES’ approach was unique in that 

researchers could access data via one of two pathways depending on their affiliation: 
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researchers with an ICES affiliation and ICES students could access data via ICES’ internal 

data access pathway, while third-party researchers (i.e., academic researchers without 

an ICES affiliation and private sector researchers) were required to access data via DAS. 

Notably, compared to researchers accessing data via the internal data access pathway, 

third-party researchers accessing data had access to fewer datasets as well as access to 

less granular data. Key informants indicated that researchers who did not have an ICES 

affiliation sometimes sought out an ICES researcher to collaborate with as this enabled 

them to get a higher level of access to the data and made data access process easier to 

navigate. 

Knowledge and expertise 

Across cases, researchers’ ability to gain access to data was affected by their level of 

knowledge and expertise relevant to administrative health data (e.g., strengths and 

limitations, content of specific datasets, nuances of the data), local data holdings and 

data access pathways, and the regulatory requirements relevant to accessing 

administrative health data for research. This impacted researchers’ ability to determine 

which data to request, to put together a high-quality application, and to initiate and 

navigate the data access process. Overall, those with more knowledge and expertise had 

improved access to data. However, given limited training opportunities specific to 

administrative health data, particularly within academic institutions, knowledge and 

expertise were primarily gained through first-hand experience. 
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Experience 

Across cases, individual’s access to linked administrative health data tended to improve 

over time as they gained more direct experience accessing data. Rather than spending 

time and resources identifying potential data sources and how to access them, 

experienced researchers (and/or their staff) were able to initiate the required data 

access approval processes in a timelier manner and were better prepared to navigate 

these processes (e.g., they knew what to submit, to whom, and when). Through 

experience, researchers became skilled at determining which data were required to 

address their study objectives and preparing high quality applications that clearly 

communicated the particulars of their research and met the expectations of the 

relevant regulatory/oversight bodies. Moreover, experienced researchers had an 

improved ability to access supports because they were more aware of the supports that 

were available and/or had established personal connections and were able to seek 

assistance from others when needed.  

For individuals who were new to research involving linked administrative health 

data and to accessing data, such as trainees and early career investigators, mentorship 

was critical. For trainees working with administrative health data, students typically 

worked under the supervision of a more senior researcher with experience specific to 

administrative health data. Master’s and Doctoral students in ON who wanted to use 

ICES data for their thesis research were required to work under the supervision of an 

ICES-affiliated researcher. For early career researchers who sought an ICES affiliation, 

specific requirements had to be met, including the completion of research under the 
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supervision of an existing ICES-affiliated researcher. Similar mentorship programs for 

early career researchers did not exist at PopData or HDNS.  

Access to funding 

Given the substantial costs associated with obtaining access to administrative health 

data for research, access to funding was required to access data. For researchers 

seeking access to data via PopData, peer-reviewed funding was a requirement to access 

data, so the inability to obtain such funding would prevent the study from moving 

forward, unless proxy review could be arranged, which was uncommon. In contrast, 

researchers seeking access to data via ICES and HDNS were not limited to peer-reviewed 

funding and could therefore seek funding from a broader range of sources (e.g., 

government sponsorship, departmental funds, etc.). Regardless of the source of 

funding, in each case, studies could only proceed if sufficient funds were available. The 

reliance on funding meant certain groups of researchers were placed at a disadvantage. 

Across cases, key informants identified early career researchers, individuals with “one-

off” research questions (specifically, clinician researchers), and trainees as groups of 

researchers from whom limited access to funding was more likely to be a barrier to 

accessing data. Early career researchers were acknowledged as having lower funding 

success rates compared to their more senior counterparts, while individuals with a one-

off research question (as opposed to an established program of research involving 

administrative health data) were thought to have limited time, expertise, and/or 

support to pursue funding. Key-informants also recognized that even where discounts 

were available for eligible trainees (offered by HDNS, PopData, and ICES-DAS), only 
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those with access to grant funding through their supervisor were able to obtain access 

to data through the provincial data centres.  

Table 13. Illustrative quotes regarding research stakeholder-related factors. 

Factor Illustrative quotes 

Affiliation So, if someone's not an ICES scientist, they need to work with an ICES 
scientist to gain access. And so, I've always tried to take the approach of, 
you know, I'll be the ICES scientist, and you can do your project, and 
that's fine. But you know, I may have minimal involvement aside from 
being the… You know, there's some stuff that I have to do. But I tried… I 
personally tried to facilitate that sort of thing. So, it does just, you know, 
for the unaffiliated scientist, it means reaching out to somebody and, 
you know, forming some sort of a loose collaboration there. [P40, ON] 

Knowledge 
and 
expertise 

The fact that people don’t understand that the best use of these data is 
for health services research and health service delivery evaluation is lost 
on people. They want to do clinical studies or population health studies.  
And the data are okay for that, but they’re ideally suited for health… So 
there’s a misunderstanding there.  Second, people misunderstand how 
administrative data are used, what’s required, the complexity involved 
in using them correctly to get real answers we can stand behind. And so 
there’s a whole education piece that has to happen in the researcher 
community. [P3, NS] 

Experience So, it does I think create a bit of an unequitable kind of environment 
where if you’re in the know, you get access to data.  But if you’re a 
newer researcher or if you don't have the connections or the history, it 
will take you quite a while to figure out what’s possible. [P6, NS] 
 
So, it's definitely one of the things where it's a complicated enough 
process that it’s very difficult to go through it for the first time.  And that 
once you've done it and it becomes familiar, it just becomes… Like there 
are still hoops that you jump through, but you know what all of those 
hoops look like, and you know which ones are on fire and which ones 
are not. [P26, NS] 
 
I mean there's no substitute for hands-on experience going through the 
DAR process and then working with the data to understand, you know, 
what's actually required and what the data can do, basically. I really 
think there's no substitute for that. [P27, BC] 

Access to 
funding 

The others it excludes are people who have fundable projects and might 
even have money in a bank account but without the peer review, 
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Factor Illustrative quotes 

meaning unless you've received funding from CIHR, you don't have the 
ability to go forward. [P19, BC] 
 
Really, funding was the main thing. But I've been quite successful at 
grants.  And that’s the main barrier, right, is…  And then you just have to 
build a good budget justification to be able to do it, and don't under-
fund. And if you don't, if you're not successful in grants then there's no 
access. [P33, ON] 

4.4.3. Regulatory stakeholder-related factors 

Knowledge and expertise 

Individuals involved in the regulation and oversight of access to administrative health 

data for research came from a wide range of backgrounds and had different areas and 

levels of knowledge and expertise relevant to administrative health data research and 

governance. Thus, individuals in regulatory roles, particularly those who were new to 

their role, did not always have a strong grasp on data access requirements and 

processes which sometimes led to incorrect information being communicated to 

researchers. In addition, this led to a lack of consistency in how applications were 

reviewed within and between regulatory entities, particularly in NS and BC.  

 Where applications were reviewed by an individual (e.g., a data steward in BC) 

rather than a group (e.g., full REB review, or review by the HDNS DAC), the results of the 

review were much more dependent on the individual’s knowledge and expertise. For 

example, when review was performed by individuals who were not well versed in the 

methodological aspects of research using administrative health data, extensive toing 

and froing with researchers often occurred as a result, leading to longer data access 

timelines and higher overall costs. Where review and approval by multiple regulatory 
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entities were required, the potential impacts on timeliness and costs were even more 

pronounced as researchers were challenged to address a broader range of comments 

from multiple entities, which were sometimes contradictory.  

 At ICES, heterogeneity among regulatory stakeholders was less of an issue since 

Privacy Impact Assessment (PIA) forms were vetted by a small group of highly trained 

legal and privacy personnel through ICES’ Privacy and Legal Office. Nonetheless, in ON, 

as in BC and NS, variability was still encountered given that REB members and 

individuals in various regulatory roles across external data provider organizations had 

varying levels of knowledge and expertise relevant to administrative health data 

research and governance.  

Perspectives on the benefits and risks of administrative health data research 

As with knowledge and expertise, regulatory stakeholders had varying perspectives on 

the risks and benefits of administrative health data research (certainly, the former 

influenced the latter) which impacted how they assessed relevant applications. Across 

cases, the regulatory stakeholders who were interviewed were highly supportive of 

research involving administrative health data, as long as the required safeguards were in 

place, and all regulatory requirements were met. Privacy risks were acknowledged—

with re-identification being of particular concern—but were considered low given the 

policies, processes, and technical safeguards in place. Other concerns identified by 

regulatory stakeholders were related to the misuse and misinterpretation of data and 

conduct of “spurious” research. 
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Table 14. Illustrative quotes regarding regulatory stakeholder-related factors. 

Factor Illustrative quotes 

Knowledge 
and expertise 

You know, [the REB application] wouldn't go to the whole 
committee, it would go out to a reviewer and the co-chair, for 
example. And if you got a reviewer who wasn't terribly conversant 
with data access then it could really be, you know, a challenge to 
navigate because you would have to educate them basically on basic 
data access. [P15, NS] 
 
And in BC, usually for each organization, they appoint one person as 
the data steward.  And each person may have a different 
background, right. Some data stewards come in from more like a 
legal background.  Some data stewards, they have a more like 
research background, or they are a data expert.  And some data 
stewards, they are having some management background or 
administration background, or privacy background. So, you can see 
that they all see… Like even their reviewing the request from the 
researcher or distinct project, they may look at the request from 
different perspectives and make different conclusions, or ask specific 
questions, or identify different issues.  Which is very common. [P20, 
BC] 
 
…the sort of manager person that you're dealing with, they often 
didn't understand the bureaucratic steps. So, you know, you would 
be told that you have to do X, Y or Z in terms of the administrative 
steps. And then, lo and behold, you know, some months later, all of 
a sudden there's another administrative step that you had to go 
through. [P35, ON] 

Perspectives 
on the 
benefits and 
risks of 
administrative 
health data 
research 

But I think the bigger risk is when we start to actually think about the 
ethics of data use and around using data to effect public policy, to 
make decisions about people’s healthcare, to take away programs. I 
think that to me is a really big risk. Because we’re making 
assumptions.  How we design our algorithms, how we interpret 
information, I think it’s really, really important that those people 
that we are doing the data work about have a say in how we’re using 
the data.  Along those lines, I think that’s where our biggest risks are. 
[P8, NS] 
 
So there are obviously privacy risks.  I would underline that I do not 
believe that those only relate to single individuals and the risk of 
your personal information being exposed in one way or another.  I 
think they really relate as well to groups, the potential for group 
identification, the potential for stigma, and the potential just for not 
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even necessarily privacy exposure but uses of data that don't 
conform with your personal values and expectations.  In terms of 
actual privacy risk, honestly I think it's very, very low in the way that 
we work currently. [P19, BC] 
 
I think one of the risks is that researchers assume it's easy to work 
with administrative data. And I think there then the risk is that 
people produce spurious findings… Because you can, as you know, 
you can generate any number of statistics. But whether or not 
they're rigorous and meaningful is really important. [P46, ON] 

4.4.4. Organizational factors 

Mandate 

Provincial data centres were established specifically to facilitate access to administrative 

health data for research, and as such, had dedicated resources to building capacity in 

key areas to support this mandate. Studies involving external data linkages were often 

requested from organizations/entities where research was not the main priority, such as 

health care organizations or entities (e.g., provincial programs, clinical services, disease 

registries). Where organizational mandates prioritized health care delivery over 

research, and where fiscal resources were limited, there was often limited capacity to 

support research and high opportunity costs for doing so. These opportunity costs were 

sometimes a deterrent to supporting research. Where organizations or entities agreed 

to provide data, limited resources (e.g., staff time to review applications, extract and 

clean the data, correspond with the research team) sometimes contributed to delays in 

dataset acquisition, increasing the overall project timeline and costs.  
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Data centre funding model 

The data centre funding model directly impacted the resources available within the 

organization, which subsequently affected the centre’s capacity to support research. 

PopData and ICES received funding from their respective provincial governments, a 

variety of funding partners, and through cost-recovery (i.e., research fees). In contrast, 

HDNS lacked stable funding and relied entirely on cost-recovery for many years, which 

limited its ability to meet the demands of the local research community. At the time of 

this study, HDNS continued to operate without financial support from the provincial 

government, although additional funding had been secured through participation in 

national research initiatives, improving HDNS’ operational capacity.  

Capacity 

Despite existing specifically to facilitate access to data for research, provincial data 

centres have faced various challenges related to capacity that have had implications for 

access to data. For example, analytic capacity was identified as an issue at all three data 

centres, which sometimes resulted in projects sitting in queue for extended periods of 

times until an analyst was free to start working on the request. At PopData, staff have 

been challenged to provide one-on-one support to a growing number of researchers 

seeking to access data, while simultaneously coordinating review and managing the 

feedback provided by various data stewards. At ICES, regulatory capacity was identified 

as a challenge given the increasing number of data access requests each year and the 

limited number of staff within the organization responsible for performing the required 

reviews, alongside the reporting requirements set out by various data providers and the 
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IPC. At HDNS, capacity was highlighted as a particularly challenging and long-standing 

issue, due to a reliance on cost-recovery as the primary source of operational funding 

for many years. Without stable funding, retaining staff was a challenge, particularly 

skilled analysts, which led to a number of challenges, including incorrectly prepared 

datasets and increased data access timelines. Importantly, these issues were largely 

addressed in recent years with a shift to a partial cost-recovery model as additional 

funding was obtained (i.e., through the CIHR SPOR initiative and CNODES). This enabled 

the hiring of additional analysts and allowed for the implementation of “double coding” 

to minimize the likelihood that errors would be made during dataset preparation. 

Organizational culture 

Although ICES and HDNS were both characterized as having conservative approaches to 

data access (i.e., described as risk-adverse, having a low-risk tolerance, cautious, etc.), 

all three data centres were regarded as supportive of research, which was consistent 

with their organizational mandates. Key informants across all three cases described 

variations across external data provider organizations in terms of willingness to share 

data and/or support for research to provide access to data for research. Of the limited 

number of regulatory stakeholders from external data provider organizations that 

participated in this study, it was clear that this “willingness” and “support” was often 

tied to mandate, resources, and organizational capacity (i.e., limited capacity impacted 

willingness).  
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Table 15. Illustrative quotes regarding organizational factors. 

Factor Illustrative quotes 

Mandate I can't speak to other teams but on my team like we do do our best 
to meet researcher requests in a timely manner.  But that would be 
generally prioritized below our kind of day-to-day work. [P6, NS] 
 
But, you know, it's this person's…it's off the side of someone's desk, 
right. It's not… It's usually an executive, just like Ministry of Health, 
where research is not their prime focus…They want to know the 
protocol, you know, whether it's been funded, approved by research 
ethics, and there's security in place.  And basically, they tend to, you 
know, once that's given to them, they read it all through, they may 
have a question, but they usually…they then sign off.  But there are 
delays there because it's not their primary activity.  [P25, BC] 

Data centre 
funding model 

First there was no source of permanent funding. So employees were 
like moving through a revolving door. There was no ability to train 
people and keep them in place.  As soon as they were trained, they 
were leaving.  [P3, NS] 

Capacity But I think it's just the lack of resource.  It's not… I think we're highly 
under-resourced when you think about the amount of information 
that goes through the organization, the amount of patients that 
come through, and patient visits, the amount of employees, to have 
one director and four privacy officers have to manage all of the 
breaches, the questions, the PIAs, the audits, data access requests, 
we simply do not have enough people.  We don't have enough 
resources to manage it. [P21, NS] 
 
But some data providers may need some help on that because they 
may not have a fully developed data access policy within the 
organization…But the Ministry of Health, of course they probably 
have a legal team there to help them.  But for some smaller 
organizations, they do not have any formal process in place. So, it’s a 
bit of a learning curve for them.  Like when they see a request 
coming in, they may not even know how to deal with it. [P20, BC] 
 
PopData does have some really helpful resources though, and three 
training videos on their website.  I think, you know, in comparison to 
other things I've seen, they've done a really good job of catering 
towards an audience that doesn't necessarily have experience in this 
area. That's not to say that it's easy, but there are things that you 
can access for free to teach you how to go through the DAR process 
and understanding what even linked administrative data means, and 
of those kinds of things. [P24, BC] 
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Factor Illustrative quotes 

I think still the area that needs to be addressed is on, um, just like 
the staff side I guess. Like, making sure that we have enough people 
to support the work, and as work increases, that we’re able to 
increase the number of staff required to support the project. So, in 
looking over the past decade, the projects at ICES, now we’re close 
to over a thousand. We started maybe a decade ago with two to 
three hundred. It’s increased but we’ve not necessarily be able to 
increase the staff to support the projects, and they’re just getting 
more complex. [P38, ON] 

Organizational 
culture 

So, there's nothing in our regulatory structure that hinders what it is 
that we're doing. It just requires certain activities and, I don't know, 
assurances, if you will.  That's very different from the policies and 
processes that actually get implemented by the health sector and 
others, which are sometimes fine and sometimes I would say tend 
toward the, “No, you can't do that unless you prove to me why you 
should,” versus, “Yes, we want to support you to do that but let's 
make sure that it meets the criteria.” And that may sound like a 
subtle distinction but it actually has a lot of bearing on how things 
work. [P19, BC] 
 
It's really not about the interpretation. It truly isn’t. It's about using 
privacy, using ethics, using these things to retain power and control. 
And it's a really effective thing to say to people that they're being 
privacy non-compliant or they're being unethical. That’s a very 
powerful thing to say to people. And you get your way. And it's 
bullying. [P30, BC] 
 
I guess conservative is the word that comes to mind. So you know, 
conservative, risk averse, etc.  Which, you know, is probably 
appropriate to a certain extent. But it's… You know, it could be… It 
needs to be a little more can do in terms of how can we help you do 
things? [P40, ON] 
 
But an administrative audit, you know, examine all of the rules and 
the processes, and determine like what here really needs to be done 
versus this obsessive, you know, cover your butt attitude that people 
have. [ON, P35] 
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4.4.5. Relational factors 

Communication 

Across cases, the importance of clear and effective communication between the 

researcher and relevant stakeholders was considered important for several reasons. 

First, communication played a role in establishing credibility with data providers and 

relevant review bodies. In the submitted application documents, as well as initial 

conversations with relevant stakeholders, researchers were expected to clearly 

demonstrate that they had carefully thought through the data they needed and how the 

data would be used, that they understood the regulatory requirements and planned to 

adhere, and that they were capable of undertaking the planned study. Second, clear and 

effective communication ensured the review process proceeded smoothly. The more 

clearly the researcher had articulated the details of their study and particulars of their 

request, the less toing and froing occurred between the researcher and relevant review 

bodies. Simply put, higher quality applications raised fewer questions and required 

fewer clarifications, and typically obtained approval more quickly than those of poorer 

quality. Similarly, where review bodies clearly communicated with researchers regarding 

issues with the application, these could be more readily addressed by the research 

team. Third, clear and effective communication between the researcher and data centre 

analysts, as well as analysts at other data provider organizations, was necessary to 

ensure that the research team and analysts had a common understanding of the data 

being requested and the scope of work to be done. Finally, it was also important that 

organizations communicated to researchers any ongoing changes to data access policies 
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and procedures. Where this did not occur, researchers were unsure how to proceed, or 

proceeded incorrectly, which contributed to delays in accessing data. 

Relationships 

Researchers that were well-connected in the local research community and had 

established positive working relationships with other researchers, data providers, 

analysts, regulatory stakeholders, and review bodies had improved access to data. 

These relationships tended to develop over time as researchers got to know others who 

worked with administrative health data, and as they made repeated data access 

requests. Where these relationships existed, researchers were better able to access 

formal and informal supports throughout the data access process—they knew who to 

contact when issues arose, and felt comfortable asking for help, or inquiring about the 

status of their applications, etc. In contrast, researchers who were not as well connected 

had a more difficult time navigating the data access process. For this reason, mentorship 

for trainees and early career researchers was considered essential across all cases. 

Moreover, where researchers and regulatory stakeholders had established a positive 

working relationship, regulatory stakeholders sometimes had an improved 

understanding of the research, a higher level of trust for the researcher, and an 

increased willingness to provide data.  

Relationships between other stakeholders in each province also had implications 

for data access. For example, in NS, there have been instances where relationships 

between personnel at HDNS and NS Health have facilitated joint data access review for 

studies involving a linkage of NS Health data to HDNS data holdings. Where relationships 
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have been established between PopData and external data providers, standing data 

agreements have been reached (i.e., rather than creating a new agreement on project-

by-project basis). Finally, ICES ability to hold external datasets was, in some cases, 

perceived to be dependent on the relationship between ICES and the data provider.  

Trust 

Across cases, key informants acknowledged that the regulatory model in place in each 

province was dependent on trust. In NS and BC, the disclosure of data to researchers 

ultimately required trust that the researcher would comply with the relevant policies, 

conduct their research in accordance with the approved study protocol, and adhere to 

the terms of the various data sharing agreements and contracts that had been 

negotiated. Trust was typically established where researchers demonstrated that they 

possessed the appropriate knowledge and expertise to conduct the research and to 

mitigate any potential risks that might arise (privacy-related or other) and enhanced 

where a “track record” of regulatory compliance had been established, and positive 

relationships had been established with data providers and/or regulatory stakeholders. 

Nonetheless, several experienced and well-connected research stakeholders in NS 

reported that, despite their knowledge and expertise, track records, and interest in 

safeguarding data, they were treated by regulatory entities as untrustworthy and 

subjected to unreasonable levels of scrutiny when seeking access to data.  

 At ICES, the trustworthiness of researchers did not factor as prominently into 

decision-making around data access, which was likely attributable to two things. First, 

researchers did not typically receive access to individual, line-level data—only aggregate 
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data were disclosed to ICES-affiliated researchers (with rare exception), and third-party 

researchers received risk-reduced datasets via ICES-DAS. Second, all ICES-affiliated 

researchers were required to meet specific criteria, including training under an ICES 

mentor, likely reducing concerns around trustworthiness. 

In additional to the trustworthiness of researchers, the extent to which 

provincial data centres were trusted also had implications for data access.  Key 

informants noted that these entities have been entrusted by various data providers and 

custodians with the responsibility of facilitating access to data for research while 

simultaneously safeguarding these data to ensure that individual privacy is protected. 

Maintaining this trust was considered critical to the continued operation of the data 

centres through the ongoing receipt of data from various data providers (at HDNS, 

PopData, and ICES), as well as the continued receipt of funding from provincial 

governments and other funding partners (at PopData and ICES). Similarly, trust was 

described as essential for external data linkages. According to key informants, knowing 

that the data centres had rigorous processes in place governing data access, and that 

the data would be stored and accessed on the data centre’s secure data environment, 

played a key role in data providers’ decisions to allow access to data for research. The 

need to maintain this trust impacted the data centres’ overall regulatory approach, with 

legislative compliance and adherence to the terms and conditions of the various data 

sharing agreements that had been negotiated, being considered paramount. 
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Table 16. Illustrative quotes regarding relational factors. 

Factor Illustrative quotes 

Communication Because in the many projects we’ve submitted to HDNS, we’ve 
found more and more that the more flushed out your ideas are, the 
more you’ve thought about it obviously ahead of time, the easier it 
is to articulate it and the less back and forth you’re going to have to 
go through. [P9, NS] 
 
And I have learned how to say things. Because you may be just 
writing something that you're thinking about, and that can create 
flags. And it's amazing how sometimes new researchers are just 
saying, well, we may do this, we may do that. And all of a sudden it 
sounds like fishing. Well, you can't fish in the data…So even just the 
way they write something. And that's not really what they meant, 
but I understand where they were going from, it flagged something 
to the data steward, going no, they just want a free for all here. 
[P31, BC] 
 
I guess another minor factor is the difference in language used by 
three people – policy-makers or stakeholders, you can call them, 
scientists and analysts. Those three people, although they may all 
be doing the same work, like working on the same project, speak 
entirely different languages, right… So for a scientist, you're 
thinking about exposures and outcomes and confounders, right. 
For stakeholders, you're thinking about so what?  What is the 
policy? What is the implication? What is the cost? What is the big 
picture? How am I going to implement this if you do find 
something? And for the analysts, it’s like where do I find this data? 
Like where… Exactly how do you want me to code that again? 
Because like that's not doable, or that it only goes up to this year 
but you want it up to this year. Like they really want to know the 
nitty-gritty technical… [P44, ON] 

Relationships On the flip side, you know, I think sometimes we form really good 
relationships with some of these analysts.  Right.  And they know 
exactly what we want, and they know the cohort we want, they 
know exactly the outcomes we want. And it's the same cohort, the 
same outcomes, you know, slightly different exposures or slightly 
different outcomes, like different cohorts, you know, but there's a 
whole structure there. Right. And when that happens, things can 
get done very quickly. [P37, ON] 
 
Look, I mean it's not for the faint of heart. I have had a really good 
experience in that my like interpersonal relationships with PopData 
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Factor Illustrative quotes 

are really strong.  And I've always felt that, at least with the folks 
that I've engaged with, that they've been really helpful, really 
responsive.  I've been really fortunate that I've primarily worked 
with kind of the lead.  And I'm not sure why that happened.  It 
could just be that that’s sort of the lead of data access at PopData.  
And so my experience has been positive in that I’ve felt supported 
to have questions answered, that like response times have been 
good via email.  [P24, BC] 

Trust But it just seems to be a difference in trust and understanding that, 
you know, we're really out to do good work, that we have no sort 
of personal motive to violate anybody's privacy… [P15, NS] 
 
[the REBs] attitude is that I am generally trying to do something 
untoward, and their job is to protect the public from me. And it’s 
not a collaborative attitude, it’s not positive in any sense of the 
word… But more to the point, it creates more inefficiencies. [P3, 
NS] 
 
when [researchers] want to go use PopData, I’m like, “Approved.” I 
don’t look at anything. I know their processes. They're pre-
approved in my mind. [P30, BC] 
 
And what I want to highlight, in the data access world, working with 
academic researchers, there’s an element of trust as well. Which is 
very important.  Because once we send the data to the researchers, 
even if we do it through the [secure research environment], we 
have no control of what they do with the data. [P20, BC] 
 
We need these policies and procedures in place in order to make 
sure that we maintain a trust level with the clients, with Ontario 
clients, with Ontarians who have an OHIP number. That, you know, 
every effort is made all the time. And with our data custodians. You 
know, data is not just personal health information. The ICES 
repository is now over 100 data holdings, including personal health 
information, socioeconomic data, etc. And we're growing it. And 
that only comes with trust that the policies and procedures we 
have a place, we’re compliant to, and that they are appropriate and 
necessary. [P43, ON] 
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4.4.6. Regulatory factors 

Legislation 

Provincial information legislation was primarily a facilitator to accessing administrative 

health data for research. In addition to enabling the use and disclosure of data for 

research, health information legislation in NS and ON facilitated data access in other 

ways. For example, the “chapter” of provisions dedicated to research in NS’ Personal 

Health Information Act [149] facilitated access to data by signalling the importance of 

research, and by providing guidance for researchers and regulatory stakeholders in 

terms of the conditions for data disclosure, particularly with regard to required 

documentation. In ON, the designation of ICES as a prescribed entity  under the Personal 

Health Information Protection Act [147, 212] allowed the organization to collect, use, 

and disclose personal health information for research without individual consent, and 

without researchers establishing impracticability. Although there was no health sector 

specific legislation in place in BC, the public sector information legislation (the Freedom 

of Information and Protection of Privacy Act [142]) permitted public bodies to disclose  

personal information to PopData for research purposes.   

Despite facilitating access to administrative health data, access to data was 

sometimes hindered as a result of how the legislation was interpreted and applied. 

Vague or ambiguous legislation sometimes led to uncertainty among regulatory 

stakeholders, resulting in both broad and narrow interpretations and applications of the 

legislation. Rather than risk a breach or do something that may reflect poorly on 

themselves or their institutions, regulatory stakeholders often erred on the side of 
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caution which challenged researchers to meet stringent requirements. Moreover, 

ambiguity contributed to variations in the interpretation and application of legislative 

provisions across regulatory stakeholders and organizations. For example, in BC, the 

Freedom of Information and Protection of Privacy Act [142] addressed research quite 

generally and contained few research-specific provisions. As a result, the various 

organizations in the province developed their own policies and processes for data access 

based on their interpretation of the legislation. Researchers were therefore challenged 

to meet the requirements of multiple data stewards with unique requirements, leading 

to multiple rounds of review and feedback between researchers and data stewards (or 

other relevant stakeholders) in an attempt to address extensive and sometimes 

contradictory feedback.  

Similar issues were identified in NS and ON. In NS, the lack of clear criteria for 

establishing the “impracticability” of consent in the Personal Health Information Act 

[142] resulted in disagreement between regulatory stakeholders about whether the 

criteria for impracticability were met. In Ontario, the lack of a clear distinction between 

“research” and “health system planning and management” in the Personal Health 

Information and Protection of Privacy Act [147] had led to instances where research was 

carried out under the banner of health system monitoring and evaluation, which has 

less oversight. To avoid such scenarios, at least one site (ICES Queen’s) implemented a 

policy requiring all projects to undergo REB review, demonstrating variations in 

interpretation and application of the legislation within ICES itself. 
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Table 17. Illustrative quotes regarding regulatory factors (information legislation). 

Case Illustrative quotes 

NS So everybody has different rules. Everybody has different procedures. Some 
of it is legal. Some of it is that people have different ideas about it. Some of it 
is that they have different interpretations about how detailed they need to be 
with respect to what the laws are. They interpret them differently. People 
interpret PHIA differently. And the tendency is always to err on the side of 
caution. [P7] 
 
I don't think the legislation itself creates any barriers. It's how the legislation 
is interpreted in various different organizations. I think that that's changed 
over time as well. I think there were more barriers maybe when it was first 
implemented and organizations were trying to figure out, you know, where 
they were going to sit on that sort of conservative to less conservative 
continuum.  So, yeah, so I think that it may be…  I think that NS organizations 
probably took a fairly conservative route to its implementation.  I don't think 
that’s...  I'm not going to put a judgment there per se, but I think it does…  I 
think that conservative interpretation does make accessing data maybe a 
little more complicated. [P13] 

BC Our legislation is fabulous. It's very permissive, it's very smart when it comes 
to research. But because we have all of these health authorities, they're all 
distinct legal entities so they all interpret that their own way. There is no 
consistency at all.  And there’s tons and tons of research ethics board. There's 
no consistency there. So poor PopData BC is trying to meet the needs of this 
Medusa head, and none of them agree, none of them interpret things the 
same. [P30] 

ON So the legislation is cited, and then, you know, you have lawyers who can look 
at the same legislation and say it permits this, and others who say, well, you 
can’t do that with this. So it's actually probably more about the 
interpretation, and which interpretation organizations tend to go with. Which 
is probably the more conservative interpretations of the legislation. [P40] 
 
I think the other piece is people's interpretation of legislation. So that is 
where a lot of the rules are in place of an interpretation of the legislation, not 
actually the intention of the legislation. And this is where different people will 
interpret it differently. And therefore, you kind…you almost need policies that 
will cover anybody's interpretation. Which is why it gets broader, it gets more 
convoluted. [P41] 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 
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Application of data minimization principle 

 The minimum dataset requirement was applied differently in each case. When 

accessing data via PopData and HDNS, researchers were only permitted access to the 

minimum dataset required to address the study objectives. In their data access 

applications, research teams were required to specify the exact variables requested 

from individual datasets and to provide a justification for their inclusion in the study. 

Often, what ensued was a process of extensive toing and froing with the relevant 

regulatory entities (e.g., HDNS DAC and external data custodians in NS, and data 

stewards in BC) about which variables were absolutely required, and at HDNS, whether 

the variables could be categorized or “rolled up” in some way to minimize the 

identifiability of the data provided to the research team. In the end, researchers 

accessing data via PopData received a dataset consisting of variables that had 

undergone minimal processing by the assigned analyst. In contrast, researchers 

accessing data via HDNS received a dataset consisting of unprocessed variables, as well 

as variables provided in the least identifiable format possible (e.g., categorical variables 

and derived variables calculated using a definition provided by the research team). 

Key informants highlighted several issues with this approach. First, it required 

the research team to determine which variables to include in their request a priori, 

incorrectly assuming that the team has a sufficiently in-depth understanding of the data 

within each dataset, and the nuances of the individual variables (i.e., in terms of 

content, format, quality, and completeness) to determine those that should be included 

in the data access request. Even for very experienced researchers, the inability to see or 
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work with the data in advance, combined with a lack of sufficiently detailed data 

documentation (e.g., metadata and data dictionaries), made it difficult to ensure that 

the requested data were suitable for addressing the study objectives. For researchers 

accessing data via HDNS, an additional layer of difficulty was added—they were 

required to anticipate how variables should be categorized for analysis before they were 

able to work with the data.  

Second, this approach frequently created the need for researchers to seek 

amendments to their data access requests. After receiving access to the research 

dataset and having the opportunity to work with the data, it often became evident that 

key variables were missing, the quality and completeness of certain variables were not 

as expected, and/or that variables did not capture the information that they were 

expected to capture. When this occurred, the research team was required to submit an 

amendment to request changes to the research dataset, increasing both the time and 

costs associated with gaining access to the final research dataset, particularly where a 

change to the research dataset triggered amendments to multiple regulatory entities. 

Third, this approach did not lend itself to exploratory research, sometimes 

conflated with “fishing”, and did not consider new analytic techniques, such as machine 

learning, where the minimum dataset cannot be specified in advance. Moreover, 

without the ability to work with entire datasets to gain a more in-depth understanding 

of the relationships between, and relative strengths and limitations of, specific variables, 

important analyses were sometimes neglected. 
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A very different approach was employed at ICES for researchers accessing data 

via the internal data access pathway. At ICES, the assigned analyst was responsible for 

completing all required analyses (exceptions for student projects) and was therefore the 

only individual with access to line-level data. The research team was responsible for 

developing a document called a Dataset Creation Plan (DCP), which outlined the study 

objectives, timeframe, analytic variables, and planned analyses. Based on the DCP, the 

analyst prepared the dataset (e.g., cleaning, coding, and linking the data), performed 

the required analyses, and provided the PI and approved team members with aggregate 

data, usually in the form of results tables. This process was iterative in nature, with 

ongoing communication between the PI and assigned analyst and changes (i.e., to 

variable definitions, analyses, etc.) made as needed. The DCP, which was considered a 

“living” document, was updated continually to reflect these changes, with amendments 

required only in limited circumstances. This approach offered a number of benefits: 

researchers were not required to request a minimum dataset; with access to entire 

datasets, ICES analysts were able ensure the most appropriate variables were included 

in the dataset and in the analyses; and there was flexibility to make adjustments to the 

dataset and analyses in real time, allowing studies to proceed in a more streamlined and 

timely manner. A downfall of this approach was that by having the ICES analyst involved 

to such an extent, overall study costs were driven by the costs of analyst time to a 

greater extent compared to HDNS and PopData.   
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Table 18. Illustrative quotes regarding regulatory factors (minimum dataset 
requirement). 

Case Illustrative quotes 

NS I mean the only thing I’d like to see is just a little loosening in the legislation 
that allows people not to do like variable-based hypothesis where you have to 
tie exact variables to their hypothesis. That they don’t give them enough 
leeway to say oh, can we just look at this one too, you know, because we 
probably picked the wrong one first. [P1] 
 
I understand that there's a responsibility and that the onus is on the 
researcher.  And I take that very seriously to think things through.  But you're 
doing that when you're blind to how the data are actually collected. Half the 
time, I don't know how many missing fields there are. You know, I can see 
that there’s a variable in the documentation.  I don't know the range of the 
values, I don't know how many are missing, I don't know… You know, just 
because it says it’s there doesn't mean it's actually there…I can see what kind 
of things are meant to be captured in the documentation once that’s shared 
with me, but I don't know what's actually there in the dataset. So, I can't tell 
you in a meaningful way how to collapse them because I don't know because I 
can't see it. [P15] 

BC We often spend a lot of time like labouring over exactly how to define that 
and what data you should include because you know how difficult it's going to 
be if you want to change it down the road. [P24] 
 
You have to sift through all of the datasets that they have, look at every 
individual variable and think through in your head like is this a piece of 
information that I think I might need? Why do I think I might need it? And can 
I rationalize that in the context of the application?  And I think that can be 
quite limiting because, you know, sometimes as you're learning, especially as 
a student when you're relatively new to this process, as you're learning, you 
analyze something in your data that raises other issues or other questions, 
and then you realize that you don't have access to the variable that you need 
because you didn't ask for it in your original data set. And then there's a 
process that you have to go through to ask to get that piece of information 
later.  And that's also a lengthy process involving…you know, involving waste. 
[P26] 

ON If you think about things like machine learning methods, um, you know 
principles like data minimization, which are better on principles of privacy, 
don’t actually work well for machine learning techniques, which requires 
masses of data and where machine learning researchers prefer to have, you 
know, the entire dataset and they can work with it rather than needing to 
pre-specify which variables they are going to study. Um, there’s a bit of a 
disconnect between some of the regulations and rules around data can be 
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Case Illustrative quotes 

held, data can be used for research, and actual modern, some modern, health 
research techniques and methodologies. [P32] 
 
Yeah, I mean I think that's a bit redundant. Because if you have access to a 
database, you have access to that database. There's no sense in giving you 
part of it or only some of the fields of it. That's not going to really improve 
privacy, at least in my opinion. Yeah, most of the fields don’t get used. But 
sometimes you don't know how you're going to use which field. Sometimes 
it's not perfect. Sometimes you think you're going to use one field, and then 
you look at your data and you're like, oh, that's really funny, that discharge 
date, you know, that there's… Like there’s some discharge dates that are 
length of stay is zero. That doesn’t make sense. Let's look at this or that 
factor. Or let’s measure it differently. Let's look at this variable, right.  And so 
there is a bit of like a search or a hunt for the best way to represent your data. 
[P44] 

Abbreviations: NS=Nova Scotia, BC=British Columbia, ON=Ontario 
 

Transparency of the data access pathway 

Across cases, data access pathways were frequently described as being unclear. 

Researchers were responsible for determining which data were required for the study, 

who was responsible for these data, and how to obtain access. This information was not 

always readily available, which made it difficult for some researchers to know where to 

begin, especially those who were relatively new to research involving administrative 

health data. 

At HDNS and PopData, the data access pathway and required processes for 

accessing internal data holdings were provided online, although some key informants 

felt that the information was not sufficiently detailed. Where information was lacking, 

the Data Navigator at HDNS, and DAU staff at PopData were available to assist 

researchers in determining how to proceed. In ON, the processes for accessing data via 
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the internal data access pathway were not communicated to researchers, although the 

DAS pathway was available online. 

The greater challenge for researchers, especially those accessing data via HDNS 

or PopData, was determining which data were held by external data providers, and how 

these could be accessed as this information was not typically publicly available. Adding 

to the overall lack of clarity across cases, was the fact that data access policies and 

processes were constantly changing, but these changes were not always communicated 

to the research community, causing uncertainty amongst researchers of all experience 

levels about how to proceed. 

In NS, key informants also described a lack of clarity regarding the data access 

pathway for existing datasets (i.e., datasets created for a previous study that were being 

stored on the HDNS platform). Given the time and costs associated with the creation of 

a new analytic dataset, researchers sometimes sought access to an existing dataset to 

address a new research question or objective; however, the circumstances under which 

access to an existing dataset required a new application versus an amendment were 

unclear.  

Complexity of the data access pathway 

Data access pathways were characterized as complex in all three cases, especially where 

linkages to external datasets were involved.  At HDNS and PopData, accessing internal 

data holdings was described as more complex and taking longer to navigate than 

expected, while several key-informants at ICES reported that processes within the 

organization have become more complex and “convoluted” over time. Nevertheless, 
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across all cases, it was clear that the overall process of accessing data was much more 

complex when access to externally held data was required. 

Compared to studies involving only data held by the provincial data centre, 

studies with one or more external linkages required a number of additional steps, 

including: (1) preparation and submission of additional applications and documents to 

relevant regulatory entities (e.g., external data stewards/custodians, additional REBs) by 

the research team, (2) review and approval of submitted applications by relevant 

regulatory entities, (3) development and administration of various contracts and 

agreements by relevant stakeholders, (4) preparation and provision of data files by the 

external data providers, and (5) data linkage by the assigned data centre analyst. Where 

multiple linkages were required, researchers (and/or research staff) often navigated 

multiple data access processes simultaneously. The time needed to complete all 

necessary steps was often extensive and required substantial human resources, 

subsequently leading to longer data access timelines (i.e., to receipt of the final linked 

dataset) as well as higher overall costs. 

Required forms and documents  

Data access applications varied across cases, with researchers required to submit a 

variety of forms and supporting documents. Nonetheless, across cases, the process of 

preparing these forms and documents was described as time consuming, tedious, and 

involving a heavy administrative workload due to the complexity and volume of 

paperwork involved. The required forms were regarded as requiring a high level of 

knowledge and skills to complete, making them particularly challenging for 
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inexperienced researchers. The time required to prepare these documents had 

implications for data access timelines (i.e., an extended preparatory phase), as well as 

costs given that research teams frequently hired skilled staff specifically to prepare 

application forms and documents and navigate the data access process. 

At HDNS and PopData, researchers were required to identify every variable 

being requested as well as a detailed justification for each. At ICES (internal pathway), 

this was not required because ICES analysts were able to access complete datasets. At 

ICES and HDNS, the researchers were also required to develop detailed analysis plans to 

guide the work of the data centre analyst (i.e., a DCP and “Project Charter”, 

respectively). At PopData, where researchers were provided unprocessed data, such 

documentation was not required. The administrative workload associated with 

completing forms and documents was exacerbated for ICES students who were also 

required to apply to become an ICES student (requiring additional documentation), and 

for researchers embarking on studies involving external data linkages. Researchers in NS 

in particular discussed the impact of external linkages on a project’s overall 

administrative workload. This may have been related to the frequency of studies 

involving external linkage (HDNS data holdings contain 9 databases, so external linkages 

are commonplace) as well as the fact that researchers in NS must facilitate external 

linkage themselves. This is unlike ON where the Privacy and Legal Office develops and 

negotiates agreements with external data providers. 
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Number and scope of required reviews 

Studies involving access to administrative health data via the provincial data centres 

were typically subject to multiple reviews, though the specific reviews varied by 

province and study (i.e., depending on the required data). At PopData, all studies were 

required to undergo peer-review (peer-review funding is a condition of access), REB 

review, and review by the relevant internal and external data stewards. At HDNS, 

studies often underwent peer-review (if peer-reviewed funding was obtained), and 

always required DAC review, REB review, and additional reviews where external linkages 

were involved. At ICES, studies often underwent peer-review (if peer-reviewed funding 

was obtained) and REB review (exceptions for some studies), and always required 

privacy review. In each case, depending on the data involved in the study (e.g., if there 

was a linkage to hospital data), multiple REB approvals were sometimes required.  

Despite each review having a distinct purpose—scientific review (funding 

agencies), ethical review (REBs), and privacy review (DAC and data stewards)—in 

practice, there was often overlap in scope. For example, in NS, both REB review and DAC 

review incorporated scientific review, resulting in instances where researchers were 

asked to make changes to the study protocol. Similarly, in BC, data stewards often 

provided feedback on methods and analyses. In both provinces, research stakeholders 

considered this inappropriate, particularly for studies that had received peer-reviewed 

national funding (e.g., CIHR). At ICES, there was less overlap, largely due to the fact that 

the review performed at ICES (for studies involving the internal data access pathway) 

was typically well-defined in scope. Reviews performed by the Privacy and Legal Office 
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consisted primarily of a legislative analysis to confirm the legislative authority of ICES, 

and any other relevant data custodians, to collect and disclose personal health 

information. 

The need for multiple reviews was characterized as problematic for two reasons. 

First, multiple reviews often resulted in variations in review, which created challenges 

for researchers who were required to address a wide range of comments and concerns 

that were sometimes contradictory in nature—a time consuming and resource intensive 

process. Related to this, variations in review sometimes contributed to delays in data 

access timeliness as a result of the back-and-forth required to reach a common 

understanding/agreement between various data providers. For example, in BC and NS, 

changes requested by a single data steward sometimes resulted in amendments to the 

REB application(s), and to applications submitted to other external data providers. 

Moreover, the overlapping scope of reviews was redundant, contributing to 

inefficiencies in the overall process and pointing to the potential for improved 

streamlining. 

Transparency of review 

Transparency of review was not identified as a factor affecting access to administrative 

health data for research at ICES but was important for research at PopData and HDNS. 

In BC, the lack of transparency related to data steward review was considered a barrier 

to accessing data. Staff at PopData’s DAU coordinated the application review by 

relevant data stewards, who were responsible for performing review and making 

decisions about whether and under what conditions access to data was permitted. A 
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benefit of this approach was the researcher could correspond with the DAU who 

collated feedback from multiple data stewards, rather than communicating with each 

data steward individually. However, this approach hindered transparency by preventing 

communication between the data stewards and researchers. Without a direct line of 

communication to the data stewards, and in many cases without knowing the identity of 

the data steward, it was often difficult for researchers to gain a clear understanding of 

how their applications were being assessed, what the expectations of the data stewards 

were, and how these could be met. Moreover, data steward expectations were not 

always evident to PopData staff, who noted the lack of a harmonized approach to 

review across the various data stewards in BC. As a result, researchers often engaged in 

extensive toing and froing with data stewards, through the DAU, in an attempt to 

address data steward concerns. The time involved in this process was compounded by 

the competing demands on the time of individual DAU staff members, who were 

responsible for managing multiple projects at different stages of the data access 

process. 

At HDNS, transparency of review was considered a facilitator of gaining access to 

data. Researchers who submitted applications to HDNS were invited to attend the DAC 

committee meeting to address the concerns of the committee in person. Following the 

meeting, the DAC provided the researcher with a list of requested revisions and 

clarifications, specifying changes to be made to the submitted application. The 

opportunity to speak directly with committee members and address their concerns was 

described as improving communication between the researcher and the DAC, with the 
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DAC gaining an improved understanding of the proposed study and why specified 

variables were necessary. Similarly, by speaking directly with the DAC, and through the 

written request for revisions and clarifications, researchers gained an improved 

understanding of the concerns of the DAC, and their expectations in terms of how these 

should be addressed. Together, this minimized the number of rounds of written 

correspondence between the researcher and the DAC prior to approval being granted. 

Over time, this also contributed to the development of a rapport between the DAC and 

the researcher, which enhanced communication even further.  

Role of data centre analysts 

The role of data centre analysts varied drastically across provinces. At HDNS and 

PopData, the analysts were not embedded in the researcher team, working under a 

service provider model. Analysts at both centres were responsible for data linkage and 

dataset preparation, however, there were important differences in terms of exactly 

what was involved in the latter. At HDNS, the analyst was involved in linkage, data 

cleaning, cohort identification, calculating derived variables, and “rolling up” variables to 

minimize the potential risk of re-identification. For example, HDNS commonly provided 

categories of diagnosis codes to researchers rather than individual diagnosis codes, and 

commonly calculated indices rather than provide the raw data to the research team so 

that they could run the analysis. As a result, the dataset provided to researchers was a 

mix of raw and processed variables, which could then be analyzed by the research team. 

At PopData, the analyst performed minimal processing and the researcher received a 

dataset comprised of nearly all unprocessed variables.  
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The approach at PopData was deemed beneficial for two reasons. First, it 

eliminated the need for the research team to develop a detailed dataset creation and 

analysis plan. At HDNS, the researcher and assigned analyst co-developed a document 

called a “Project Charter” which set out the scope of work to be undertaken by the 

analyst as well as the deliverables to be provided to the researcher. The development of 

this document was a time-consuming process, and once this document was executed, 

any changes to the researcher’s request required an amendment. Second, by providing 

researchers with the raw data, researchers were able to do the work of defining 

variables and cohorts themselves, which often required multiple iterations to figure out. 

Thus, the potential for datasets to be prepared incorrectly, and for additional time to be 

spent identifying and addressing errors, was reduced. The approach employed at HDNS 

was such that researchers were unable to confirm whether the dataset had been 

prepared correctly, and if errors were discovered, there were sometimes substantial 

delays and costs associated with addressing these. 

At ICES, specifically for studies conducted via the internal data access pathway, 

researchers worked with an assigned ICES analyst rather than hire an external analyst. 

The ICES analyst was considered part of the research team, and the only individual on 

the team to have line-level access to data. Challenges with this approach included the 

extensive time and skills required to develop a DCP to guide the work of the analyst, the 

inability of the researcher to confirm that the work was being done in accordance with 

their request, and inability to control costs associated with analysis. Working with an 

embedded ICES analyst also had advantages. Specifically, the extensive data and 
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methodological expertise provided by ICES analysts, combined with a level of security 

clearance that permitted them to access complete datasets, help ensure the work 

progressed without interruption (i.e., by minimizing the need for amendments) and that 

researchers were provided results in a timely manner. 

Proportionality 

All studies involving access to data via HDNS and PopData required REB review; 

however, those that involved only the secondary use of data were considered minimal 

risk and underwent expedited review rather than full REB review. As such, most studies 

obtained REB approval quickly. For studies involving access to ICES data, those deemed 

minimal risk also underwent expedited review. Uniquely, Sunnybrook Hospital waived 

the requirement for REB approval for studies involving only ICES’ general use data, and 

instead opted to regularly audit a sample of ICES studies to ensure ethical compliance. 

For researchers at Sunnybrook Hospital, this mitigated potential delays encountered as 

a result of REB approval, thereby facilitating timely access to data. Notably, neither of 

the data centres employed a proportionate approach to privacy review at the time of 

this study—that is, there were not distinct review processes for studies that had been 

determined to pose different levels of risk. 

Accountability 

The provincial data centres were accountable to various entities, including advisory 

boards and other oversight bodies, and the data provider organizations with whom data 

sharing agreements were reached. Accountability was identified as an important factor 
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impacting the overall regulatory approach employed by ICES. Since ICES was permitted 

to collect data without consent, it was subject to a high level of oversight from the IPC 

and required adherence to the specific policies and procedures set out in the Manual for 

the Review and Approval of Prescribed Organizations [216] (recently updated to the 

Manual for the Review and Approval of Prescribed Organizations [213]). Substantial 

resources within the organization were dedicated to complying with these 

requirements, and to meeting the Office’s reporting requirements (which were quite 

extensive as evidenced by ICES’ 2020 report [217]). While this oversight was considered 

integral to maintaining transparency and public trust, it meant that ICES operated within 

a very specific regulatory framework and had limited ability to change existing policies 

and processes.  

Table 19. Illustrative quotes regarding regulatory factors (other). 

Factor Illustrative quotes 

Transparency 
of the data 
access 
pathway 

… like the data access committee, they invite you to their meeting if 
they’re reviewing your project. …Like if there’s stuff that wasn’t clear, 
you can explain it to them right then and there.  They can explain 
why it wasn’t clear so you can fix that, and all that stuff.  [P9, NS] 
 
I have heard from many researchers saying when they first come to 
PopData, they do not know what the next steps are or when they put 
in a request, they do not know what’s next, or like when they will 
hear back, or what to expect. [P20, BC] 
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Factor Illustrative quotes 

Complexity of 
the data 
access 
pathway 

It just seems to me that if I know I want to end up in the backyard, 
why can't I just walk around the house and get to the backyard?  Why 
do I have to go through the front door, walk down, walk through the 
living room, family room, kitchen, and take all the twists and turns to 
end up at the patio door and get through that door to end up in the 
backyard? And that’s the situation right now. I know where it is and I 
can see a clear path to it. I also clearly see the path they want me to 
take but it's not efficient and it's not effective and it's costly.  [P17, 
BC] 
 
But I have known ICES since its inception when it was kind of a rough 
and ready upstart, you know, a great idea, innovative organization, 
until now where it is absolutely mired into bureaucracy. Absolutely 
mired in bureaucracy. [P35, ON] 

Required 
forms and 
documents 

I've seen DHW forms. And NSHA was trying to reinvent their forms.… 
HDNS revised their forms. How big is this province? And we all live 
here. You know, we all work within minutes. [P5, NS] 
 
And their form is really long…I found one a little while ago.  It was 
about 20 pages long.  So you’ve got to check off all the data you want 
from whatever databases you want. You have to pick specific field 
from the whole thing.  So you've got to know what it is you want, 
right. I don't know how people can do this without having some 
experience with it. [P22, BC] 
 
Filling out the forms to get access to the data doesn't take very long. 
It takes like a few hours. What takes more time is in order to actually 
access the data, you have to have something called the data creation 
plan. And that specifies a lot of exact details about what the analyst is 
going to do. That's basically an instruction guide to the analyst. Like 
the analyst rarely will ever understand what the research question is 
or why they need the different data or how it has to be set up. So the 
person that needs access has to set that up. And that's a skill, right. 
Like that's not easy to do. [P33, ON] 

Number and 
scope of 
required 
reviews 

I’ve got to go through [external data provider] as well as through 
HDNS. In some cases, I may have to go through both IWK ethics and 
ethics with either Dal or NSHA. So yeah, you can end up going 
through multiple data access procedures with multiple volumes of 
forms… So everybody has different rules. Everybody has different 
procedures. [P7, NS] 
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Factor Illustrative quotes 

I will say though, which I think is part of the flavour of your question, 
is I do think that there are overlaps. If you think about peer review, 
ethics review and data steward review as three components, there's 
clearly a Ven diagram there. And some places and units are better 
than others about decreasing the overlap in what people are looking 
at. [P19, BC] 

Transparency 
of review 

I think that once you’re in the process, like once you make it to the 
data access committee stage, I think it’s relatively… Because you get 
to go in, you get to talk to everybody, you have that discussion and 
then you get your clarification, etc.  I think that’s pretty transparent. 
[P11, NS] 
 
It hasn't always been clear what people needed to do in order to get 
access to data.  It hasn’t always been clear how data providers review 
those things and what they're looking for and what they aren't.  [P19, 
BC] 

Role of data 
centre analysts 

HDNS is basically a data service centre. So the people reviewing the 
applications, the programmers during the work are not part of the 
research team. They're following instructions. And so they don't 
always really understand the research question. But in return, the 
researchers don't understand the data and the programming part.  
And in my view, this is a fundamental problem in the set up.  [P7, NS] 
 
And then, you know, we end up with a relationship with the 
programmer analyst that will go throughout the project, including as 
we're trying to publish, to, you know, to redo or do new analysis if 
they're needed. Our programmer analyst will also be co-author for 
papers and review them for clarity as far as the statistical method 
that the data…and also give us a heads up if we're reporting any 
small cells, if we’ve missed any small cells for privacy issues - that sort 
of thing. They also provide support on keeping logs like the risk re-
assessment log – that sort of stuff.  So they work as sort of partners 
with us throughout the process. [ON, P34] 

4.4.7. Contextual factors 

Leadership 

In each of the cases included in this study, leadership from the provincial government 

(or lack thereof) had direct implications relevant to administrative health data research, 
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and access to data. In ON, the provincial government played a pivotal role in the 

advancement of administrative health data research, and in establishing ICES’ role in 

supporting data-driven decision-making within the province. In addition to supporting 

the establishment of ICES in 1992, the provincial government (i.e., the Ministry of Health 

and Long-Term Care) helped ensure the sustainability of ICES’ operations through the 

ongoing provision of both data and core funding since its inception. When the Personal 

Health Information and Protection Act [147] was enacted in 2004 and ICES was 

designated as a prescribed entity, ICES was granted unprecedented access to data and 

its ability to carry out its mandate became protected by law. These actions on the part 

of the provincial government helped create the conditions for a productive research 

environment and resulted in substantial organizational growth. 

Conversely, in NS, the provincial government did not demonstrate the same level 

of support or leadership in advancing administrative health data research. For example, 

in addition to not providing funding to HDNS, the provincial government (i.e., the 

Department of Health and Wellness) declined to enter into a long-term data sharing 

agreement with the Department of Community Health and Epidemiology at Dalhousie 

University, which has contributed to a climate of uncertainty over the future of HDNS. In 

the broader research community, grassroot efforts to develop a more coordinated 

approach to data access in the province stalled, despite engagement from key research 

stakeholders and data provider organizations, which was attributed in part to a lack of 

leadership from the Department of Health and Wellness. A lack of regard for research 

was also evident during the health system re-structuring of 2016. No clear direction was 
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provided from the province or health authority about how the restructuring would 

impact access to data held by the former provincial programs or who would be 

responsible for authorizing access to data under the new organizational structure. As a 

result, policies and processes for accessing data held by some of the former provincial 

programs were still not established several years later, with researchers and regulatory 

stakeholders uncertain about how to obtain access to certain datasets for which there 

had previously been a clear data access pathway. 

In BC, the provincial government (i.e., the Ministry of Health) was supportive of 

PopData’s operations, as evidenced through the provision of data and funding; However 

the fragmented data landscape, the complex regulatory landscape that existed as a 

result of this fragmentation (i.e., a multitude of organizations with unique data access 

policies and processes) created challenges for health researchers across the province. 

Strong leadership from the provincial government was identified as integral to fostering 

a more collaborative approach across organizations with regard to data sharing.  

Health system organization and integration 

In all three provinces, the provincial data centre holds only a portion of the 

administrative health data collection in the province. Other administrative health data, 

and data that are commonly linked to administrative health data, are held in different 

data systems in various healthcare organizations and institutions throughout each 

province and fall under the authority of various data custodians. This fragmentation of 

data was identified as particularly problematic in NS and BC. In these provinces 

healthcare organizations and institutions were described as operating in a very siloed 



133 
 

manner, resulting in each individual organization having its own unique data access 

policies and processes. 

  Recently, several organizations within the PSHA in BC were merged into a single 

corporate entity, which improved access to data across organizations, further 

highlighting the direct relationship between health system organization and integration 

and access to data for research. At the time of data collection, similar efforts were 

underway in ON, with the merger of various organizations and agencies under a single 

government agency (Ontario Health), however, the implications for data access were 

unclear at the time. 

Legislative landscape 

In BC and ON, the legislative landscape created challenges with regard to data sharing 

for research purposes, but in different ways. BC was described as having a “patchwork” 

of legislation that applied to health information. Without broad reaching health sector 

information legislation, organizations throughout the provinces were subject to a 

variety of Acts. Determining which Act (or Acts) applied in the context of a given study 

was identified as a challenge for researchers. In ON, the interaction of various pieces of 

legislation sometimes created challenges for ICES, particularly when working across 

sectors. ICES’ designation as a prescribed entity was specific to health information, 

creating uncertainty about its’ ability to bring in data from other sectors. In NS, the 

legislative landscape was not identified as a barrier to data access. 
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Historical events 

In BC, past events have had lasting impacts on relationships and research culture within 

the province. In 2012, an anonymous complaint was made to the Auditor General, 

which claimed that a data breach had occurred within the Ministry. The actions 

subsequently taken by the Ministry to address the situation—which included data 

access suspensions and employment terminations— came under fire and resulted in a 

lengthy and in-depth public investigation by the BC Ombudsperson’s office. While this 

matter was discussed to a limited extent by key informants, it was acknowledged as a 

having a detrimental impact on the research community in BC. The Ombudsperson’s 

report [218] found that “the government acted unfairly and unreasonably” (p.367) in 

their handling of the incident, resulting in direct harms to those who were accused of 

misconduct, including “fear, anxiety, loss of income and financial uncertainty, harm to 

reputation and careers, harm to relationships and, in some cases, health problems” (p.xiv). 

The investigation also found a loss of productivity and morale among Ministry staff, and 

harm to relationships with the research community in more broadly. A number of 

recommendations were put forth as a result of the investigation, many of which have 

been or are being implemented by the Ministry of Health with the aim of achieving a 

more balanced approach to data access.  

Current events 

The impact of current events on access to data was exemplified by changes to data 

access policies and processes that occurred because of the COVID-19 pandemic. Due to 

the timing of data collection for this study (i.e., most interviews in NS were carried out 
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in early 2020), this was particularly evident in BC and ON. In ON, ICES was heavily 

involved in the provision of COVID-19 data for the province (e.g., testing data, cases, 

hospitalizations, etc.). The need to report these data in a timely manner and to ensure 

that decision-makers within the healthcare system had access to information to support 

evidence-based decision making led to several changes in policies and processes. For 

example, there was an increase in the frequency of the data feeds being received by 

ICES, projects involving COVID-19 data were prioritized and a COVID-19 committee was 

established to facilitate timely review, and a new user case was established (i.e., non-

ICES-affiliated agent) to expand access (e.g., to data to individuals with specific 

modelling expertise).  Although most of these projects were carried out under the 

umbrella of health system planning and management rather than research, these 

changes highlighted the potential to improve data access without compromising privacy. 

In addition, the pandemic led to changes in ICES’ policies regarding remote access. 

Whereas individuals working directly with line-level data were previously required to do 

so on-site, COVID-19 restrictions meant a shift to working off-site, requiring more 

individuals to have remote access. Similar changes occurred in British Columbia, 

including the prioritization of COVID-19 projects, streamlining of forms, and 

development and implementation of expedited processes for COVID-19 projects, further 

highlighting the potential to improve access to data for research, while working within 

existing regulatory frameworks. 
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Table 20. Illustrative quotes regarding contextual factors. 

Case Illustrative quotes 

Leadership I’d say we do not have…we have an utter lack of actual direction on 
how to approach this area.  So every program area, every “custodian” 
or agent does it their own way.  And I’ve been involved in many 
conversations bringing all these groups together, and it just becomes a 
circular conversation and nobody… There is no… It really would have to 
be political direction saying everybody come together, figure this out, 
and clear up the pathways. [P6, NS] 

Health 
system 
organization 
and 
integration 

There are challenges in the integration of DHW and NSHA – who’s in 
charge of what, who’s responsibility for what is? And then moving 
down to the practice level, you know, that’s a whole other level as 
well. The divides in data are similar to the divides in the healthcare 
system in general, I think. [P11, NS] 
 
So if you want to go from, you know, Children's Hospital to BC Cancer, 
that's fine. You see, you can do that. But that's…you have the legal 
ability to do that. But because they were all set up as different legal 
entities, all of their data processes were different. And it was a dog's 
breakfast about how you did things. [P30, BC] 

Legislative 
landscape 

If we want to collect personal information, not personal health 
information, but personal information from ministries, we need to go 
to a different Act. So that is the Freedom of Information and 
Protection of Privacy Act, that’s our FIPPA legislation. Um, but the 
problem is, we don’t have a designation in FIPPA--there is nothing that 
says that the ministries can disclose to an institution like ICES for any 
analytics. So we have to rely on research, but when a lot of the work 
we do is actually not necessarily research, it’s analytics to advise the 
government. So then we’re sitting in a situation where the pieces of 
legislation don’t talk to each other and they’re in silos, and then they 
don’t enable the kind of data sharing that I think would be optimal and 
optimized for researchers… So it’s not the legislation in and of itself 
makes it a barrier, it’s the fact that they don’t speak to each other. 
[P38, ON] 

Historical 
events 

You know, our legacy and our past. It’s important to understand how it 
impacts our attitudes. So there's a huge change management that 
needs to happen at the executive, at the doer level, and with the 
public. And that all takes time to change. [P36, BC] 
 
And, you know, there's the big incident in BC, I don't know, it's 
probably around 10 years ago now, which people point to on both 
sides of the issue. Of, you know, it's so important, it's so important 
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Case Illustrative quotes 

because look what happens, you know, if there's even a hint of 
impropriety with it.  But the other part of that was that it was a totally 
bogus crisis where people lost their lives and careers over it. So 
anyway…Yeah, that sent a chill through everything. And, you know, as I 
say, it was held up as a cautionary tale when, you know, there was 
nothing there. [P40, ON] 

Current 
events 

And as you know, societal influences have made a huge difference. 
And most notably, the recent one is COVID. So I don't know if you're 
aware, but on the weekend, some incidence data was leaked. And so 
the public wasn't happy that the government had data at the 
community level but hadn't published it. Right. So you see that the 
public is demanding higher transparency from government around the 
data that it has so that it can make informed decisions around what's 
happening say for example with COVID.  You also saw the public 
demanding more around the long-term care things that were 
happening and reporting for schools.  So there's also a changing 
attitude from the public around what it expects around data as well. 
[P36, BC] 
 
I used to think that they were too strong on the privacy side of it. With 
COVID, you may know already, that they've opened up access so 
people can work from home. That's really changed things. And I don't 
think… You know, once the genie is out of the box, I don't think she's 
going to be put back in again. And I really think that has been a 
wonderful development over the last year. Because, you know, the 
processes for keeping the data safe are sophisticated enough, I think. 
Like I'm not an expert on privacy, but it's my perception that they're 
sophisticated enough to protect the data and still allow people to work 
more flexibly than we used to. [P34, ON] 
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CHAPTER 5: DISCUSSION 

5.1. Summary  

This study set out to identify the factors affecting access to administrative health data 

for research with the dual aims of identifying the specific barriers affecting access to 

data and gaining insight into the factors contributing to reported inter-provincial 

variations in the timeliness of access. Using a qualitative multiple case study approach, 

access to administrative health data was examined in three Canadian provinces—NS, 

BC, and ON—with a focus on research where the point of access was the provincial data 

centre (i.e., HDNS, PopData, and ICES). Data collection included interviews with key-

informants (n=46), triangulated with case documents.  

Study findings highlight key challenges related to accessing administrative health 

data for research, including timeliness, costs, and data quality. A total of 32 multi-level 

factors spanning seven common categories, were identified as affecting access to data. 

From these, eight key barriers to optimal access to administrative health data for 

research in Canada were identified. These barriers were not evenly distributed across 

cases, shedding light on inter-provincial variations in the timeliness of data access.  

5.2. Key findings 

5.2.1. Suboptimal access to data 

Across cases, interviews with key informants indicated that eligible researchers who 

submitted a formal application for data were typically successful in obtaining access; 

however, several caveats were identified indicating access was suboptimal. Specifically, 

data access timelines were unpredictable and often considered lengthy, especially 
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where linkages to external datasets were required. At the same time, the costs 

associated with accessing these data were considered high, which limited access among 

certain subgroups of researchers, and were also compounded by longer data access 

timelines. Finally, issues with data quality were identified in each province, which 

related to both the quality of administrative health data in general, and to the quality of 

study-specific datasets that were prepared. This further impacted data access timeliness 

and overall costs to both the research team and regulatory stakeholders as data issues 

were identified and addressed. Given that these issues were identified in provinces with 

well-established provincial data centres and legislation permitting access to 

administrative health data for research, and they were identified by individuals with 

established track records in accessing data, it is likely that these issues pose an even 

greater challenge in other jurisdictions, and for researchers with less experience. 

Challenges related to the timeliness of data access were consistent with the 

literature in Canada [21-28] and elsewhere [219-221] in which timeliness issues have 

been referenced extensively. This is indicative of the academic research context, where 

deadlines are paramount; researchers are required to complete research within the 

required funding timeframes, ensure trainees meet program deadlines, and 

demonstrate productivity within their institutions. At the same time, research must be 

conducted in a timely manner to be optimally beneficial to knowledge users [222, 223],  

which became increasingly clear during the COVID-19 pandemic [224]. In the context of 

data access, timeliness is particularly important given that delays exacerbate high study 

costs. As highlighted in this study, paying staff to navigate unexpectedly lengthy data 
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access timelines can have the effect of diverting funds from other planned research 

activities. 

Data quality also has implications for timeliness and overall study costs. The 

limitations of administrative health data, including inconsistent data quality, have been 

widely documented [45-49]. Additionally, human error may be introduced during 

dataset preparation. While additional time and resources may be required to address 

these issues once identified, a greater concern is that these issues will go unnoticed, 

compromising study validity and ultimately wasting the time and resources spent. This 

conflicts with the ethical obligation of the research community to ensure the 

responsible stewardship of research resources [225, 226]. Thus, initiatives to improve 

access to administrative health data should aim to address all three issues: timeliness, 

costs/resource implications, and data quality. 

5.2.2. Key barriers and strategies for improvement 

The findings of this study revealed a number of overarching barriers to optimal access to 

administrative health data for research in Canada including: researcher knowledge and 

expertise, regulatory stakeholder knowledge and expertise, data access processes, 

organizational culture, organizational capacity, legislation, trust, and leadership. Each of 

these is discussed below, along with potential mitigation strategies.  

Researcher knowledge and expertise 

This study found that due to inconsistent training, many researchers and research staff 

had limited knowledge and expertise relevant to administrative health data (e.g., 
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nuances and limitations), the methodological aspects of administrative health data 

research, and the relevant regulatory requirements. This hindered researchers’ ability to 

make informed methodological decisions during protocol development, prepare high 

quality data access applications, and navigate the required data access processes. This 

was less of an issue at ICES where researchers were required to be trained prior to 

accessing data, however, there was substantial variation among researchers in terms of 

the overall training they received. Issues related to limited training were compounded 

by a lack of supports for researchers throughout the data access process, particularly 

with respect to external data sources. The importance of having adequate knowledge 

and expertise to formulate requests, navigate data access processes, and work with the 

data have been acknowledged in the Canadian literature [21, 227] and internationally 

[219, 228]. 

To improve the overall capacity within the research community to obtain access 

to data in a timely and efficient manner, conduct high quality administrative health data 

research, and appropriately safeguard data, additional training and supports for 

researchers should be considered. Statistics Canada has identified a number of data 

literacy competencies relevant to accessing and working with data that are applicable to 

administrative health data (e.g., data awareness, ethics, exploration, analysis, 

management, etc.) [229]. To develop these competencies, researchers may avail of 

training opportunities available to the public, such as those offered by Statistics Canada 

[230] or other organizations such as PopData [231]. A more pro-active approach to 

improving capacity would be to increase course offerings specific to administrative 
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health data research at academic institutions, focusing on developing an improved 

understanding of the strengths and limitations of administrative health data, concerns 

and considerations related to privacy, and data access governance (i.e., legal and ethical 

frameworks). To further ensure that researchers accessing these data have the required 

knowledge and expertise, and to ensure key competencies are addressed, data provider 

organizations may consider imposing mandatory training requirements. For example, 

recommendations from a public engagement event in BC included the development of a 

mandatory data security certificate program for researchers [232]. Importantly, such 

requirements must be implemented in such a way that do not perpetuate barriers to 

access (e.g., should not be time or cost-prohibitive). 

Researchers would also benefit from improved “just-in-time” supports, including 

improved informational resources with respect to available data sources and data 

access policies and processes within individual jurisdictions, as well as more detailed 

metadata, as recommended elsewhere [228]. Another option that may be considered is 

the implementation of “Data Navigators” within data centres and external data provider 

organizations, to assist researchers in identifying the data they require access to, 

preparing applications, and navigating the data access process. This role currently exists 

at HDNS and has been credited by stakeholders with substantially improving the quality 

of applications submitted to the DAC and the efficiency of the data access process as 

HDNS. Finally, a national best practices document, akin to the CIHR Best Practices 

document released in 2005 [129], dedicated specifically to the secondary use of health 

data, including linked administrative health data, may be beneficial. Given the evolution 
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of research in the nearly two decades since the CIHR Best Practices document was 

released, as well as changes to the current regulatory context, more up-to-date 

guidance is necessary.   

Regulatory stakeholder knowledge and expertise 

Variations in regulatory stakeholder knowledge and expertise were reported to create 

several issues in the context of data access. Regulatory stakeholders who lacked 

expertise in certain areas were sometimes reluctant to provide approval contributing to 

longer data access timelines. At the same time, variations in knowledge and expertise 

contributed to variations in review within and between regulatory entities, resulting in 

delays in access and creating an increased workload for researchers. These findings are 

consistent with previous research linking stakeholders’ knowledge of regulatory 

requirements to their willingness to disclose PHI for research [158], as well as research 

highlighting variations in review across REBs [166]. It has been suggested that REBs do 

not have the required expertise to perform ethical review [161, 167, 169], and reported 

that they have knowledge gaps with regard to database research and matters related to 

privacy, confidentiality and security [166]; However the findings of this study did not 

indicate that there were issues with REBs in particular, but rather than there were 

variations in knowledge and expertise across all regulatory stakeholders.  

Notably, the issue of variations in application processing due to a lack of 

standardized training among regulatory stakeholders (specifically, data stewards) was 

discussed at the aforementioned stakeholder engagement event in BC [232]. 

Recommendations to address this issue included the standardization and certification of 
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regulatory stakeholder training and procedures, although concerns were also expressed 

that certification requirements would increase delays and decrease efficiency. Even 

without certification, standardized training and widespread adoption of standardized 

assessment criteria would improve the consistency of reviews across regulatory 

stakeholders, organizations, and jurisdictions. For example, the “5 Safes” framework 

[233] was created to inform decision-making around appropriate data uses and may 

facilitate a more standardized approach among regulatory stakeholders. This framework 

has been implemented in the UK Data Service and Health Data Research UK [234] and in 

the time since data collection for this study occurred, has also been implemented at 

PopData [235]. Finally, the development of a national best practices document (as 

recommended in the previous section) may also improve the consistency of stakeholder 

decision-making and support the development and implementation of standardized 

review procedures.  

Data Access Processes 

Data access processes have been cited as a barrier to accessing health data for research 

in Canada [5, 22, 24, 26, 227], although specific process-related issues that hinder access 

to data have not been examined in detail. In this study, data access processes were 

closely examined and their impact on access to data discussed at length. As noted 

elsewhere, data access processes vary substantially within and across provinces [26, 

236] (e.g., differences in application components, the number and scope of required 

reviews, whether there is a disclosure of individual-level data). This study revealed that 

the processes in place at HDNS, PopData, and ICES were fundamentally different, each 
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with their own unique challenges. In all three cases, there was also substantial variation 

in the processes employed by external data provider organizations.  

 With that said, the primary overarching issue relevant to data access processes 

in each case was that of inefficiency, which was especially pronounced for studies that 

required linkage to an external dataset. Data access processes were characterized by a 

high administrative burden as a result of extensive documentation requirements, 

multiple reviews that frequently overlapped in scope, opaque processes, variations in 

review across organizations, lack of proportionate privacy review, and extensive toing 

and froing with data providers and/or regulatory stakeholders. Contributing to these 

inefficiencies was the inability of researchers to interact with administrative health data 

when planning their studies and preparing their request, the reliance on manual 

processes in the absence of application trackers and dashboards (e.g., staff responding 

to researchers’ requests for application updates), insufficient informational supports to 

assist researchers in navigating data access processes, and a lack of mechanisms to 

document and address data quality issues.  

An assessment of data access processes in the UK highlighted many of these 

same issues [228]. Stakeholder recommendations to address these included the 

development of informational resources to assist researchers in navigating the data 

access process, implementation of an application tracker, implementing agreed upon 

target timelines, creating standardized processes for data providers, employing a 

proportionate approach to review, developing improved and sufficiently detailed 

metadata, improved communication with data providers, and additional training for 
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researchers. Additional strategies to improve process efficiency in the Canadian context 

may include the implementation of centralized review and standardized inter-

organizational processes at the provincial level to facilitate external linkages. There are 

also opportunities to leverage what is “working well” within individual provinces, such 

as the implementation of provincial Data Navigators and inviting researchers to attend 

privacy review meetings in person—both of which have been successful in streamlining 

processes at HDNS in recent years.  

Streamlining processes is integral to ensuring not only timely access to data, but 

the timely and cost-efficient conduct of research to benefit the public. Notably, 

successful efforts to improve the timeliness of data access were undertaken during the 

COVID-19 pandemic, demonstrating not only that processes can be streamlined while 

maintaining adequate privacy protections, but that such changes are indeed possible 

where there is both sufficient public interest and political will [237].  

Organizational capacity 

Data held by provincial data centres are increasingly linked to data held by external 

organizations. Consistent with reports from Canadian data custodians [21, 160], this 

study revealed that many external organizations have limited capacity to support 

research. Participants commonly identified issues with human resources, specifically a 

lack of time and dedicated staff to support data access processes (e.g., to maintain 

documentation, facilitate application intake and adjudication, perform data extractions, 

and prepare files for linkage, assist researchers, etc). Organizational capacity was also 

identified as a barrier in the international literature. In a review on the barriers to 
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sharing of public health data, it was found that organizations often lack the human and 

technical resources required for data preparation and related activities [159]. Similarly, 

a recent rapid review focused on the UK, reported issues related to funding and capacity 

as barriers to access, linkage, and use of administrative health data held by government 

organizations [238]. Specific issues included a lack of personnel with the appropriate 

knowledge and skills and IT infrastructure.  

 This study also revealed capacity issues with respect to the provincial data 

centres. A common issue across data centres was that analytic capacity was limited (i.e., 

an insufficient number of analysts compared to the volume of requests), sometimes 

resulting in lengthy data access timelines. Capacity in other areas varied across 

provincial data centres. For example, issues related to regulatory capacity were most 

pronounced at ICES due to a high and consistently increasingly volume of annual 

requests. At the same time, there were also substantial differences in overall capacity 

across provincial data centres, although the difference between ICES and HDNS was 

most notable because of HDNS’ reliance entirely on cost-recovery for many years.  

To ensure appropriate resources are available to meet the growing needs of the 

research community, and of health system and government decision-makers, the issue 

of capacity must be addressed. The most obvious strategy to improve capacity is the 

provision of additional funding at the organizational level to support research. Given the 

fragmented data landscape and the sheer number of institutions across which data are 

distributed, addressing organizational capacity is a complex undertaking, highlighting 

the importance of centralized data infrastructure. Certainly, core funding for provincial 
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data centres is needed to ensure appropriate infrastructure is in place and to hire and 

retain skilled staff [239]. In addition to increasing funding, an integral aspect of 

mitigating capacity issues is to ensure that existing resources are being used in the most 

efficient manner possible by addressing the process inefficiencies identified above and 

that all stakeholders have an adequate level of knowledge and expertise to perform 

their role. 

Organizational culture 

In this study, organizational culture was a barrier primarily with respect to external data 

provider organizations. Defining and articulating organizational culture is challenging 

[240, 241]. Broadly, organizational culture consists of the shared values, assumptions, 

and beliefs of individuals within an organization [242]. The findings of this study 

highlighted the fact that administrative health data are frequently linked with data from 

a range of organizations, each with a unique organizational culture. Stakeholders did not 

explicitly use the term “organizational culture”, rather, described the “personality” of 

the organization [243]. While some organizations were described as very supportive of 

research, others were described as hesitant to provide data and occasionally unwilling 

to provide data at all. These findings were consistent with those of a recent literature 

review, which identified variations across organizations in terms of their willingness to 

share data, and attitudes toward data linkage and sharing, as barriers to data access and 

linkage [238].  

 Insights into organizational culture also come from “artefacts”, which are 

observable manifestations of the underlying organizational assumptions and beliefs 
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[244]. In the context of linked administrative health data, examples of artefacts include 

policies and processes, resources, and IT infrastructure. As such, differences in these 

artefacts across organizations were also indicative of variations in culture. A lack of 

established policies and processes, funding, and/or IT infrastructure may therefore be 

indicative of a culture wherein research is not valued or not prioritized alongside other 

organizational commitments. Thus, organizational capacity is closely intertwined with 

organizational culture.  

Organizational culture has been described as the most challenging aspect of an 

organization to change [240]. Bringing about change requires strategies that are 

targeted to individual organizations based on the specific aspects of culture that need to 

be improved, and the underlying assumptions and beliefs. These may be guided by 

broader, overarching principles for implementing and sustaining organizational change 

[245]. Nonetheless, one area where there has been substantial agreement in the 

literature is regarding the importance of leadership in shaping organizational culture 

[240, 245, 246], providing a focal point for intervention.  

Legislation 

Across cases, legislation was primarily considered a facilitator to accessing 

administrative health data for research; however, a lack of clear legislative provisions 

was found to contribute to variations in how the legislation was interpreted and applied, 

which subsequently hindered access to data. The lack of clear policies and guidelines, 

and resulting variations in interpretation and application have been acknowledged 

within the Canadian research community previously, particularly with regard to consent 
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requirements and what constitutes de-identified data [5, 156, 165, 166].  In addition to 

the practical challenges associated with these variations (e.g., meeting different 

requirements across multiple organizations), unclear laws and guidelines have been 

thought to create uncertainty among regulatory stakeholders, leading to a conservative 

approach to data access that exceeds legal requirements [156, 247]. Davies and Collins 

[247] describe the interpretation of legislation as being “driven less by careful 

consideration of the likelihood of real harm for individuals than by the desire to 

minimise the risk of criticism for organisations”. This was supported by the current study 

wherein several regulatory stakeholders reported erring on the side of caution rather 

than risk a breach or error.  

These findings reiterate the need for a national best practices guideline to 

reduce variability across organizations in terms of policies, processes, and regulatory 

stakeholder decision-making. The implementation of standard training and procedures 

for regulatory stakeholders have also been suggested as a potential strategy for 

reducing variability in how data access applications are processed across organizations  

[232]. Notably, issues related to variations in interpretation and application were most 

pronounced in BC, where health sector-specific information legislation had not been 

implemented, and where the existing public sector legislation made brief mention of 

research. Certainly, one strategy to mitigate this variation would be to enact health-

sector specific legislation, which would require action on the part of the provincial 

government. 
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Trust 

Trust is integral to the sharing and use of health data for research [159, 238, 248]. In an 

in-depth examination of the role of trust relevant to the use of and access to health data 

for research, Sexton et al [248] highlighted the need for a “balance of trust” between 

researchers, data providers, and the public. They described trust as follows: 

 

Trust is … akin to a form of faith. It results from reflexive deliberation that is 

always contingent on context. It supports the shared goodwill between 

parties in awareness of reciprocal duties and obligations. A precondition of 

trust is the absence of complete assurance, and it therefore relates to an 

assessment of risk. [248](p.311) 

 

In the current study, trust was discussed in terms of regulatory stakeholders’ 

trust of researchers, the trust of provincial data centres by external data providers, and 

the public’s trust of the research community and those charged with safeguarding 

health information. Although a lack of patient and public trust has been identified as a 

barrier to data access elsewhere [238], the findings of this study suggested that trust 

between regulatory stakeholders and researchers was of greatest concern, particularly 

in NS and BC. This was evident in statements from regulatory stakeholders who 

expressed discomfort with disclosing data to less experienced researchers, concerns 

about the misuse and misrepresentation of data, as well as concerns about privacy 

violations (both unintentional and deliberate). This is consistent with the findings of van 
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Panhuis [159] who reported that where trust is lacking, data providers may anticipate 

potential misinterpretation, misuse, or abuse of the data. Trust of researchers was likely 

less of a concern in ON because ICES researchers had all undergone a minimum level of 

training, and because researchers did not typically receive individual-level data. 

Related to the notion of a “balance of trust”, when data providers or provincial 

data centres implement regulatory measures to increase their own trustworthiness, 

there is a risk of damaging the relationship with researchers [248]. This was evident in 

NS, where several researchers expressed that they perceived a mistrust of researchers 

by local regulatory stakeholders based on the level of scrutiny they were subject to 

when seeking access to data (i.e., extensive documentation, extremely detailed 

applications, and intense questioning by regulatory stakeholders). Such breakdowns in 

trust equate to a breakdown in the “lubricant” that keeps data access processes moving 

smoothly [249]. Researchers who feel unfairly scrutinized or perceived as untrustworthy 

may be deterred from working with administrative health data again in the future. 

With regard to building and maintaining trust between researchers and data 

providers, or the regulatory stakeholders who act on their behalf, the solution is 

complex. While one-on-one relationships were found to facilitate trust in the current 

study, Sexton et al [248] suggest that “standardized and impersonal mechanisms” for 

data access lead to fairer access compared to relying on personal relationships. At the 

same time, they acknowledge that a reliance entirely on standardized and impersonal 

mechanisms can limit researchers’ ability to access support. Given that trust relates to 

risk assessment, ensuring all researchers complete standardized training and possess 
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the knowledge and expertise required to access, analyze, interpret, and safeguard data 

(e.g., data literacy competencies [229]) may be an important first step toward achieving 

a balance of trust.  

Leadership 

The findings of the current study clearly pointed to the need for greater leadership from 

provincial governments, particularly in NS and BC. In NS, leadership relevant to 

administrative health data research was especially wanting, as evidenced by an absence 

of dedicated funding to HDNS, reluctance to enter into a long-term data sharing 

agreement with HDNS (and talks of terminating the existing data sharing agreement), 

and lack of follow-through on addressing key issues to improve access to data as 

identified by local stakeholders. In BC, PopData received funding from the provincial 

government, but at the same time, the strained relationship between the broader 

academic research community and the provincial government, the practical challenges 

of accessing data held across a myriad of organizations and health authorities, and the 

absence of health sector specific legislation had not been addressed. In all three 

provinces, including ON, variations in policies and process, capacity, and culture across 

external data provider organizations, would benefit from provincial leadership.  

Given the link between leadership and culture [240, 245, 246], leadership from 

the provincial government is integral to establishing a strong research culture within the 

province, where research evidence is valued and incorporated into decision-making and 

where resources are allocated to supporting research activity [250]. On a more practical 

level, provincial leadership is especially important given the fragmented nature of the 
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current data landscape, whereby data are held by a multitude of organizations spanning 

various sectors and legal entities—only the provincial government has sufficient 

authority to amend legislation, develop and enforce regulations, improve coordination 

across data provider organizations, and allocate provincial resources.  

Affecting change within the upper echelons of the provincial government is not a 

straightforward task, but it does not represent an insurmountable obstacle. Just as 

leaders have an impact on culture, “cultural norms define how a given nation or 

organizations will define leadership – who will get promoted, who will get the attention 

of followers” [240](p.7). Thus, bringing about change at the level of the provincial 

government can occur by bringing about a cultural shift within the broader public. 

Evidence indicates that when the public is appropriately informed, they are supportive 

of the use of their health data for research [232, 251]. By continuing to inform and 

engage the public in conversations about the benefits of the secondary use of health 

data for research, safeguards in place to ensure these data are protected, and the 

barriers to leveraging these data for the benefit for Canadians, a shift in the broader 

culture may occur that is subsequently reflected in the provincial government.  

5.2.3. Variations in the timeliness of data access 

Inter-provincial variations 

One of the overarching aims of this study was to gain insight into the underlying causes 

of inter-provincial variations in timely access to data. As cross-jurisdictional research has 

become more common in Canada, with funders increasingly requesting collaborations 

across jurisdictions, the practical challenges of working across borders have been 
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highlighted [22, 27, 28, 236]. As a result, much of the discussion around improving 

access to administrative health data in Canada has focused on addressing inter-

provincial variations in the timeliness of access to data in order to facilitate multi-

province research [21, 227, 236, 252, 253]. When conducting multi-province studies, 

inter-provincial variations in access to data may be expected to some extent given 

differences in the statutes governing access to administrative health data for research, 

and the ways in which these statutes may be interpreted and applied within each 

province. Nonetheless, there is cause for concern when variations in timeliness occur 

because of an uneven distribution of barriers to access, especially when this results in 

consistently longer data access timelines in some jurisdictions compared to others.  

Overall, there were fewer barriers to accessing administrative health data in ON 

compared to NS and BC, particularly when comparing studies involving only internal 

data holdings. This was a direct result of provincial leadership that recognized the value 

of administrative health data research. Unlike PopData and HDNS, which were 

established to facilitate access to administrative health data by academic researchers, 

ICES was established in ON at the behest of the provincial government specifically to 

leverage health data to facilitate health system improvement [87]. To this end, the 

provincial government demonstrated its support of ICES through the provision of core 

funding, and the designation of ICES as a prescribed entity under the provincial health 

information legislation. The availability of core funding, in addition to funds from 

research grants, combined with the ability to collect and use PHI without individual 

consent created the conditions for a highly productive research environment. This 
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allowed the organization to continually grow its operational capacity by expanding to 

additional sites, growing its membership, adding more datasets, and developing an 

additional data access pathway (i.e., DAS) which opened up access to a broader range of 

users.  At the same time, the policies and processes in place at ICES were indicative of a 

strong research culture [250]. Processes were streamlined such that researchers were 

not required to specify a minimum dataset, some studies were exempt from obtaining 

REB approval, the scope of PIA review was narrow and well defined, and amendments 

were not required in order to change or add a single variable within an approved 

database. Additionally, ICES scientists were required to have demonstrated experience 

working with ICES data or similar data from another jurisdictions, and to work with a 

mentor, helping to ensure all researchers had the required knowledge and expertise to 

access and work with administrative health data. Similar requirements did not exist at 

HDNS or PopData. 

Importantly, provincial data centres do not operate in isolation but are part of a 

larger, interconnected, and dynamic system including academic institutions, external 

data providers, and provincial governments. As such, the ability of provincial data 

centres to provide timely access to data and meet the needs of the research community 

more broadly, is impacted by many factors outside of their control, especially for studies 

requiring linkage to external datasets. As such, when comparing studies involving 

external data linkages, the differences between provinces become less pronounced.  

With that said, it is important to note that studies that involve an external 

linkage in NS or BC, may not require an external linkage in ON given ICES’ extensive 
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internal data holdings. As an example, in a hypothetical study of breast cancer care in 

ON and NS requiring breast screening data, cancer registry data, and physician billing 

data, would require two external linkages in NS (i.e., the linkage of physician billing data 

held by HDNS to breast screening data held by the IWK Health Centre and to cancer 

registry data held by NS Health). In contrast, no external linkages would be required in 

ON since these data are all part of ICES internal data holdings (based on the ICES data 

dictionary [254]). Given the time required to prepare the additional application 

documents, obtain the required approvals, and perform data extractions and linkage, 

and the increased likelihood of unexpected delays, the overall data access timeline 

would likely be much longer in NS than in ON. If external linkages were required in both 

provinces, this may not be the case. 

Intra-provincial variations  

Although the emphasis has been on inter-provincial variations in data access, this study 

found that substantial intra-provincial variations also occur. Stakeholder interviews 

revealed that data access timelines varied substantially within each case. Researchers in 

each case reported a wide range of data access timelines with some individuals 

reporting that they obtained access to data in a relatively short timeframe (e.g., 2-3 

months), while others reported protracted timelines (e.g., one or more years).  

Certainly, some of this variation was related to differences in the knowledge and 

expertise of the researchers themselves, which impacted the ability of individuals to 

prepare high quality applications and to navigate the data access process. However, 

individual researchers who had carried out multiple studies involving administrative 
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health data and had a range of experiences to draw from, reported substantial 

variations in timeliness between studies. These variations were reflective of the 

multitude of factors that affected access to data and could vary between studies—

including study design and methods (e.g., study complexity), the required reviews and 

approvals, knowledge and expertise of individual regulatory stakeholders, capacity and 

culture of relevant data provider organizations, as well as events happening in the 

broader context over which researcher and regulatory stakeholders had little to no 

control (e.g., health system reorganization, a worldwide pandemic)—causing the data 

access process to unfold differently for each individual study for reasons that could not 

always be anticipated and accounted for by the research team.  

As a result of this unpredictability, even experienced researchers with well-

designed studies often encountered unanticipated barriers when seeking access to data, 

resulting in delays in access, unanticipated costs, and in some cases, the receipt of 

datasets that did not meet the needs of the research team. More broadly, the inability 

to anticipate barriers and the impact on access hinders researchers’ ability to plan 

appropriately (e.g., to estimate overall timelines or total costs based on their past 

experiences or the experiences of others), further impacting their ability carry out the 

planned research within the required timeframe and budget. In other words, while the 

potential for delays is problematic from a research perspective, the unpredictability 

inherent in data access processes also presents a challenge. 
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5.3. Implications 

Despite a growing interest in the use of administrative health data for research, and 

concern among various stakeholder groups regarding the accessibility of these data 

across the country, empirical evidence has been lacking. Comprised largely of 

commentary and anecdotal accounts from individual research teams, and expert 

opinion, the existing literature suggests suboptimal access to administrative health data; 

however, to borrow a phrase from van Panhuis [159], these experiences and expertise 

“have not been translated into scientific evidence”. Thus, this study provides an 

empirical basis to inform both discourse and action on this topic. 

Specifically, the findings of this study may be used to inform ongoing data 

initiatives, including the Strategy for Patient Oriented Research Canadian Data Platform 

(SPOR-CDP) [227, 252]. The SPOR-CDP was established in 2019 by the Health Data 

Research Network Canada (HDRN) who received $81 million dollars in funding from 

CIHR and partners. The aim of the initiative is to “become a distributed network that 

facilitates and accelerates multi-jurisdictional research in Canada” [227]. To address 

challenges related to data access, the Data Access Support Hub (DASH) was developed 

and implemented in 2020 [255]. Through the DASH, researchers embarking on multi-

jurisdictional research can access a central data access coordination team to help them 

navigate the data access processes in each jurisdiction. The central coordination team 

facilitates communication between researchers and participating data centres in each 

jurisdiction (which include HDNS, PopData, and ICES). 
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The SPOR-CDP and DASH are currently in the early stages of implementation and 

their impact on the conduct of multi-jurisdictional research is not yet well understood. 

However, the findings of this study suggest that efforts to improve access to 

administrative health data across jurisdictions in Canada must occur in conjunction with 

efforts to identify and address the underlying barriers to accessing data within individual 

jurisdictions. Without a comprehensive strategy to address what is happening at the 

level of the individual provinces and territories, initiatives to improve access to data 

nationally are unlikely to achieve the desired aims. This study may provide the impetus 

for HDRN membership to undertake such efforts, as well as provide a framework for 

identifying factors affecting access to administrative health data in each participating 

province to improve harmonization across the network. 

A second initiative to which the findings of this study may be relevant is the Pan-

Canadian Health Data Strategy [256]. Led by the Public Health Agency of Canada (PHAC), 

and motivated by the COVID-19 pandemic, the aim of the Strategy is to “support the 

effective creation, exchange, and use of critical health data for the benefit of Canadians 

and the health and public health systems they rely on” [257]. In their most recent 

report, the Strategy’s Expert Advisory Group [258] recommended the implementation of 

a Canada-wide learning health system, with action at the provincial level guided by a 

common set of principles. One of the guiding principles is the need for timely access to 

data by researchers and other health system stakeholders. This study highlights a range 

of barriers relevant to administrative health data that should be considered when 

developing provincial data strategies.  
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The findings of this study also have far-reaching implications for a range of other 

stakeholder groups. For researchers, the typology of factors affecting access to 

administrative health data for research identified in this study provides a framework 

that may be used to examine access to data in other Canadian or international 

jurisdictions, or who are interested in adapting it to other types of health data. The 

findings may also be of relevance to the funders of health research in Canada. For all 

funders, a better understanding of what’s happening “on the ground” can inform 

funding calls by ensuring that the funding timeframes and amounts are sufficient to be 

inclusive of administrative health data research. Moreover, funders may also have a role 

in addressing the barriers identified in this study. For example, federal funding bodies 

wield a great deal of influence within the research community, which can be used to 

bring about positive change (e.g., to enforce mandatory training requirements, develop 

national best practices document, etc.). As the most comprehensive study of access to 

administrative health data in Canada to date, the findings of this study may be of 

particular interest to CIHR given their substantial investments in national data initiatives 

[227, 252]. Additionally, regulatory stakeholders and decisions-makers within 

organizations who are responsible for the regulation and oversight of administrative 

health data (e.g., within provincial data centres, or external data provider organizations) 

may use the findings of this study to develop, implement, and evaluate strategies to 

improve access to administrative health data, or health data more broadly, within their 

respective organizations. Finally, the findings of this study may help support efforts to 

improve data access in jurisdictions outside of Canada where data access challenges 
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exist [219, 220, 238, 259], particularly in those that employ a similar governance 

framework (i.e., an institution-based research ethics model intersecting with 

information legislation regulating the access, use, and disclosure of personal health 

information for research purposes). 

5.4. Strengths and limitations 

5.4.1. Strengths 

This study had many strengths, several of which were related specifically to the 

methodology. First, the use of case study methodology provided a framework for 

interprovincial comparisons that was not available via other qualitative approaches. 

Multiple case study facilitated the identification of commonalities across cases and 

provided a means to explore differences. Moreover, the inclusion of multiple cases 

provided a range of contexts under which the study findings held true, contributing to 

the robustness of study findings [183] and facilitating the discovery of the fundamental 

aspects of the phenomena [194]. A second methodologic strength was the focus on a 

small number of purposefully selected cases [182], which allowed the researcher to 

develop an in-depth understanding of each case, to explore the heterogeneity that 

existed within each case, and to consider the impacts on the phenomenon of interest. 

The use of multiple data sources, including interviews with research and regulatory 

stakeholders with diverse experiences and perspectives, allowed the researcher to 

identify the multi-level factors affecting access to administrative health data for 

research and improved rigor by enabling the triangulation of data sources [183].  
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The study was also strengthened by the collective expertise of the researcher 

and committee, who had extensive experience working with administrative health data 

locally and across provinces (CK, GP, RU, AL) and legal expertise regarding the regulation 

of health data, both broadly and in the context of research (EG). Familiarity with 

provincial data centres across the country, as well as known differences in the 

regulatory policies and processes across provinces, facilitated case selection. In addition, 

an awareness of individuals across the country with experiencing working with 

administrative health data facilitated recruitment through the identification of key 

informants. The researcher (CK) was particularly familiar with issues related to data 

access as someone who frequently sought access to administrative health data for 

research, as well as a longstanding member of the HDNS DAC. This was conducive to 

obtaining rich interview data and facilitated data analysis and interpretation through an 

improved ability to generate concepts and theoretical insights from the data and to 

make meaning of these ( i.e., provided “theoretical sensitivity”)[260]. 

Related to data collection, this study relied entirely on qualitative data collection 

and analysis and did not attempt to quantify the timeliness of data access (e.g., the 

amount of time required to obtain data access approvals or gain access to a research 

dataset). While this may be viewed as a study limitation, there were several reasons for 

focusing on qualitative data. First, the provincial data centres included in this study did 

not all routinely capture timeliness data at the time this study was undertaken. Second, 

even where timeliness data were available from the provincial data centre, such data 

represented only a portion of the total data access timeline. For example, any time 
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spent by the research team preparing the study protocol or data access applications or 

meeting with data providers would not have been captured. Third, even if all data 

provider organizations captured complete timeliness data, it was not within the scope of 

this study to calculate data access timelines for individual projects across multiple data 

providers. Moreover, it would not be feasible to do so, given the potential number of 

projects that would have to be examined (i.e., approximately 1000 at ICES annually [207, 

208]). Finally, this study was not focused on understanding the factors affecting 

timelines, but rather sought to understand access more broadly, including the context 

and circumstances that impact access. In other words, quantifying the timeliness of data 

access was not feasible, nor was it necessary to address the study objectives. In fact, the 

findings suggest that quantifying the timeliness of data access would have been a 

fruitless effort given the intra-provincial (and indeed, intra-researcher) variations in 

access. 

5.4.2. Limitations 

This study was underpinned by pragmatism; however, interpretivism may have allowed 

the researcher to examine the role of the socio-historical context in which each research 

system evolved in greater depth as well as the implications for data access. Additionally, 

an interpretive approach may have been more conducive to theory development by 

permitting the researcher to delve more deeply into the relationships between factors 

even where these connections were not explicitly articulated by participants. The 

findings of this study reflect the policies and processes that were in place during the 
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study timeframe and do not capture changes that may have occurred within each 

province since the completion of data collection (July 2021).  

Additional limitations are related to recruitment—specifically, the introduction 

of participant bias, and limited recruitment of regulatory stakeholders. During 

recruitment, the researcher set out to capture a wide range of individual experiences 

with accessing administrative health data for research. When recruiting research 

stakeholders, the aim was to purposefully recruit individuals with a range of roles and 

different levels of experience, and to invite both those who were successful in obtaining 

access to data for research, and those who were not. Except for one individual, the 

research stakeholders who participated in the study had all been successful in carrying 

out studies using administrative health data during the study timeframe (2015/16-

2020/21). While regulatory stakeholders in all cases were adamant that data access 

applications were rarely rejected, this study did not address situations wherein 

researchers were deterred from attempting to pursue access, where access to data was 

not pursued beyond the feasibility stage, or where applications were withdrawn. This 

may have introduced recruitment bias—the research team’s ability to purposively 

recruit research stakeholders relied on their awareness of individuals in each province 

who were engaged in research using administrative health data, and on the 

identification of potential participants from institutional/organization websites (i.e., 

those listed as having administrative health data experience or expertise). As such, the 

recruitment process was biased towards identifying those who had an established track 

record of successfully obtaining access to data, which is reflected in the study findings. It 
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is therefore likely that researcher experiences with accessing data are not as positive as 

depicted in this study.  

One of the main challenges of conducting this study was participant recruitment. 

Originally, the goal was to recruit 20 individuals for each case (10 regulatory 

stakeholders and 10 research stakeholders), with the final number of study participants 

based on reaching theoretical saturation. Ultimately, a total of 46 participants were 

recruited. As anticipated, recruitment in NS proceeded without issue, likely due to the 

researcher and members of the research team being based locally (i.e., in Halifax and at 

Dalhousie University). Recruitment in BC and ON was much more difficult. Although this 

was expected to some extent as a result of the researcher being less well-known in 

these provinces, COVID-19 created additional challenges. Recruitment in BC and ON 

coincided with surges in COVID-19 cases in each province, which likely impacted the 

ability of individuals to participate in research. This led to fewer participants being 

recruited in BC and ON (14 in each). Recruitment in BC may also have been impacted by 

a reluctance to discuss the events that had transpired at the BC Ministry of Health (i.e., 

those set out in the “Misfire” report [218]). While every attempt was made to reach 

theoretical saturation, it is possible that due the low number of participants, particularly 

from the regulatory stakeholder group in BC (n=5), important key informant 

perspectives may not have been captured.  

Finally, the study design was such that key stakeholders were excluded from the 

study. Within each case, there were two embedded units of analysis representing 

distinct stakeholder groups (i.e., research stakeholders and regulatory stakeholders). 
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This approach was taken to capture the unique perspectives of each group toward 

identifying the full range of factors affecting access to data. Unfortunately, this 

approach resulted in the exclusion of an important stakeholder group—data centre 

analysts. The role of these individuals differs from that of both researchers and 

regulatory stakeholders and they have a great deal of influence with regard to how the 

data access process unfolds, especially from the time of approval to receipt of data. By 

not including this stakeholder group, important factors affecting access may have been 

missed. Nonetheless, the inclusion of individuals from a range of regulatory roles in each 

case, combined with researcher perspectives and case documents, facilitated the in-

depth examination of each case, and the identification of a wide range of factors 

affecting access to administrative health data for research across three provinces, which 

may be refined through additional inquiry.  

5.5. Researcher reflexivity 

5.5.1. Acknowledging and examining assumptions and biases 

In qualitative research, where the researcher functions as the data collection 

instrument, researchers are encouraged to identify and explicitly set out their 

assumptions and biases through a process of critical self-reflection referred to as 

reflexivity [173, 182, 261]. As part of this process, the researcher discusses their 

experiences with the phenomenon at hand, and reflects on how these experiences may 

impact the study [173]. This facilitates the transparency of research [173, 182] and 

subsequently contributes to the credibility of the researcher and trustworthiness of the 

research itself [194]. In the following paragraphs, I describe how my personal 
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experiences led to my decision to study access to administrative health data for 

research and the impacts on various aspects of the study. 

In 2010, I accepted a position as a Project Coordinator for a grant-funded 

research program (the Cancer Outcomes Research Program [COR]) situated at Dalhousie 

University and NS Health. As part of this role, one of my responsibilities was to obtain 

the approvals required to access linked administrative health data for research purposes 

(e.g., approvals from REBs, data access committees, privacy officers, etc.). When the 

Personal Health Information Act [149] came into force in 2013, there was concern within 

the local research community with regard to how the legislation would impact health 

research in NS. Information sessions that I attended within Capital Health (now Central 

Zone, NS Health) about the upcoming implementation of the Personal Health 

Information Act indicated that new policies and processes were being put into place and 

suggested a move toward more stringent controls around the collection, use, and 

disclosure of PHI for research purposes. With direct implications for my role as Project 

Coordinator and knowing that similar legislation already existed in other provinces, I 

began searching for information about how the enactment of legislation was impacting 

research elsewhere in Canada. What I discovered was an international body of 

literature, in which researchers described various challenges related to accessing health 

data for research purposes, and numerous critiques of information legislation, which 

cemented my interest in learning more about the impacts of information legislation on 

health research in Canada. 
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At the outset of my studies, I was admittedly focused on information legislation 

and establishing that research was not being treated “fairly”. Shortly thereafter, within 

the first year of my studies, I was invited to become a member of the Data Access 

Committee (DAC) at HDNS, the research unit at Dalhousie University that houses a 

provincial administrative health data repository in NS [17]. From the time I joined the 

DAC, to finalizing my research questions and objectives, my perspective changed 

substantially. Sitting on the other side of the table, I saw that there was huge variation 

in terms of researchers’ understanding of administrative health data, the provincial 

legislation, and the safeguards that must in place when accessing these data for 

research. Whereas early on I was concerned that data were being over-regulated to the 

extent that research would be hindered, my experience on the DAC allowed me to 

develop a greater appreciation of the need for privacy protections for patient 

information and the role of oversight bodies in ensuring that privacy is protected. My 

research question evolved, focusing not on establishing information legislation as 

problematic, but on understanding the multitude of factors that impact access to 

administrative health data for research (though I remained particularly interested in the 

role of legislation).  

By the time I started data collection for this study, I had been in my Project 

Coordinator role at COR for 10 years, and on the DAC for five. I had submitted a number 

of data access applications for COR studies, both NS-specific and multi-provincial, and 

reviewed dozens more as a DAC member. Through these experiences, I developed 

relationships with other researchers in NS who worked with administrative health data, 



170 
 

as well as various individuals involved in the regulation and oversight of access to 

administrative health data for research. Multi-provincial collaborations allowed me to 

connect with other researchers across the country, and to gain insight into data access 

policies and processes in different provinces. Taken together, these experiences 

impacted my research in several ways. I was better prepared to select cases from which 

I could learn the most (see section 3.2.2). My ability to recruit was also improved 

because of the relationships I had within the research community and my research track 

record, which I believe lent credibility to the study. When it came to doing the 

interviews, my knowledge of the subject matter, and confidence in that knowledge, was 

invaluable—I was able to engage with participants at their level, to probe appropriately, 

and elicit rich responses. I also felt that my own experiences, as both a researcher and a 

DAC member, gave me a certain level of credibility, and allowed me to establish a 

rapport with participants. Rather than being perceived as an outsider, I felt that 

participants were excited to share their perspectives with someone who understood the 

work they did and the challenges they faced, which was reflected in their candor. 

Finally, my knowledge and experiences facilitated data analysis and interpretation by 

improving my ability to generate concepts and theoretical insights from the data and to 

make meaning of these (i.e., provide improved “theoretical sensitivity”)[260].  

 With such proximity to the topic being studied, especially to the NS case, one 

challenge of conducting this work was to be cognizant of and mitigate the impact of my 

own personal biases on the findings. Admittedly, I have experienced challenges when 

attempting to access administrative health data for research in Nova Scotia. While these 
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challenges are, in part, what led me to pursue this particular area of study, many of my 

biases were mitigated by my involvement with the HDNS DAC and gaining an 

understanding of and appreciation for data access governance—an appreciation that 

grew over the course of this study. As such, I entered into data collection and analysis 

with the aim of understanding, rather than “grinding an axe”. Nonetheless, I have taken 

appropriate steps to ensure that the findings presented in this document are 

representative of the experiences and perspectives of study participants and to 

minimize any unconscious biases that may impact my representation of the data. These 

steps are outlined in detail in Section 3.2.5 (‘Ensuring rigor and trustworthiness’).  

5.5.2. Reflections on the use of pre-existing theory (or lack thereof)  

In reflecting on the work outlined in this document, I would also like to take this 

opportunity to acknowledge that this study was not informed by a pre-existing theory 

and provide some insight as to why. In qualitative research, pre-existing theory is 

commonly used as a lens through which the phenomenon of interest can be viewed and 

understood. From a practical perspective, the use of pre-existing theory can also help 

guide analysis, providing concepts and domains that may be incorporated into the 

coding framework, and highlighting relationships between these. For these reasons, I 

initially sought out a theory (or theories) that might be helpful in guiding the planned 

research, however, I was unsuccessful in identifying a theory that felt like a good “fit”. 

This was likely due to several factors, including the interdisciplinary nature of the study 

and the difficulty of identifying prior theory spanning the relevant disciplines (i.e., 
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medicine, law, and epidemiology), as well as the overall lack of empirical research on 

the topic of access to administrative health data.  

 After much consideration, and consultation with my committee, I decided to 

proceed without the use of a pre-existing formal theory to inform the study. While there 

were times when I questioned the decision to embark on a study of this size and scope 

without the benefit of a theoretical lens to give shape and structure to the data—

especially given the vast (and at times, overwhelming) amount of data collected—I 

believe I was justified in doing so. While the use of pre-existing theory to inform 

research is often considered to be the more rigorous approach, it is not always 

appropriate, particularly when there is a lack of pre-existing theory to facilitate 

deduction. This has been discussed at length by Locke [262], who also argues that the 

emphasis on using pre-existing theory can result in the premature selection and 

application of theories before the researcher has sufficient understanding of the 

phenomenon being studied to assess their utility. The use of an inductive analytic 

approach was therefore appropriate and ensured that the study findings were grounded 

in the data and reflective of the experiences and perspectives of key informants with 

firsthand knowledge relevant to access to administrative health data for research in 

Canadian settings.     

5.6. Ethical considerations 

The consent process for this study was carried out in accordance with the general 

consent principles outlined in the TCPS 2 [112]. All individuals who participated in this 

study provided written, informed consent. Consistent with the ethical principle that 
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consent be treated as a process rather than a one-time occurrence, consent was also 

confirmed verbally prior to the start of key-informant interviews, and participants were 

informed that they could withdraw consent at any point during the interview. 

During the consent process, participants were informed of the potential risks of 

participating, which were primarily related to participant privacy and confidentiality. In 

the consent form, the researcher’s commitment to protecting participant privacy and 

confidentiality was emphasized, and the strategies used to mitigate the risk of 

identification were described; However, the following required disclaimer was also 

included: “Even though the risk of identifying you from the data is very small, it can 

never be completely eliminated”. Early on in the study, it became evident to the 

researcher that this potential risk was of great concern to participants. Due to these 

concerns, many individuals requested assurances from the researcher that their privacy 

and confidentiality would be protected prior to participating. The researcher explained 

that as someone working in this space themselves, they understood and appreciated 

participant concerns, assured participants that every effort would be made to minimize 

the risk of identification, and reiterated the specific steps that would be taken to 

mitigate risk. All participants subsequently proceeded to participate in their scheduled 

interview.  

 Due to these participant concerns, particular care was taken during the 

preparation of this document not to provide information about participants that could 

compromise privacy and confidentiality. For example, the description of key informants 

provided in the results (section 4.1.1.) provides only a high-level summary of key 
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informant characteristics and does not provide a breakdown of characteristics by 

province or identify the role of key informants within their organizations. In addition, 

illustrative quotes were selected carefully, and potentially identifying information was 

masked or removed, to help prevent the identification of individuals from the data. 

A discussion of ethical considerations in the context of this study must also 

address the researcher’s relationship to the study topic. As part of their role as an 

employee with the Cancer Outcomes Research Program at NS Health, the researcher 

has been involved in various provincial and national studies involving administrative 

health data, and frequently requested access to data from HDNS and other data 

providers. The researcher has also served as a member of the HDNS DAC for nearly eight 

years. As described in Section 5.5. (‘Researcher reflexivity’), these experiences 

strengthened the study by improving the researcher’s ability to identify potential key 

informants during the recruitment process, conduct in-depth interviews, and analyse 

and interpret data.  

Importantly, these combined experiences also mitigate any perceived conflicts of 

interest on the part of the researcher. As someone who obtains access to administrative 

health data for research, and who has experienced challenges when attempting to 

access data in the past, it could be argued that the researcher has a vested interest in 

producing a report that recommends minimizing barriers to accessing administrative 

health data for research purposes. While this may be true to a certain extent, it may also 

be argued (and is indeed being argued here) that the researcher’s dual role, as someone 

who obtains access to administrative health data for research and as someone involved 
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in the regulation of access to these data for research, ideally positioned the researcher 

to conduct this study. That is, the researcher’s interests in minimizing barriers to 

accessing data are balanced by their understanding of the importance of privacy 

protection in the context of health data and appreciation for appropriate oversight 

relevant to data access. In addition to bringing a balanced perspective to the research, 

appropriate strategies were used to ensure the findings accurately reflect the 

experiences and perspectives of key informants rather than the researcher (as described 

in section 3.2.5). 

5.7. Dissemination plan and next steps 

5.7.1. Dissemination of findings 

For each of the cases included in this study, a summary of case-specific findings will be 

prepared and shared with the key informants who participated in the study, and other 

individuals in leadership and decision-making roles relevant to each case (i.e., within 

each provincial data center and provincial department/ministry of health). The 

researcher will offer to meet with these individuals to discuss findings and will present 

findings to relevant stakeholder groups (e.g., data center staff) if requested.  

Findings will also be presented at conferences and other academic symposia. At 

the national level, presentations will be sought at the Canadian Association of Health 

Services and Policy Research (CAHSPR) Annual Conference, as well as the annual 

Government of Canada (GC) Data Conference. To reach an international audience, 

presentations will also be sought at the bi-annual International Population Data Linkage 
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Conference. Abstracts may be submitted elsewhere as additional conferences and 

meetings are announced.  

In addition to the study protocol, which was published in the International 

Journal of Population Data Science in 2021 (see Section 1.1. for copyright 

acknowledgement and details), several additional manuscripts are currently planned for 

publication in scientific journals. A pair of companion manuscripts will be prepared, 

which will focus on data access challenges (based on Section 3.2), and factors affecting 

access to administrative health data for research (based on Section 3.3). Additional 

manuscripts focusing on specific categories of factors will also be submitted for 

publication, which will allow a more detailed discussion of the individual factors within 

each of these categories, and the implications for data access. At this time, one 

manuscript focusing solely on the regulatory factors and another focusing solely on 

organizational factors are planned. Potential journals for submission include the 

International Journal of Population Data Science, Health Research Policy and Systems, 

and Healthcare Policy (an initiative of CIHR and CAHSPR). Published manuscripts, along 

with executive summaries, will be circulated to individuals in leadership roles at CIHR 

(specifically at the Institute of Health Services and Policy Research (IHSPR)), each of the 

CIHR SPOR Support Units, HDRN Canada, and the Pan-Canadian Data Strategy.   

5.7.2. Stakeholder dialogues 

In addition to traditional dissemination activities, the researcher will seek additional 

funding to conduct a series of deliberative dialogues (three in total) with the aim of 

developing stakeholder-informed actionable recommendations for addressing the 
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identified barriers to access to administrative health data for research. Deliberative 

dialogues bring relevant stakeholders together to review the evidence on a specific topic 

or problem, identify potential solutions, and discuss implementation considerations 

[263, 264]. Each dialogue will address the following question: “What can we do to 

improve access to administrative health data for research while ensuring patient privacy 

is protected?”. The researcher has prior experience organizing and facilitating 

deliberative dialogues using the stakeholder dialogue approach developed by the 

McMaster Health Forum [265]. Consistent with this approach, the following activities 

will be undertaken: 

1) Preparation and circulation of an “evidence brief”—A document containing relevant 

research evidence on the topic of access to administrative health data will be 

prepared and circulated to dialogue invitees. This will include research specific to 

the Canadian context (including the findings of the current study) as well as 

international peer-reviewed studies. This document will be circulated a minimum of 

two-weeks prior to the dialogue, providing invitees with time to review the content 

and ensuring that all invitees have a baseline understanding of relevant topics (e.g., 

the strengths and limitations of administrative health data, how these data are 

governed and accessed, barriers to access, etc.) and are prepared to engage in 

discussion. 

2) In-person event—A total of 20-22 stakeholders will be invited to attend each in-

person deliberation event. Stakeholders will include members of the public, 

researchers and research staff who work with administrative health data, and 
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relevant decision-makers at the provincial and federal levels, including data 

custodians (e.g., health authority leaders), and government and funding agency 

representatives. Each event will be conducted over the course of two days and be 

organized into four deliberations, starting with a general discussion of the problem, 

and working toward the development, ranking, and refinement of actionable 

recommendations to address the problem. Facilitators will be present to guide each 

deliberation and capture key discussion points and recommendations. The four 

deliberations will address the following questions: 

• Deliberation 1—What are the barriers to accessing administrative health data in 

Canada for research? 

• Deliberation 2— What are some potential strategies for addressing these 

barriers?  

• Deliberation 3— What are the implications of implementing these solutions? 

• Deliberation 4— What are some actionable recommendations to address the 

barriers to access to administrative health data for research, without 

compromising patient privacy?  

3) Dialogue summary—For each of the three stakeholder dialogues, a report will be 

prepared that summarizes the discussion that took place during each of the four 

deliberations, highlighting the recommendations with the highest ranking. These 

individual reports will be collated into a single document that will subsequently be 

distributed to invitees and other relevant stakeholders, including decision-makers 

with the authority to implement stakeholder recommendations.  
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A stakeholder dialogue will be held in each of the three provinces included in this 

study (NS, BC, and ON), and will involve local partnerships (e.g., with the provincial data 

centres and other organizations or individuals) as appropriate. While the primary aim of 

these dialogues is to inform action, the process will also facilitate the dissemination of 

findings to relevant stakeholders, improve stakeholders’ understanding of 

administrative health data research and the challenges and barriers relevant to data 

access, and serve as an opportunity to foster trust between stakeholder groups.  

5.7. Recommendations for future research 

The findings of the current study point to the opportunity for additional research in 

several areas. First, given that this study is the first to develop an empirically based 

typology of factors affecting access to administrative health data for research, a 

reasonable next step would be the application of this framework to the study of access 

to administrative health data in other jurisdictions with the aim of developing a mid-

range theory or explanation of data access. As the first in-depth study of factors 

affecting access to administrative health data for research in Canada, the current study 

is not the “final word” on the factors affecting access to administrative health data, but 

a basis for additional inquiry and theory development. Second, future research may 

focus on the development of context-specific strategies to address each of the specific 

barriers through the engagement of relevant stakeholders (e.g., via stakeholder 

dialogues as described above). Although a range of strategies were proposed in this 

document, additional work is required to identify the most appropriate strategies and 

how they may be adapted for different contexts. Third, given the challenges associated 
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with external linkages, additional investigation into the organizational culture of 

external data providers relevant to sharing PHI for research is required. Given the 

complexity of the concept of organizational culture, as well as the broad range of 

organizations that comprise the data landscape, the potential for greater learning exists. 

A fourth area of potential inquiry is whether and to what extent current challenges and 

barriers associated with accessing administrative health data may deter researchers 

from pursuing administrative health data research. While this question was not 

explored in the current study, it would provide a more complete understanding of the 

implications of the current approach to regulating access to administrative health data 

for research while providing insight into the issue of data non-use, which has been 

identified as a current gap in the literature [266]. 

5.8. Conclusion 

Administrative health data can be used to support decision-making at all levels of the 

healthcare system (i.e., clinical, administrative, and policy), but only if they can be 

accessed. While there has been a growing body of literature indicating barriers to data 

access in Canada, this literature has lacked empirical evidence to understand current 

issues, including delays and variations in the timeliness of access, and to develop 

appropriate strategies to improve access. Through the use of a qualitative multiple-case 

study of three provinces, this gap was addressed.  

This study found that access to administrative data was suboptimal in all three 

cases with respect to timeliness, costs and data quality. Eight key barriers to optimal 

access were identified. While some of the identified barriers may be relatively 
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straightforward to address (e.g., improving stakeholder knowledge and expertise), 

addressing leadership and organizational culture will require complex interventions to 

bring about substantial and sustainable long-term change. At the same time, barriers 

were not distributed evenly across provinces, providing insight into interprovincial 

variations in the timeliness of access to data and highlighting the need for context-

specific strategies to improve access.  

As the first in-depth study examining factors affecting access to administrative 

health data for research in Canada, this study provides evidence that may be used to 

inform efforts to optimize access to administrative health data for research within and 

across provinces. As such, the findings of this study may have implications for a range of 

stakeholders, including researchers who access and use administrative health data, 

those who have roles in the oversight and regulation of access to data, individuals 

engaged in ongoing efforts to improve access to data, and the funders of health 

research. Finally, the finding of this study may be relevant to jurisdictions outside of 

Canada that employ a similar regulatory framework for administrative health data 

research. 

Future research may focus on further exploring the relationships between the 

various factors identified in this study toward the identification of a mid-range theory or 

explanation of data access, developing context-specific strategies for improving access 

to data, examining organizational culture relevant to administrative health data 

research, and gaining an improved understanding of the extent to which current 
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challenges and barriers to data access act as a deterrent from seeking access to 

administrative health data. 
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APPENDIX B: Legislation involved in the regulation of personal health 

information in Canada 

Jurisdiction Information Legislation Sector 

Canada Privacy Act [130] Public 

Personal Information Protection and Electronic Documents 
Act [131] 

Private 

British 
Columbia 

Freedom of Information and Protection of Privacy Act [142] Public 

Personal Information Protection Act [267] Private* 

E-Health (Personal Health Information and Protection of 
Privacy) Act [140] 

Health  

Alberta Freedom of Information and Protection of Privacy Act [268] Public 

Health Information Act [145] Health  

Saskatchewan Freedom of Information and Protection of Privacy Act [269] Public 

Health Information Protection Act [154] Health 

Manitoba Freedom of Information and Protection of Privacy Act [270] Public 

Personal Information Protection and Identity Theft 
Prevention Act [271] 

Private 

Personal Health Information Act  [146] Health 

Ontario Freedom of Information and Protection of Privacy Act [272] Public 

Personal Health Information Protection Act [147] Health* 

Quebec Act Respecting Documents Held by Public Bodies and the 
Protection of Personal Information [144] 

Public 

Act Respecting the Protection of Personal Information in the 
Private Sector [273] 

Private* 

Act Respecting the Sharing of Certain Health Information 
[274] 

Health 

New 
Brunswick 

Right to Information and Protection of Privacy Act [275] Public 

Personal Health Information Privacy and Access Act [148] Health* 

Nova Scotia Freedom of Information and Protection of Privacy Act [276] Public 

Personal Information International Disclosure Protection Act 
[277] 

Public 

Personal Health Information Act [149] Health* 

Prince Edward 
Island 

Freedom of Information and Protection of Privacy Act [278] Public 

Health Information Act  [150]  Health 

Newfoundland 
and Labrador 

Access to Information and Protection of Privacy Act [279] Public 

Personal Health Information Act [151] Health* 

Yukon Access to Information and Protection of Privacy Act [280] Public 

Health Information Privacy and Management Act [153] Health 

Northwest 
Territories 

Access to Information and Protection of Privacy [281] Public 

Health Information Act [152] Health 

Nunavut Access to Information and Protection of Privacy Act [139] Public 

*Legislation has been declared substantially similar to PIPEDA [282]. 
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APPENDIX C: Comparison of how “identifiable” information is addressed 

in provincial/territorial legislation 

Province/ 
Territory 

Legislation Terms used Definition 

AB Health 
Information 
Act [145] 

individually 
identifying  

identity of the individual can be readily 
ascertained from the information 

non-identifying  identity of the individual cannot be 
readily ascertained from the information 

MB Personal 
Health 
Information 
Act [146] 

identifiable  not defined 

SK Health 
Information 
Protection 
Act [154] 

de-identified  any information that may reasonably be 
expected to identify an individual has 
been removed 

ON Personal 
Health 
Information 
and 
Protection of 
Privacy Act  
[147] 

identifying information that identifies an individual 
or for which it is reasonably foreseeable 
in the circumstances that it could be 
utilized, either alone or with other 
information, to identify an individual 

de-identified  information that identifies the individual 
or for which it is reasonably foreseeable 
in the circumstances that it could be 
utilized, either alone or with other 
information, to identify the individual has 
been removed 

NB Personal 
Health 
Information 
Privacy and 
Access Act 
[148] 

identifying  information that identifies an individual 
or for which it is reasonably foreseeable 
in the circumstances that it could be 
utilized, either alone or with other 
information, to identify an individual 

de-identified  information from which all identifying 
information has been removed 

NS Personal 
Health 
Information 
Act [149] 

identifying  information that identifies an individual 
or, where it is reasonably foreseeable in 
the circumstances, could be utilized, 
either alone or with other information, to 
identify an individual 

de-identified  information that has had all identifiers 
removed that identify the individual, or 
where it is reasonably foreseeable in the 
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Province/ 
Territory 

Legislation Terms used Definition 

circumstances, could be utilized, either 
alone or with other information, to 
identify the individual 

PEI Health 
Information 
Act [150]  

identifying  information that identifies an individual 
or which it is reasonably foreseeable in 
the circumstances could be utilized, 
either alone or with other information, to 
identify an individual 

de-identified  information that has been stripped, 
encoded or otherwise transformed so as 
to ensure that the identity of the 
individual who was the subject of the 
personal health information cannot be 
readily ascertained from the de-identified 
information 

NL Personal 
Health 
Information 
Act [151] 

identifying information that identifies an individual 
or for which it is reasonably foreseeable 
in the circumstances that it could be 
utilized, either alone or together with 
other information, to identify an 
individual 

non-identifying not defined 

YK Health 
Information 
Privacy and 
Management 
Act  [153] 

identifying information that identifies the individual 
or that it is reasonable to believe could be 
used, either alone or with other 
information, to identify the individual 

non-identifying information that is not identifying 

NWT Health 
Information 
Act  [152] 

identifies an 
individual 

not defined 

non-identifying not defined 

Abbreviations: AB=Alberta; MB=Manitoba; SK=Saskatchewan; ON=Ontario; NB= New 
Brunswick; NS=Nova Scotia; PEI=Prince Edward Island; NL=Newfoundland; YK=Yukon; 
NWT=Northwest Territories. 
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APPENDIX D: Comparison of case study approaches 

 Stake 
[184, 185, 187] 

Merriam 
[182, 188] 

Yin 
[181, 183, 189, 190] 

When use of 
case study is 
appropriate 

▪ the unit of study is 
case 

▪ the unit of study is 
case 

▪ the research 
question is “how” or 
“why”  

▪ the researcher has 
no control over 
behavioral events 

▪ the focus is on 
contemporary 
events rather than 
historical 

Definition of 
case study 

▪ the study of the 
particularity and 
complexity of a 
single case, coming 
to understand its 
activity within 
important 
circumstances 

▪ an in-depth 
description and 
analysis of a 
bounded system 

 

▪ empirical inquiry 
that investigates a 
contemporary 
phenomenon in 
depth and within its 
real-life context, 
especially when the 
boundaries between 
phenomenon and 
context are not 
clearly evident 

Definition of 
case 

▪ a complex, function 
thing or integrated 
system 

▪ e.g. individuals, 
programs, or 
organizations 

▪ bounded system 
▪ e.g. individuals, 

institutions, and 
policies 

▪ ranges from 
concrete to abstract 

▪ e.g., people, 
programs, 
communities, 
processes, 
relationships 

Questions 
addressed 

▪ “issue questions” ▪ not limited to a 
particular type  

▪ “how” and “why” 
questions 

Types of case 
studies 

▪ intrinsic 
▪ instrumental 
▪ collective  

▪ intrinsic 
▪ instrumental 
▪ historical 
▪ observational 
▪ life histories 
▪ multi-site 

▪ single holistic 
▪ singe embedded 
▪ multiple holistic 
▪ multiple embedded 

Case selection ▪ based on maximizing 
the knowledge 
gained 

▪ based on 
maximizing the 
knowledge gained 

▪ individual cases 
chosen based on 
what will yield the 
best data 
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 Stake 
[184, 185, 187] 

Merriam 
[182, 188] 

Yin 
[181, 183, 189, 190] 

▪ in multiple case 
study, cases chosen 
based on replication 
logic 

Data 
collection 
methods 

▪ multiple methods 
▪ prefers interviews, 

observation, and 
document review 

▪ other methods may 
be used  

 

▪ any and all 
methods can be 
used 

▪ identifies 
interviews, 
observation, and 
document review 
as particularly 
useful for 
qualitative research 

 

▪ identifies six 
methods that are 
commonly 
employed in case 
study: direct 
observation, 
participant 
observation, 
interviews, 
documents, archival 
records, and 
physical artifacts 

Analytic 
approach 

▪ interpretive 
approach 

▪ relies on direct 
interpretation and 
categorical 
aggregation 

▪ may involving coding 
and correspondence 
tables 

▪ views analysis as an 
art rather than 
science 

 

▪ interpretive 
approach 

▪ views analysis as 
inductive and 
comparative 

▪ recommends a  
systematic 
approach involving 
coding and 
categorization  

▪ acknowledges 
other approaches 
may be used 

 

▪ structured, detailed, 
and informed by 
experimental design 

▪ identifies case-study 
specific analytic 
strategies and 
techniques  

▪ analysis focuses on 
testing and revising 
theoretical 
prepositions (akin to 
hypotheses) 

▪ focus is on 
examining 
“variables” 

▪ emphasizes 
replication logic in 
multiple case 
studies 
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APPENDIX E: Study summary 
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APPENDIX F: Consent form 
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APPENDIX G: Interview guide for researchers and research staff 
 

Participant Background 

1. Describe your role (e.g., researcher, research staff, graduate student/trainee, 

other). 

2. How long have you been in this role?  

3. Briefly describe the research involving administrative heath data that you have 

been directly involved with (e.g., content area, databases used, single/multi-

jurisdictional, etc.) 

4. What is your involvement in the data access process? 

 

Facts Related to the Case 

5. What is involved in accessing administrative health data for research via [repository 

X]? 

-Required reviews and approvals 

-Application preparation and submission  

-Relevant policies and legislation 

-Data-related costs 

6. Do these things change if you are linking to external datasets? Doing a multi-

province study? If so, how? 

 

Experiences Accessing Data 

7. How would you describe your experiences accessing administrative health data for 

research purposes via [repository x]? 

-Challenges 

-Barriers and enablers 

8. How long does it take to get access to data to your study data?  

-Is that satisfactory? 

-Why do you think it takes that amount of time? 
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Specific Factors Affecting Data Access/Timely Data Access 

9. In your opinion, what are the main factors affecting researchers’ ability to access 

administrative health data for research purpose in [province x]?  

-Resources 

-Supports available to assist with accessing data 

-Provincial information legislation 

-Your personal knowledge and experience 

10. Regarding the overall process of accessing administrative health data for research in 

[province X]: 

-Is there a clear pathway? 

-Is the process transparent?  

-Are the oversight/approval bodies involved responsive?  

-Are there “bottlenecks” in the process? If so, where? 

11. Does the feedback provided to you during the data access process reflect an 

understanding of the research and related risks? If not, please explain. 

12. Are there certain databases or types of data that are harder to get access to than 

others? If so, please explain. 

 

Closing 

13. Do you have any final comments about accessing administrative health data for 

research purposes in [province x] that you would like share? 
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APPENDIX H: Interview guide for regulatory stakeholders 

Participant Background 

1. Relevant to data access, how would you describe your current role (e.g., data 

custodian, REB member, privacy committee member, other)? 

-What are your main responsibilities? 

-What is the main aim of objective of your role? 

2. How long have you been in this role?  

3. Please describe your background and how you came be in this role. 

 

Note: All subsequent questions will be adapted based on the individual’s role. 

 

Facts related to the case 

4. For researchers who require access to administrative health data for research 

purposes 

-What are the required reviews and approvals relevant to [regulatory body x]? 

-What happens once the researcher submits an application to [regulatory body x]? 

-What happens once to [regulatory body x] decides to approve or reject an 

application? 

Perspectives on the use and regulation of administrative health data for research 

5. What are your thoughts on the use of administrative health data for research?  

6. What are your thoughts on the processes involved in gaining access to 

administrative health data for research?  

- What is the workload involved for researchers? Those in regulatory/oversight 

roles? 

- Can current processes be streamlined? 

7. What are your thoughts on the policies that are in place? 

-Are they documented and accessible to you? 

-Are the requirements clear? 
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Factors affecting researchers’ access to administrative health data for research 

8. What things impact your decision/the decision of [regulatory body x] to approve an 

application? 

9. Once approval has been granted, what are some things that impact the time it takes 

for the researcher get access to the requested dataset?  

10. What do you think are the main factors that impact researchers’ ability to access 

administrative health data for research?  

11. What do you think are the main factors impacting the timeliness with which 

researchers are able to access administrative health data? 

Regulatory Role 

12. How would you describe your level of knowledge/expertise with regard to: 

-The methodological aspects of research involving administrative health data? 

-Ethical/legislative requirements related to disclosures of health information for 

research? 

-Issues related to privacy and confidentiality? 

13. What organization/institutional supports are currently available to you to support 

you in your role? 

14. What additional supports would assist you in your role? 

  

Closing 

15. Do you have any final comments about accessing administrative health data for 

research purposes in [province x] that you would like share? 
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APPENDIX I: Data access processes 
 

Process at Health Data Nova Scotia: 
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Process at PopData: 
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Process at ICES (internal pathway): 
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Process at ICES-DAS (third-party pathway; adapted from [283]). 
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APPENDIX J: Nova Scotia—Factors affecting access to administrative 

health data for research 

Factors Description  

Study-related  

Requested data • Data access processes were determined by where the 
required data were held, including which reviews and 
approvals were required for the study, and whether the study 
required one or more external linkages—both of which had 
implications for overall time and costs. 

• HDNS was not involved in facilitating external linkages. 
Agreements were negotiated and arrangements were made 
by the research team.  

• Researchers engaged in a process of negotiation with HDNS 
regarding what would be included in the research dataset. 
For example, HDNS would not release complete postal code if 
requested, but would provide either the second digit of postal 
code, or the first three digits. Similarly, rather than release 
individual diagnosis codes to the research team, HDNS 
calculated comorbidity indices for researchers or provided 
categories of diagnosis codes whenever possible. 

Study design and 
methods 

• The complexity of the request (e.g., number of linkages, 
amount of data to be extracted, number and complexity of 
derived variables, requested analyses, etc.) impacted the time 
required for the HDNS analyst to prepare the dataset, and 
given HDNS’ cost recovery model, subsequently impacted 
costs. Increased complexity led to longer timeframes and 
higher costs. 

• Where study cohorts were pre-defined (i.e., provided by an 
external data provider), the timeliness of dataset preparation 
was sometimes improved, compared to having the HDNS 
analysts identify the cohort from within its data holdings.  

• The study design and methods were considered, although to 
varying extents, by reviewers (REB, DAC, or other) when 
assessing the scientific merit, ethical acceptability, and 
privacy risks posed by the study. The time required for the 
researcher to satisfactorily address questions and concerns 
raised during the review process contributed to longer data 
access timelines and higher overall costs. 

Researcher-
related factors 
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Researcher 
affiliation 

• All studies involving access to data via HDNS were required to 
be led by a researcher with a Dalhousie University affiliation.  

• For studies led by researchers from other academic 
institutions, data could be accessed via HDNS if a local 
researcher was identified to take on the role of local Principal 
Investigator. 

Researcher 
knowledge and 
expertise 

• Administrative health data were described as complex and 
highly nuanced. A strong understanding of administrative 
health data, and the methodological aspects of research 
involving administrative health data, improved researchers’ 
ability to determine which data were required for the study 
and to prepare a high-quality application. 

• Researchers who were knowledgeable about the local context 
(i.e., data holdings, regulatory requirements, available 
supports, key contacts) had an improved ability to initiate and 
navigate data access process(es) efficiently and effectively.  

Researcher 
experience 

• Researchers with prior experience accessing data were 
usually better prepared to navigate the data access process 
and had an improved understanding of what was expected of 
them from a regulatory perspective compared to those 
without. 

• Researchers with more experience accessing data often 
developed relationships with individuals (e.g., staff at HDNS, 
REB coordinators, external data providers, etc.) that 
improved access to information and supports (e.g., 
researchers knew who to call with questions and felt 
comfortable doing so). 

• Over time, researchers who accessed data multiple times 
(from HDNS or external data providers) established a “track 
record” which impacted their ability to access data by 
helping to establish trust and credibility. 

Access to funding • Given the costs associated with accessing administrative 
health data, researchers required access to adequate funding.  

• Researchers with established programs of research were 
recognized as typically having better access to funding 
compared to clinicians, early career investigators, and 
trainees.  

• Trainees’ ability to access data was dependent on whether 
they had access to funding through their supervisor.   
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Regulatory-
stakeholder-
related factors 

 

Knowledge and 
expertise 

• Regulatory stakeholders in NS come from a wide range of 
backgrounds and had different areas and levels of expertise 
relevant to administrative health data, resulting in variations 
in review within and across regulatory entities. 

• Most studies involving administrative health data underwent 
expedited REB review. Since it was carried out by a single 
individual, the results of the review varied depending on the 
knowledge and expertise of the person conducting the 
review, creating uncertainty about how to approach each 
application to meet REB requirements. 

Individual 
perspectives on 
benefits and risks 
of administrative 
health data 
research 

• Regulatory stakeholders were largely supportive of the use of 
linked administrative health data for research purposes as 
long as all required data safeguards were in place. 

• Notably, many regulatory stakeholders in were trained 
researchers, which may have impacted their overall attitudes 
toward and perspectives on research involving administrative 
health data. 

• Regulatory stakeholders considered the privacy risks 
associated with the use of linked administrative health data 
to be minimal given the current policies and processes that 
are place to safeguard the data; however, several concerns 
were expressed, including the misinterpretation or 
misrepresentation of data by researchers and the potential 
for re-identification given increasingly sophisticated 
technologies. 

Relational factors  

Communication • The researcher’s ability to communicate the details of their 
study and justification for the requested data impacted the 
quality of data access and REB applications. Higher quality 
applications raised fewer questions and required fewer 
clarifications, and typically received approval more quickly 
than those of poorer quality. 

• Researchers were expected to establish, through their 
applications and conversations with relevant stakeholders, 
that they had carefully thought through the data they need, 
how it will be used, and how it will be safeguarded. Failure to 
communicate these things was sometimes interpreted as a 
poor understanding of research involving administrative 
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health data, and/or a lack of respect for the data, leading to 
reluctance on the part of some data holders to provide data. 

• Clear and effective communication between the researcher 
and analysts at HDNS (and those working on behalf of 
external data providers/custodians) was necessary to ensure 
that the research team and analysts had a common 
understanding of the data being requested and the scope of 
work to be done.  

• Miscommunication sometimes occurred because the various 
stakeholders (e.g., researchers, DAC members, analysts, data 
custodians, etc.) did not always speak each other’s 
“language”. For example, researchers were not always adept 
at speaking about data at the level of detail required by an 
analyst. 

• Changes in data access policies and processes were not 
always communicated to researchers, leading to confusion 
and uncertainty about how to proceed, and sometimes 
leading to researchers doing the wrong “thing” (e.g., 
submitting the wrong version of form, missing a step in the 
process), ultimately leading to increased time and costs. 

Relationships • Researchers with relationships within the research 
community, with other researchers and with regulatory 
stakeholders, had improved access to information and 
supports relevant to the data access process.  

• Where researchers and regulatory stakeholders had 
established relationships over time, there was sometimes a 
greater willingness on the part of the regulatory stakeholder 
to share data.  

• Relationships between regulatory stakeholders also impacted 
data access in NS. Where good working relationships existed, 
regulatory stakeholders had, on occasion, made efforts to 
come together for joint review to streamline processes. 

• Participants noted that individuals working in the 
administrative health data space often knew each other. The 
community was small and closely connected with individuals 
working within proximity to one another and encountering 
each other in social situations. In some ways this facilitated 
access to data.  

Trust  • Participants acknowledged that to do research involving 
administrative health data, trust is required between the 
various parties involved. 
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• For regulatory stakeholders, the extent to which researchers 
were trusted was related to several factors, including the 
researcher’s level of experience, credibility, willingness to 
engage with data holders/custodians throughout the research 
process, and track record of adhering to regulatory 
requirements. 

• Several researchers in NS described not feeling trusted by 
regulatory stakeholders and entities, especially with regard to 
trying to re-identify individuals. However, most regulatory 
stakeholders believed that the risk of anyone deliberately re-
identifying participants was highly unlikely. Trust is not the 
issue, but rather, regulatory stakeholders feel the need to do 
their due diligence, leading researchers to feel that they are 
not being trusted. 

• Perceived lack of trust lead to feelings of frustration among 
some researchers and acted as a deterrent to pursuing access 
to data in the future. 

Organizational 
factors 

 

Organizational 
mandate/priorities 

• HDNS’ mandate was to support research, and its main priority 
was facilitating access to administrative health data for 
research purposes.  

• Data were often requested from organizations outside of 
HDNS which did not share the same organizational mandate 
or priorities. This limited the resources that were available to 
support research and how they prioritized research amidst 
competing priorities. 

• For some organizations (e.g., healthcare organizations), 
dedicating resources to supporting research meant diverting 
resources away from other areas (e.g., clinical care, health 
care administration), resulting in opportunity costs. 

Data centre 
funding model 

• For many years HDNS did not receive any external funding 
(e.g., from provincial government or university) and relied on 
a cost-recovery model, resulting in limited operational 
capacity. 

• In recent years, funding from national research grants 
allowed additional staff to be hired, including several 
analysts, increasing HDNS’ overall operational capacity. 

Organizational 
capacity to 
support research 
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Analytic 
capacity 

• In the past, funding instability created challenges with staff 
retention, particularly with regard to analysts. Experienced 
analysts left for work elsewhere, while newer analysts did not 
always have the skillset to complete some of the more 
complex data pulls. At times, this resulted in delays and/or 
datasets that were prepared incorrectly. 

• More analysts were hired in recent years, though depending 
on the volume of requests in the queue at any given time, and 
whether staff were working on priority projects for the 
provincial government, delays in dataset preparation 
sometimes still occurred. 

• The extent to which data providers/custodians outside of 
HDNS had time and resources available for preparing and 
providing research datasets varied. 

Regulatory 
capacity 

• HDNS had an established data access committee that met 
regularly to review data access applications. In addition, 
HDNS had staff dedicated to supporting application intake, 
correspondence with researchers, contracts and agreements, 
regulatory compliance, and vetting results. 

• The extent to which data providers/custodians outside of 
HDNS had time and resources dedicated to accepting, 
reviewing, and adjudicating applications varied substantially. 
Often, this work was being carried out “off the side of one’s 
desk”. 

• Fluctuations in staffing levels at NS Health Research Services, 
particularly with regard to ethics coordinators, impacted REB 
review timelines.  

• In the past, substantial work was done with local REBs to 
improve their understanding of research involving 
administrative health data. Turnover in personnel since that 
time resulted in a loss of knowledge. 

Technical 
capacity 

• HDNS’ Secure Data Platform provided researchers with secure 
data storage and access, as well as analytic tools for analyzing 
linked administrative health datasets. 

• Prior to the implementation of remote access, researchers 
were required to access their data on one of few secure 
workstations located on the Dalhousie University campus. 
The ability to access the HDNS Secure Data Platform remotely 
improved researchers’ ability to access data (e.g., more 
flexible work hours, no space limitations). 
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• Where REB approval was required from NS Health, 
applications were completed, submitted, and managed via an 
online portal. 

Data holdings • HDNS’ data holdings consisted of nine databases made 
available by the NS Department of Health and Wellness. 
Where the required data were not available via HDNS, an 
external linkage was required. 

• The frequency of data updates from the Department of 
Health and Wellness varied, limiting the timeframes that 
could be examined.  

• Since data provided by external data providers were often 
collected for purposes other than research, they were not 
always “research ready”, and required substantial cleaning 
and processing to be useful for research. 

Support for 
researchers 

• HDNS’ “Data Navigator” was considered an important source 
of support for researchers. The Data Navigator provided 
information on data, support during application preparation, 
and guidance during the data access process.  

• HDNS staff were regarded as approachable and willing to help 
researchers with various issues that arose.  

• Data dictionaries were available for most data holdings at 
HDNS but lacked the level of detail required to assist in 
decision-making regarding variable selection. 

• External data providers/custodians did not typically have data 
dictionaries or metadata available to share with researchers. 

• External data providers/custodians varied in terms of the 
information they could provide about their datasets. 

• Key informants were not aware of any courses focused 
specifically on administrative health data research that had 
been offered at Dalhousie University. 

Mechanisms 
for feedback 
and 
improvement 

• There was no mechanism in place to correct errors in the data 
held by HDNS. If errors were found, HDNS did not have the 
authority to correct the data themselves, and there was no 
way to feed the information back to the original data provider 
so that it could be corrected.  

• There were no processes in place at HDNS to evaluate and 
improve the accuracy of cost estimates. 

• Data access timelines were not actively measured at HDNS. 

Organizational 
culture 

• Consistent with its service provider role, HDNS was willing to 
provide data to researchers, assuming all requirements were 
met, and was characterized as working closely with 
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researchers to assist them in obtaining access. However, the 
DAC was described using terms such as “cautious” and 
“conservative” in their approach to data access. 

• Occasionally situations arose where external data 
providers/custodians declined or were reluctant to provide 
data for research. A variety of reasons for this were 
identified: they felt ownership over the data, they were 
concerned about how the data would be used and how it 
would reflect on the organization/service/program, they did 
not have an existing relationship with the individual(s) 
seeking access to data, they did not have the 
capacity/resources, there were other competing demands 
requiring attention, etc. These factors varied between data 
providers/custodians. 

Regulatory factors  

Information 
legislation 

•  The Personal Health Information Act (PHIA) clearly recognized 
research as a legitimate use of personal health information. 

• PHIA formalized best practice and provided guidance for 
researchers and regulatory stakeholders, particularly around 
the required documentation. 

• PHIA was ambiguous in several respects which created the 
potential for variations in interpretation across stakeholders. 
Specifically, PHIA did not specify data retention timeframes, 
criteria for what constitutes sufficiently de-identified data, or 
clear criteria for establishing “impracticability” of consent.  

• One change brought about by PHIA was a renewed emphasis 
on the “minimum dataset”. 

• The threat of legal action for non-compliance under PHIA was 
thought to encourage a conservative interpretation of the Act. 

Transparency of 
data access 
pathway 

• Researchers were often unsure of how to get started with 
regard to accessing administrative health data for research. 
This was especially true for studies involving access to external 
databases. 

• Information about how to access data via HDNS was 
documented and available on the HDNS website. The Data 
Navigator served as a point of contact for researchers and 
advised on data holdings and data access processes.  

• Information about external databases, including who to 
contact to make inquiries regarding access, was not typically 
publicly available. 
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• Data access policies, processes, and forms were constantly 
changing. Some of these changes were related to ongoing 
efforts by HDNS and other data custodians to streamline 
processes. These changes sometimes created delays for 
researchers as they learned about these changes and 
determined how to proceed. 

• The processes and requirements for accessing to existing 
datasets (i.e., datasets created for previous studies that were 
being stored on the HDNS server) were not clear. 

Complexity of data 
access pathway 

• The high-level overview of the data access process available on 
the HDNS website did not reflect the complexity of the process, 
which consisted of additional steps, particularly when external 
linkages were involved.  

• For studies involving one or more external data linkages, the 
total number of steps involved in gaining access to data 
increased with the addition of each additional data provider.  

Required forms 
and documents 

• Researchers in NS were required to submit, at minimum, an 
application to the HDNS DAC and an REB application. For 
studies involving linkage to external databases, additional 
applications were typically required.  

• Forms and documents were considered beneficial in terms of 
guiding the process and improving transparency; however, the 
volume of required paperwork was considered problematic. 
Applications to individual regulatory entities (e.g., the DAC, or 
REB, NS Health Privacy Office) consisted of various forms and 
extensive supporting documentation. For studies involving 
external linkage, the amount of paperwork to be prepared and 
submitted increased as the number of external data 
providers/custodians increased. 

• The application forms used by different regulatory entities 
overlapped substantially, highlighting the potential for 
documentation to be streamlined. 

• Applications were described as tedious to complete, with 
researchers required to identify each individual variable to be 
included in the research dataset, as to provide a detailed 
justification for each. 

• Amendments were commonly required, resulting in additional 
paperwork to be submitted. The amount of paperwork 
involved varied depending on the nature of the amendment.  

Required reviews 
and approvals 

• Researchers always required approval from the HDNS DAC and 
REB. When linking to external data sources, additional reviews 
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were often required. The need for multiple reviews meant that 
researchers spent extensive time and resources navigating the 
various review processes and responding to reviewer feedback, 
especially if reviewers provided conflicting feedback.  

• Studies involving linked administrative health data were 
typically considered low risk by the REB and underwent 
expedited review, which was timelier compared to full review. 

• Research approved by the NS Health REB did not also require 
approval from the Dalhousie University REB, which eliminated 
the need to submit REB applications to both institutions for 
many studies; However, in some instances, REB approval was 
required from other institutions (e.g., the IWK Health Centre). 

Scope of review • In addition to review by the HDNS DAC, REB, and external data 
custodians, studies that were grant funded typically underwent 
peer review. These reviews were broad and overlapping in 
scope (i.e., all involved scientific and privacy review), resulting 
in duplication of effort. 

•  The various regulatory bodies/entities frequently provided 
feedback on or requested changes to the study methods, 
which researchers did not always consider appropriate, 
especially for peer-reviewed grant-funded studies. 

Transparency of 
review 

• HDNS invited researchers to attend the DAC meeting at which 
their application was being reviewed. This provided 
researchers with a clear understanding of the concerns of the 
committee and how to address them, thereby reducing 
subsequent rounds of review and feedback. 

• There was a lack of transparency with the REB process at NS 
Health in particular. Feedback was not always clear or 
consistent, leaving researchers questioning exactly what the 
REB is looking for. 

Application of 
data minimization 
principle 

• In the HDNS data access application, researchers were 
required to specify each variable required for the study (from 
HDNS and external data sources), the level of identifiability 
needed, and how each variable would be used in their 
analysis. This level of detail required extensive expertise and 
made applications time-consuming and challenging to 
complete. 

• Researchers and data providers/custodians often “negotiated” 
an agreed upon dataset. The negotiations were characterized 
by extensive toing and froing about which variables were 
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necessary to include in the final dataset, and the required level 
of identifiability of each variable. 

• Emphasis on providing researchers with the minimum dataset 
sometimes resulted in researchers not being provided access 
to certain variables at the level of identifiability that would be 
best for analysis (e.g., partial vs. full postal codes).  

• Emphasis on providing researchers with the minimum dataset 
created challenges for certain types of research, including 
exploratory research and studies using machine learning. 
These studies were sometimes mistakenly characterized as 
“data fishing.” 

• Once researchers were granted access to the dataset, they 
often realized that additional variables were needed, or that 
one or more variables needed to be categorized differently 
for the analysis, which triggered one or more amendments.  

• Data were packaged by HDNS (and sometimes by external 
data providers) to minimize the level of identifiability. 
Without access to the raw data, researchers were unable 
confirm the reliability and validity of the variables within the 
final dataset. 

Role of data 
centre analysts 

• HDNS analysts were not embedded in the research team, so 
they were sometimes missing important content knowledge 
and study context. This sometimes hindered their ability to 
prepare the dataset in a timely manner and was thought to 
contribute to errors during dataset preparation. This 
sometimes resulted in extensive back and forth with the 
research team to get clarification regarding dataset 
preparation and/or address any errors in the linked dataset. 

Proportionality • All studies involving access to data via HDNS were subject to 
the same level of scrutiny. There was no expedited pathway 
for studies that were perceived to propose a lower level of 
risk.  

• In accordance with the TCPS 2, local REBs employed a 
proportionate approach to review with low-risk studies 
requiring expedited or delegated review, rather than full 
review by an entire REB.   

Accountability • As an agent of the NS Department of Health and Wellness, 
HDNS was required to adhere to the terms and conditions set 
out in the data sharing agreement between the two entities 
and to comply with the Personal Health Information Act. 
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• Occasionally, instances arose where HDNS required 
clarification around specific policies or processes from NS 
DHW; However, this did not typically affect access to data as 
responses were obtained in timely manner. 

Contextual factors  

Leadership • The provincial government did not provide core funding to 
HDNS. 

• The NS Department of Health and Wellness has declined to 
enter into a long-term data sharing agreement with the 
Department of Community Health and Epidemiology at 
Dalhousie University. In 2020, the Department of Health and 
Wellness also announced that they were considering not 
renewing the existing data sharing agreement moving 
forward. This was perceived by some as evidence of a lack of 
support of HDNS. (Note: The data sharing agreement has 
continued to be renewed annually to date.) 

• Grassroots efforts by local stakeholders to develop a more 
coordinated approach to data access in NS lacked the 
provincial leadership to implement system-wide change. 

• Changes to data custodianship as a result of health system 
restructuring in 2016 led provincial programs to lose 
longstanding and well-established data access policies and 
processes. No clear direction was provided from the province 
or health authority about how the restructuring would impact 
data access and who would be responsible for authorizing 
access to data under the new organizational structure. At the 
time of data collection (2020), policies and processes for 
accessing data held by some of the former provincial 
programs were still not well-established. 

Health system 
organization and 
integration 

• Administrative health data, and data that were commonly 
linked to administrative health data, were held by many 
different organizations and institutions across the province, 
representing numerous data custodians (e.g., NS DHW, the 
IWK, NS Health, etc.). Each of these had their own unique 
approach for governing access to data, resulting in 
incongruent policies and inefficient processes when accessing 
data in NS. 

• Within NS Health there was also a lack of coordination across 
the organization with regard to data access polices and 
processes. 
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Legislative 
landscape 

• Not identified as a factor. 

Historical events • Not identified as a factor. 

Current events • Not identified as a factor.  
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health data for research 

Factors Description  

Study-related  

Requested data • Data access processes were determined by where the 
required data were held, including which reviews and 
approvals were required for the study, and whether the study 
required one or more external linkages—both of which had 
implications for overall time and costs. 

• Studies involving external data linkages took longer and cost 
more because there was more work to do on the part of 
PopData (e.g., developing contracts and agreements).  

• If data were requested from an external data provider that 
PopData frequently worked with, the process of obtaining 
data sometimes moved along more quickly and easily.  

• Certain variables were more likely to get “flagged” during 
data steward review, particularly those that may be perceived 
as sensitive in nature (e.g., abortion data, drug use data) or as 
posing an increased risk of re-identification (e.g., full postal 
code, date of birth). These were not necessarily rejected 
outright, but often required more toing and froing with the 
data stewards to establish justification.  

Study design and 
methods 

• The number of datasets that were linked, and the amount of 
data cleaning, coding, and analysis that PopData was asked to 
provide, increased the required amount of analyst time, 
which led to longer data access timelines and higher overall 
costs. 

• Where study cohorts were pre-defined (i.e., provided by an 
external data provider), the timeliness of dataset preparation 
was sometimes improved, compared to having the PopData 
analysts identify the cohort from within its data holdings.  

• The study design and methods were considered, to varying 
extents, by reviewers (i.e., REB, data stewards) when 
assessing the scientific merit, ethical acceptability, and privacy 
risks posed by the study. The time required for the researcher 
to satisfactorily address questions and concerns raised during 
the review process led to longer data access timelines and 
higher overall costs. 

Researcher-
related factors 
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Researcher 
affiliation 

• Researchers required an academic appointment at a 
Canadian institution to access data at PopData.  

• Affiliations were beneficial for accessing external datasets. 
For example, individuals at BC Cancer had relatively easy 
access to in-house data (with the process being relatively 
simple, quick, and free). Similarly, once the organizations 
within the Provincial Services Health Authority (PSHA) 
became a single legal entity, individuals with a PSHA 
affiliation had improved access to these data (e.g., Children’s 
hospital, BC Cancer, etc.). 

Researcher 
knowledge and 
expertise 

• Administrative health data were described as complex and 
highly nuanced. A strong understanding of administrative 
health data, and the methodological aspects of research 
involving administrative health data, was necessary to 
determine which data were required for the study and to 
prepare a high-quality application. 

• Researchers who were knowledgeable about the local context 
(i.e., data holdings, regulatory requirements, available 
supports, key contacts) had an improved ability to initiate and 
navigate data access process(es) efficiently and effectively. 
For example, they knew which applications were required, 
when and where to submit them, and how to prepare 
applications in way that met reviewer expectations. 

• For researchers with limited knowledge of administrative 
health data, the methodological aspects of research involving 
administrative health data, or the local context, mentorship 
was an important facilitator for accessing data. 

• Some training opportunities were available (e.g., a class on 
administrative health data was offered at UBC). 

Researcher 
experience 

• Researchers who had prior experience accessing data were 
better prepared to navigate the data access process and had 
an improved understanding of what was expected of them 
from a regulatory perspective compared to those who do not 
have prior experience. 

• Researchers with more experience accessing data sometimes 
established relationships with individuals (e.g., staff at 
PopData or external data providers) that improved access to 
information and supports (e.g., researchers knew who to call 
with questions and felt comfortable doing so). 



249 
 

Factors Description  

• Researchers who had more experience were sometimes 
viewed more favorably by regulatory stakeholders (i.e., as 
more “trustworthy”).  

Access to funding • Studies involving access to data via PopData required peer-
reviewed funding. Researchers who scored well in peer-
review but were not funded were not able to apply for access 
to data.  

• Researchers who had access to funding but did not go 
through peer-review were not eligible to apply for access to 
data. Although PopData had developed a proxy peer-review 
process for such cases, it was challenging to arrange and did 
not frequently occur. 

• For researchers with access to sufficient, peer-reviewed 
funding, the costs of accessing data were not a barrier, 
although researchers were less likely to have access to 
sufficient funding (e.g., clinician researchers, 
students/trainees).  

• For clinician researchers with smaller pots of funding to 
address a single question, the costs associated with accessing 
data were acknowledged as being cost-prohibitive. 

• Although students were eligible for a discount when accessing 
administrative health data, the remaining costs were still 
substantial, requiring funding support.  

Regulatory-
stakeholder-
related factors 

 

Knowledge and 
expertise 

• Regulatory stakeholders in BC were from a wide range of 
backgrounds and had different areas and levels of expertise 
relevant to administrative health data which led to variations 
in review within and across regulatory entities. 

• When accessing data via PopData, review was required from 
individual data stewards, so the results of the review varied 
depending on the knowledge and expertise of the individual 
performing the review. This contributed to uncertainty about 
the data steward expectations, and how to prepare 
applications so that these were met. 

• Individuals who were new to regulatory roles sometimes 
experienced a steep learning curve with respect to their 
knowledge of the relevant regulatory requirements, 
administrative health data, and methodological approaches. 
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Over time, and with more experience, the quality and 
consistency of their review improved.  

Individual 
perspectives on 
benefits and risks 
of administrative 
health data 
research 

• Participants characterized regulatory stakeholders in BC as 
having varying perspectives about the use of administrative 
health data for research. Although many were supportive of 
the use of linked administrative health data for research 
purposes as long as all required data safeguards were in 
place, some were described as being resistant to permitting 
access to data, while others were described as fearful.  

• Regulatory stakeholders interviewed in this study considered 
the privacy risks associated with the use of linked 
administrative health data to be minimal given the current 
policies and processes that are place to safeguard the data; 
However, several concerns were expressed, including the 
misinterpretation or misrepresentation of data by 
researchers, the potential for re-identification given 
increasingly sophisticated technologies, and the increased 
privacy risks associated with linking to more datasets and to 
datasets from other sectors. 

Relational factors  

Communication • The researcher’s ability to communicate the details of their 
study and justification for the requested data impacted the 
quality of data access and REB applications. Higher quality 
applications raised fewer questions and required fewer 
clarifications, and typically obtained approval more quickly 
than those of poorer quality. 

• Clear and effective communication between the researcher, 
PopData staff, and external data providers (and those working 
on behalf of external data providers/custodians) was 
necessary to ensure that the stakeholders involved had a 
common understanding of the work to be done so that it 
progressed in a smooth and timely manner. 

• One of the roles of PopData was to facilitate communication 
between the researchers and relevant data stewards, and to 
minimize the amount of toing and froing occurring between 
the researcher and individual data stewards. A challenge with 
this approach was that researchers were unable to 
communicate directly with the data stewards, limiting their 
ability to gain an understanding of data stewards’ 
expectations and how to address them.  
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• PopData was challenged with how to communicate with 
researchers to provide more timely updates and improve 
transparency. The primary means of communicating with 
researchers who sought access to data was through a generic 
email address, which was regarded as both inefficient and 
impersonal. Plans to improve communication included a 
ticketing system and application tracking system; However, 
these were not implemented at the time of the study. 

Relationships • Where researchers had established relationships with 
external data providers over time, there was sometimes a 
greater willingness on the part of the data provider to provide 
access to data. 

• Researchers who had relationships with regulatory 
stakeholders (including PopData staff) had an improved 
ability to access information and supports relevant to the 
data access process—that is, researchers knew who to 
contact for help and felt comfortable doing so, while 
regulatory stakeholders were more likely to respond and 
willing to help. Over time, regulatory stakeholders also 
developed an improved understanding of the research, which 
improved their ability to provide support.  

• Relationships between PopData and external data providers 
facilitated data access in two ways. First, where PopData and 
external data providers worked together on previous 
projects, there was a common understanding of the work to 
be done that helped things move forward in a smooth and 
timely manner. In addition, relationships between PopData 
and external providers sometimes resulted in a transition 
from project-specific data sharing agreements to a standing 
data sharing agreement.  

Trust  • REB review was facilitated by the trust that had been built 
between various university based REBs and PopData.  

• Some external data providers were more inclined to permit 
access to data when they knew it was being stored on 
PopData’s secure data platform. PopData was known to have 
appropriate data safeguards in place, so data providers 
trusted that the data would be secure.  

• Participants acknowledged that research involving 
administrative health data required trust between the various 
parties involved. For example, trust was required when 
researchers were granted access to data via PopData’s secure 
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research environment. Once access was granted, there was 
no way to control what researchers did with the data, but 
there was trust that researchers would comply with 
regulatory requirements rather than jeopardize their career.  

Organizational 
factors 

 

Organizational 
mandate/priorities 

• PopData’s mandate was to support research, but not to do 
research.  

• The data, infrastructure, and support available via PopData 
facilitated access to data and enabled the conduct of research 
that could not be done otherwise. 

• Research was not a priority for many data provider 
organizations. As a result there were limited resources 
allocated to supporting research. 

• For some organizations (e.g., healthcare organizations), 
dedicating resources to supporting research meant diverting 
resources away from other areas (e.g., clinical care, health 
care administrative), resulting in opportunity costs.  

Data centre 
funding model 

• Not identified as a factor. 

Organizational 
capacity to 
support research 

 

Analytic 
capacity 

• At PopData, projects were placed in queue for an analyst. The 
amount of time projects spent in the queue depended on the 
volume of projects that were in queue at that time, which 
varied. The amount of time that projects spent waiting in 
queue for an analyst was not identified as being particularly 
problematic. Several participants noted that once reviews 
were complete, PopData was usually able to prepare the 
dataset relatively quickly. 

• The extent to which data providers/custodians outside of 
PopData have time and resources available for preparing and 
providing research datasets varies. 

Regulatory 
capacity 

• PopData’s capacity to review applications and provide 
feedback was limited. To minimize the amount of back and 
forth between the research team and data stewards, staff at 
the DAU took on more of this work themselves. This created a 
situation where researchers who were submitting their 
application for the next round of feedback had to wait in 
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queue for a DAU staff member to be available to meet with 
them.  

• PopData ensures that researchers are compliant with 
legislative requirements. 

• Data provider organizations varied in terms of their regulatory 
capacity. While some organizations had well-established 
policies and processes, access to legal services to support their 
development (e.g., the Ministry of Health), and dedicated 
human resources to perform review, this was not the case for 
all organizations. For some data stewards, their regulatory 
role was carried out “off the side of their desk” in addition to 
their main job or role. 

Technical 
capacity 

• PopData provided a secure research environment that 
researchers were able to access, as well as the statistical tools 
and software. Researchers who were not using PopData 
datasets were permitted to use the secure research 
environment to securely store their datasets. 

• Remote access was available to researchers, which allowed 
them to access data from anywhere in the country. 

• There were efforts underway to leverage IT systems to 
improve communication and transparency throughout the 
data access process (e.g., online submission system, ticketing 
system, application tracker); However, these were not fully 
operational at the time of interviews and many processes 
were occurring manually. 

Data holdings • At the time of this study, PopData’s data holdings consisted of 
approximately 30 databases available from a variety of data 
providers. Where the required data were not available 
through PopData, an external linkage was required. 

Support for 
researchers 

• At PopData, support for researchers was primarily provided 
by staff at the DAU. The DAU was the primary point of 
contact for researchers seeking access to data via PopData. 
The DAU provided guidance to researchers regarding the data 
access process and assisted researchers with application 
preparation by reviewing and providing feedback on drafts 
prior to submission. Once submitted, DAU staff coordinated 
the review of applications by data stewards and facilitated 
subsequent rounds of communication between the 
researcher and data steward. 
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• PopData staff were described as customer-service focused, 
friendly, and willing to help researchers with various issues 
that may arise. 

• PopData’s website is very detailed, providing a variety of 
information and resources for researchers. 

• Metadata was available for PopData’s data internal data 
holdings, although these sometimes lacked the level of detail 
required to assist researchers in decision-making regarding 
variable selection.  

• PopData provided education and training to the research 
community through its Education and Training Unit, which 
offered webinars, training on specific analytic approaches, 
and a population health data analysis certificate program. 

• External data providers/custodians varied in terms of 
available dictionaries or metadata and their ability to provide 
information about data under their purview. 

Mechanisms 
for feedback 
and 
improvement 

• There were no mechanisms in place to correct errors in the 
data held by PopData. PopData was not able to correct the 
data themselves, and there was no process to feed the 
information back to the original data provider for correction.  

• Data access timelines were monitored by PopData. 

• PopData hired a consultant during the study timeframe who 
was evaluating internal processes. Their recommendations 
had not been implemented at the time of data collection. 

Organizational 
culture 

• Consistent with its service provider role, PopData was 
characterized as working with closely with researchers to 
assist them in obtaining access.  

• Participants described data stewards/providers as varying in 
their willingness to provide data for researchers. Some 
actively promoted the use of their data for research, while 
others were reluctant to provide data or even refused. 

• Where external data stewards/providers were reluctant to 
provide data for research, or refused, a variety of potential 
reasons were identified by participants:  lack of support for 
research, limited capacity, a sense of ownership over the 
data, a desire to maintain power/exercise control, concerns 
over data quality and /or use, lack of familiarity with research, 
fear of a breach, and resistance to change. These factors were 
thought to vary between data providers/custodians. 

Regulatory factors  
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Information 
legislation 

• Health sector specific legislation was not in place in BC. Most 
research involving administrative health data was subject to 
public sector information legislation (Freedom of Information 
and Protection of Privacy Act), which permitted disclosure of 
public data for research purposes. 

• The legislative provision permitting the disclosure of data for 
research was very broad, leading to variations in 
interpretation by data stewards across the province, and 
subsequently, to variations in data access policies and 
processes across organizations.  

• The limited extent to which research was addressed in the 
legislation provided insufficient guidance for researchers and 
regulatory stakeholders. 

• Data stewards were not required to disclose data for research 
under the legislation and were able to exercise discretion in 
terms of whether to provide data for a particular study. 

• Jurisdictional issues were not addressed in the legislation, 
contributing to ambiguity regarding linkage of federal and 
provincial data (i.e., where it can reside) and whether data 
could leave the province. 

• Other statutes sometimes applied (e.g., the E-Health Act, or 
the Pharmaceutical Act) but it was not always easy for 
researchers to determine when this was the case. 

Transparency of 
data access 
pathway 

• Information about how to access data via PopData was 
documented and available on the PopData website.  

• Additional information regarding the data access pathway and 
processes could be obtained from the DAU. Each project was 
assigned a DAU staff member, who was able to help the 
researcher navigate the data access pathway. 

• Information about how to gain access to external data sets 
was not typically available. 

Complexity of data 
access pathway 

• The overview of the data access pathway on the PopData 
website did not reflect the complexity of the process, which 
consisted of additional steps, particularly when external 
linkages were involved.  

• For studies involving one or more external data linkages, the 
total number of steps involved in gaining access to data 
increased with the addition of each additional data provider.  

Required forms 
and documents 

• Researchers were required to submit research ethics 
applications to the relevant institutions (sometimes multiple 
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applications were required) and to submit a data access 
application to PopData. 

• PopData data access applications were lengthy and tedious to 
complete, with researchers required to identify each 
individual variable to be included in the research dataset, and 
to provide a detailed justification for each.  

• A high level of knowledge and expertise of administrative 
health data and the methodological aspects of administrative 
health data research was required to complete the required 
forms and documents.   

• Where changes to the requested dataset were necessary, an 
amendment was required, which sometimes resulted in a 
“cascade” of amendments (i.e., the need to submit 
amendments to all the data stewards and REBs involved in the 
study).  

• The amount of paperwork involved in accessing data (various 
applications, supporting documents, data sharing agreements, 
etc.) created a high administrative workload for both the 
research team and PopData. 

Required reviews 
and approvals 

• Researchers required approval from all relevant data 
stewards. When linking to external data sources, additional 
reviews were also required. REB review was required, 
sometimes from multiple institutions. 

• The need for multiple review (i.e., multiple data stewards, 
multiple REBs) led to researchers spending extensive time and 
resources navigating the various review processes and 
responding to feedback.  

• Multiple reviews also often resulted in variations in review, 
due to differences in the focus of the review that was carried 
out (e.g., REBs have different concerns that data stewards), 
differences in knowledge and expertise, and differences in the 
interpretation and application of the legislation. Without a 
harmonized approach, researchers were challenged to meet 
the requirements of each regulatory stakeholder and to 
navigate innumerable rounds of review and feedback to 
address a myriad of questions and concerns. 

• For studies involving external data providers, the sequence of 
approval sometimes led to amendments. For example, 
changes requested by a data steward sometimes resulted in 
an amendment to the researcher’s REB application.  
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Scope of review • In addition to review by the relevant data stewards, one or 
more REBs, and external data custodians, studies were 
required to undergo peer review (i.e., by a funding agency). 
These reviews were broad and overlapping in scope (i.e., all 
involve scientific and privacy review), which resulting in 
duplication of effort.  

• Data stewards often provided feedback around methods and 
analysis, which was beyond the required scope of review (and 
often beyond the expertise of the data steward). At the same 
time, these comments (e.g., around the statistical analyses 
being done) were not relevant from a privacy perspective and 
had already been through both peer review and REB review. 

Transparency of 
review 

• Data steward review was coordinated by staff at PopData’s 
DAU. As a result, researchers did not have a direct line of 
communication with the data steward(s), which hindered their 
ability to gain an understanding of the expectation of data 
stewards and how to address them. In addition, researchers 
were often unaware of who was performing the review (or 
when it would occur), further contributing to the lack of 
transparency of review.  

Application of 
data minimization 
principle 

• In the PopData data access application, researchers were 
required to request only the variables that were necessary 
and to provide a detailed justification for the inclusion of each 
variable.  

• The emphasis on providing researchers with the minimum 
dataset was considered to limit certain kinds of research, 
including exploratory research and studies using machine 
learning.  

• Once researchers were granted access to the dataset, they 
often realized that additional variables were needed, which 
triggered one or more amendments.  

• In some instances, depending on the requirements of the data 
steward, PopData would “roll up” certain variables that were 
considered particularly sensitive or that were potentially 
identifiable. Otherwise, the researcher received a 
unprocessed dataset.   

Role of data 
centre analysts 

• PopData analysts were not embedded in the research team 
and typically played a limited role in methodological aspects 
of the study (e.g., defining cohorts, deriving variables, 
performing analyses). The research team was typically 
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provided a dataset containing unprocessed data and was 
responsible for analysis.  

• Occasionally, PopData analysts were involved in cohort 
creation, calculation of standard variables, and “rolling up” 
sensitive data, despite not always have the required content 
knowledge or study context. This was acknowledged as 
hindering the ability of the analyst to prepare the dataset in a 
timely manner and contributing to errors during dataset 
preparation, which subsequently required time and resources 
to address.   

Proportionality • During the study timeframe, all studies involving access to 
data via PopData were subject to the same level of scrutiny by 
data stewards, independent of the perceived level of risk 
posed by the study. There was no expedited pathway for 
studies that were perceived to propose a lower level of risk.  

• At the time of data collection, efforts were underway to 
implement a proportionate approach to the data access 
process at PopData and BC Ministry of Health based on the “5 
Safes” approach. 

• In accordance with the TCPS 2, REBs employed a 
proportionate approach to review with low-risk studies 
requiring expedited or delegated review, rather than full 
review by an entire REB.   

Accountability • Not identified as a factor. 

Contextual factors  

Leadership • There is a sense among members of the research community 
that the Ministry of Health is not collaborative and has not 
demonstrated that they value administrative health data 
research. 

• Strong leadership was identified as necessary to address the 
fragmented data landscape is in BC and to foster a more 
collaborative approach across organizations with respect to 
data sharing. 

Health system 
organization and 
integration 

• Administrative health data, and data commonly linked to 
administrative health data, were held by many different 
organizations, institutions, and health authorities within the 
province. These were described as working in silos and as 
being resistant to working collaboratively (even in the context 
of COVID-19). PopData sometimes got caught in the middle of 
what is happening between these other organizations. 
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• The agencies within the PSHA all became a single legal entity, 
allowing researchers with a PSHA affiliation to access data 
across agencies (e.g., Children’s hospital, BC Cancer, etc.).  

Legislative 
landscape 

• The legislative context is complex. There is a patchwork of 
legislation that applies to health information. The Freedom of 
Information and Protection of Privacy Act (FIPPA) is the main 
piece of legislation, but other Acts may apply depending on 
the data sources being accessed. For example, the eHealth 
Act and the Pharmaceutical Act. Different organizations may 
be subject to different legislation, and determining which 
ones apply is not always straightforward. 

Historical events • In 2013, a privacy breach was reported by the Ministry of 
Health to the Office of the Information and Privacy 
Commissioner. The response to this incident, which was the 
subject of an extensive Ombudsperson’s report, was found to 
have caused irreparable harm to the accused individuals and 
their families.  

• While the response to the reported breach created fear 
within the BC research community, it also highlighted where 
processes needed to be improved and promoted a shift 
toward a more balanced approach to privacy protection in 
the context of health research.  

Current events • During the pandemic, PopData made efforts to ensure 
researchers conducting COVID-19 research had timely access 
to data. These efforts included prioritizing COVID-19 studies, 
streamlining processes (i.e., establishing a “rapid access” 
process), streamlining forms, and receiving more frequent 
data updates.  

• In some cases, the prioritization of COVID-19 research at 
PopData led to delays in the review and approval of non-
COVID-19 studies.  

• The pandemic highlighted the importance of timely access to 
public health data and changed public expectations with 
regard to how data are used. For example, during the 
pandemic people wanted more transparency around what 
was happening in schools and in long-term care homes. 

• The pandemic also shone a light on challenges with data 
access that were occurring throughout the province (not at 
PopData), including a reluctance by some data providers to 
share data with the Provincial Health Officer early on in the 
pandemic, and an inability to conduct COVID-19 research in a 
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timely manner due to the inability to reach an agreement 
across health authorities. 
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APPENDIX L: Ontario—Factors affecting access to administrative health 

data for research  

Factors Impacts on data access  

Study-related  

Requested data • Studies involving external linkages typically took longer and 
were more costly compared to studies involving only data held 
by ICES. External linkages required that data sharing 
agreements be established with the external data provider, 
which took time to develop and execute. When bringing in 
external datasets, additional work was also required to 
remove individual identifiers and assign a unique ICES 
identifier (i.e., an “IKN”). 

• For studies using certain types of data (i.e., project-specific or 
controlled use data), additional steps were required to obtain 
access. 

• Depending on the terms of the data sharing agreement with 
the original data provider, some databases could not be 
accessed via DAS, while others required special permissions. 

Study design and 
methods 

• When accessing data via the internal data access pathway, the 
amount of time required for the ICES analyst to perform the 
analysis and provide results was greater where the analysis 
was more complex. 

• Similarly, for researchers accessing data via DAS, the amount 
of time to receive the requested data was dependent on the 
complexity of the request, the amount of data processing 
required (i.e., how “packaged” the data needed to be), and 
whether the researcher had requested the analysis be 
performed by DAS as well. 

Researcher-
related factors 

 

Researcher 
affiliation 

• Affiliation determined the data access pathway. Researchers 
with an ICES affiliation were able to access data via ICES’ 
internal data access pathway. For researchers without an ICES 
affiliation, there were two options: (1) collaborate with an 
ICES researcher to gain access via the internal pathway, or (2) 
access data via DAS. 

• Affiliation impacted which datasets could be accessed, and the 
required permissions. Non-ICES researchers were required to 
obtain special permissions to access a greater number of 
datasets compared to ICES-affiliated researchers. There were 



262 
 

Factors Impacts on data access  

also some datasets that non-ICES researchers were not 
permitted to access at all. 

• Affiliation impacted the granularity of the data that could be 
accessed. When data were accessed via DAS, the researcher 
was provided a data cut with a risk-reduced dataset, 
containing limited variables and lacking granularity. When 
data were accessed via the internal data access pathway, the 
ICES analyst was given line-level access to all variables within 
the datasets required for the study.  

Researcher 
knowledge and 
expertise 

• Researchers who were knowledgeable about data availability 
planned studies accordingly—that is, they based their research 
around the data that they knew they could get access to (or 
get access to more easily). 

• Not all researchers who accessed data via DAS had experience 
working with administrative health data. Those who did not 
sometimes required the DAS analysts to process the data to a 
greater extent compared to individuals who are more 
comfortable working with the data. 

• Within ICES was a wealth of knowledge and expertise that can 
be accessed by all researchers and staff. For example, 
researchers had access to macros and algorithms developed 
by ICES analysts. 

• Researchers were grouped by program, which facilitated 
researchers’ access to others working in similar areas who can 
share their knowledge and expertise (e.g., how to define 
certain variables, etc.). 

Researcher 
experience 

• Researchers who had prior experience accessing data were 
better prepared to navigate the data access process and had 
an improved understanding of what was expected of them 
from a regulatory perspective compared to those who did not 
have prior experience. 

• Individuals who had more experience accessing data were 
more likely to have developed relationships with ICES staff and 
analysts, which facilitated data access and data analysis. 

• A part of the process of becoming an ICES-affiliated researcher 
was to carry out research using ICES data while working under 
the mentorship of an ICES-affiliated researcher. As such, all 
ICES-affiliated researchers had at least a baseline level of 
understanding of ICES data and data access processes.  

Access to funding • Given the costs associated with accessing data via ICES (which 
are driven largely by analyst time), researchers typically 
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required access to grant funds. Where funding was not 
obtained, studies were not always feasible. 

• In some cases, researchers who were particularly well-funded 
were able to pay the salary of an individual ICES analyst. In 
such cases, the researcher did not have to wait in queue—they 
had their own queue for data and could ask the analyst to 
prioritize specific projects as needed. This improved the 
researcher’s ability to carry out projects within the funding 
timeframe. 

• More experienced researchers with well-established programs 
of research typically had improved access to funding 
compared to students, clinician researchers, and new 
investigators, and were therefore more likely to be able to 
gain access to data. 

Regulatory-
stakeholder-
related factors 

 

Knowledge and 
expertise 

• Staff within the Privacy and Legal Office, who performed 
privacy impact assessment (PIA) reviews, were highly trained 
individuals with extensive expertise. 

• Elsewhere in the organization, there was a strong sense that 
anyone who held a regulatory role had the required skills and 
knowledge to be in that role. 

Individual 
perspectives on 
benefits and risks 
of administrative 
health data 
research 

• Regulatory stakeholders who were interviewed were largely 
supportive of the use of linked administrative health data for 
research purposes as long as all required data safeguards 
were in place.  

• Given ICES’ low risk threshold and the policies and processes 
in place to ensure data were safeguarded, privacy risks were 
considered low; However, it was acknowledged that there 
were increasing threats to institutions such as ICES (i.e., 
cyberattacks) that must be mitigated. 

• In addition to privacy risks (e.g., re-identification), the risk of 
“spurious research” was identified. 

Relational factors  

Communication • Clear communication between the various roles (e.g., privacy 
officers, researchers, analysts, knowledge-users) was 
important for moving research forward in a timely manner 
but could be challenging as these groups often 
communicated “at cross purposes” (i.e., with different goals 
in mind).  
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• The PIA contained the particulars of the data request. Where 
this document was unclear, one or more rounds of revisions 
were required, increasing the overall timeline and costs. 

• ICES sometimes prioritized projects based on study 
deadlines/funding timeframes; However, it was up to the 
researcher to communicate these to the relevant individuals 
(e.g., the Privacy and Legal Office, lead analyst), which did 
not always occur. 

• Researchers were required to develop a dataset creation 
plan (DCP), which served as a key communication tool 
between the researcher and analyst, identifying study 
variables and specifying the analysis to be undertaken; 
However, researchers varied in their ability to develop this 
document. If the DCP was not clear, multiple rounds of “back 
and forth” between the analyst and researcher occurred, 
increasing the overall study timeline and costs. 

• A formal kick-off meeting was held between the analyst and 
research team at the study outset, and additional meetings 
were held at various points throughout the study to discuss 
progress and address any issues that arose. These meetings 
helped promote a common understanding of the work to be 
done and ensured that it progressed smoothly. 

• The Privacy and Legal Office was in frequent communication 
with the IPC regarding IPC requirements; However, the 
challenge was how to communicate changes in policies and 
processes to ICES researchers and trainees, particularly with 
those who only did research at ICES occasionally. 

Relationships • ICES’ ability to hold certain datasets was contingent on 
maintaining a good relationship with the data provider, which 
meant following their processes for access and meeting their 
reporting requirements.  

• Where researchers had good relationships with ICES staff, 
they were more comfortable asking for information and 
support, which facilitated access to data. 

• Researchers’ relationships with external data providers were 
sometimes beneficial for facilitating linkage to external 
datasets. 

• Researchers who were less experienced sometimes sought 
support from their more experienced colleagues when 
attempting to access data via ICES (e.g., help filling out forms, 
information about data and processes, etc.). 
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• Non-ICES researchers sometimes leveraged relationships with 
colleagues who had an ICES affiliation to gain access to ICES 
data for research (i.e., to access via the internal pathway 
rather than go through DAS). 

• Where researchers established a relationship with an analyst 
over multiple projects, the analyst often had an improved 
understanding of what the researcher required for the study 
and could complete the analysis in a timelier manner. 

Trust  • The policies and processes in place at ICES were underpinned 
by the need to maintain the trust of data providers, and the 
trust of the public. ICES’ ability to operate was dependent on 
their trustworthiness in terms of their ability to safeguard the 
information they hold.  

• While navigating the policies and processes in place can 
impact project timeliness and costs, these policies and 
processes were critical to ICES’ status as a trusted entity, 
which facilitated access to data for research. 

Organizational 
factors 

 

Organizational 
mandate/priorities 

• ICES was established specifically to facilitate access to data 
for health system planning and management, and research.  

• For other public institutions that held data, supporting 
research, and facilitating access to data was not necessarily a 
priority. 

Data centre 
funding model 

• ICES received core funding from the Ontario Ministry of 
Health and additional support from grants secured by ICES 
affiliated researchers. ICES used a cost-recovery model of 
sorts, but the costs were based on the overall operational 
costs of ICES (average costs) versus the cost of an individual 
study (incremental or marginal costs).  

• As ICES grew and became a bigger organization with higher 
operational costs, the costs to researchers increased. 

Organizational 
capacity to 
support research 

 

Analytic 
capacity 

• ICES analysts had extensive expertise in working with 
administrative health data and were available to work with all 
researchers accessing via DAS or the internal pathway; 
However, there were only a limited number of analysts and a 
high volume of requests, so there were sometimes long waits 
for analyst time. 
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Regulatory 
capacity 

• ICES received a high volume of data access requests annually 
with a limited number of staff to support the work (e.g., 
individuals to perform PIAs, update policies and processes, 
ensure compliance, meet reporting requirements, etc.).  

• The number and complexity of projects submitted to ICES 
increased over the years, but this was not met with a 
corresponding increase in staff to support the work. 

Technical 
capacity 

• The required data infrastructure was in place to support 
research (i.e., the Research Analytic Environment), but 
improved systems for communicating with researchers were 
required to improve transparency and efficiency. On both the 
DAS side and internal ICES side, a lot of personnel time was 
spent responding directly to researcher inquiries about the 
status of their application. The use of an application 
dashboard or tracker was suggested as one way to provide 
researchers will information and updates about the status of 
their request in a timely and efficient manner. 

Data holdings • ICES had a large and growing number of internal data 
holdings which enabled them to support research on a 
variety of topics. Data holdings had grown with efforts to 
bring in more datasets that could be used to assess the social 
determinants of health. 

• Despite having a large number of data holdings, there were 
instances where ICES did not have the data required to 
examine certain research questions leading researchers to 
seek linkages to external data sources.  

• The timeliness of data updates was sometimes a challenge 
(i.e., the “lag” was too long for some studies). 

Support for 
researchers 

• Researchers were required to go through a specific process 
to obtain an ICES affiliation. This helped ensure they were 
prepared to work with the data and understood the 
regulatory requirements.  

• ICES personnel (staff, coordinators, site leads) were generally 
helpful. They viewed helping researchers as part of their role, 
and researchers acknowledged the support they provided. 
However, this support was limited—with the volume of 
projects being submitted, it was not feasible for ICES 
personnel to provide one-on-one support to every 
researcher and trainee that sought access to data. 

• Data dictionaries were available for ICES data holdings but 
had limited detail.  
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• Documentation varied for external data holdings. 

• DAS provided extensive support to researchers, including 
research coordinator support to complete the required 
documentation and ICES analysts and scientists who work 
with the research team. 

Mechanisms 
for feedback 
and 
improvement 

• ICES had processes in place for checking the quality of data 
that come into the data environment (all general use data). 
There were multiple points at which the data were vetted 
before being made available on the analytic environment. 

Organizational 
culture 

• As an organization, ICES was described by both regulatory 
stakeholders and researchers as having a low risk tolerance 
and being conservative in their approach to providing data. At 
the same time, the introduction of DAS (and its predecessor 
CD-Link) was demonstrative of a willingness to extend access 
to a broader group of stakeholders. 

• For external data provider organizations, participants 
indicated that the willingness to provide data varied across 
organizations. 

Regulatory factors  

Information 
legislation 

• Under the Personal Health Information Protection Act 
(PHIPA), ICES was designated as a prescribed entity, which 
allowed it to collect and use data for research without 
individual consent. 

• As a prescribed entity, ICES’ work was protected by the 
legislation. 

• The legislation itself did not impede research. Where issues 
sometimes arose was with the interpretation of the 
legislation. Where there was room for interpretation, 
individuals often interpreted the legislation conservatively. 

• PHIPA was unclear regarding the difference between research 
and health system planning and management. The two 
activities were treated differently within the legislation but 
were not clearly defined. In some cases, researchers were 
known to pursue access through the non-research pathway 
because it was perceived as easier. 

• Sometimes the legislation did not align with the realities of 
administrative health data research. For example, the PHIPA 
was amended with a section (3.1) stating that data had to be 
de-identified then linked. If data were de-identified, they 
could not be linked. This reflected a limited understanding of 
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ICES’ operations and made it impossible to comply with the 
legislation. 

• The legislation limits the extent to which processes can be 
streamlined. Ultimately, there are processes that are set out 
in the legislation, and processes that relate to ICES’ 
designation as a prescribed entity, that must be followed and 
that ICES does not have the authority to change. 

Transparency of 
data access 
pathway 

• There were established processes for accessing data via the 
internal data access pathway, but these were not clearly 
communicated to researchers, which sometimes created 
frustration and made it difficult for trainees and new 
investigators to determine how to access data.  

• It was not clear to researchers what happened to 
applications once they were submitted (i.e., what steps they 
went through, and where they were in the overall process). 

• The pathway for accessing data via ICES-DAS was provided 
on the ICES website and researchers were guided through 
the process by DAS staff. 

Complexity of data 
access pathway 

• Key informants acknowledged that since ICES was 
established, new processes have been continued to be added 
but none have been taken away, contributing to increasing 
complexity.  

Required forms 
and documents 

• Overall, the required documentation (PIAs, project activation 
worksheets, data sharing agreements, DCPs,and additional 
documents for special permissions, etc.) created a major 
administrative workload for both researchers and the 
organization.  

• Study related forms and documents were often difficult to 
complete. New investigators and trainees often needed 
support early on to understand the forms and learn how to 
complete them. Incorrectly completed documents resulted in 
additional back and forth between the researcher and ICES 
Privacy and Legal Office.  

• Preparing the DCP was particularly challenging. This 
document was very detailed and contained information 
about the dataset and the analysis plan, including variable 
definitions and specific codes. Learning how to create these 
documents took time. 

Required reviews 
and approvals 

• The specific reviews that were required varied by study, 
depending on the data access pathway (i.e., internal or DAS), 
the researcher’s institution, the researcher’s program of 
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research, the type of data being accessed (general access, 
study-specific, or controlled use), and whether the study 
involved an external linkage. 

• Studies involving the internal data access pathway  
o Sometimes required review at the program level (e.g., 

cancer program), in part to reduce duplication of effort. 
o Always required PIA review by the Privacy and Legal 

Office.  
o Often required additional review and approval if there 

was an external linkage.   
o Sometimes required “special permissions” depending on 

the dataset being accessed and the agreement between 
ICES and the data provider. 

o Did not always require REB approval. Certain institutions 
(e.g., Sunnybrook) had agreements in place with ICES that 
permitted researchers accessing only data held internally 
by ICES to proceed without submitting a separate research 
ethics application, as long as the PIA was approved. 

• All studies involving access to data via DAS underwent review 
by DAS for feasibility and eligibility, REB review, and review by 
the Privacy and Legal Office, although a PIA was not required. 

Scope of review • The scope of review of the PIA that was performed by the 
Privacy and Legal Office was very well-defined and focused on 
legislative authority. Specifically, it focused on whether ICES 
had the legislative authority to collect and use the data 
proposed for a particular project, and in the case of an 
external linkage, whether the data provider had authority to 
send the data to ICES.  

• Review at the program level was focused on feasibility and 
avoiding duplication of work rather than scientific or privacy 
review. 

• DAS review primarily focused on eligibility and feasibility, 
though alignment with organizational values was sometimes 
considered (this primarily applied to private sector research).  

Transparency of 
review 

• Researchers did not have access to information about why 
delays occurred or what stage of review/approval their 
project was in.  

• Researchers were not always sure what criteria were used to 
assess their applications, or how certain decisions were 
made. 
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Application of 
data minimization 
principle 

• A key feature of ICES’ internal data access pathway was that 
there was no “disclosure” of line-level data.  An ICES analyst 
was assigned to the study and was the only member of the 
research team that was permitted to access to line-level 
data. Rather than being permitted to access only select 
variables within each dataset, the analyst was permitted to 
access all variables within each dataset required for the 
study. A benefit of this approach was that it provided 
analysts with the flexibility to look at different variables to 
determine which ones to use/include in analysis, rather than 
being limited to a minimum dataset identified a priori. A 
challenge with this approach was that the ICES analyst was 
involved in making methodological decisions while the 
researcher was unable to confirm whether dataset creation 
and analysis had been carried out correctly. 

• Researchers who accessed data via DAS were provided a risk-
reduced dataset (e.g., no dates, no birthdates, etc.). 

• The data minimization principle created a challenge for new 
and emerging analytic techniques (e.g., machine learning), 
highlighting the need for policies to evolve. 

Role of data 
centre analysts 

• ICES analysts had a higher level of security clearance that 
allowed them to view individual level data directly. 
Researchers did not typically have this level of access.  

• Analysts had access to the complete datasets that were 
specified in the researcher’s application documents, not just 
a portion of the dataset.  

• When data were accessed by ICES researchers (not trainees) 
via the internal data access pathway, the analyst was 
considered part of the research team. As the only individuals 
with access to identifiable data, analysts were responsible for 
cleaning and linking the data, preparing the dataset, and 
providing results to the research team (aggregate results). 
They were considered partners in the project, and co-authors 
on resulting publications. 

• When data were accessed via DAS, the ICES analyst prepared 
a risk-reduced dataset for the research team who performed 
their own analyses, although in some cases DAS provided 
analytic services as well. 

• Students were typically provided with a data “cut” that they 
could work with directly. 
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Proportionality • Studies carried out by internal ICES scientists underwent a 
different level of review compared to those accessed via DAS. 
For the DAS pathway, a PIA review was not required because 
researchers received a risk-reduced dataset. 

• For studies carried out by researchers with a Sunnybrook 
Hospital affiliation and involving only ICES’ general use data 
holdings (i.e., special permissions are not required), REB 
review was not required. Instead, the PIA review carried out 
by the ICES Privacy and Legal Office was considered sufficient. 
The Sunnybrook Hospital REB regularly reviewed a random 
sample of ICES studies to ensure compliance with ethical 
guidelines. 

Accountability • ICES was subject to oversight from IPC of Ontario. Since ICES 
was able to collect data without consent, it was required to 
adhere to stringent requirements set out by the IPC. A lot of 
time and resources within the organization were dedicated to 
ensuring compliance with the legislation and the 
requirements of the IPC, as well as meeting the IPC’s 
reporting requirements.  

• Accountability to the IPC limited ICES’ ability to make changes 
to processes. 

Contextual factors  

Leadership • ICES was established at the behest of the provincial 
government with the specific aim of leveraging data for 
health system improvement. 

• ICES received core funding from the Ministry of Health and 
Long-Term Care. 

• Under PHIPA, ICES was designated as a prescribed entity, 
which gave ICES the authority to collect, use, and disclose 
personal health information without consent for research.  

Health system 
organization and 
integration 

• In 2021, the provincial government had merged a variety of 
healthcare organizations into a single entity referred to as 
“Ontario Health”. The merger included Cancer Care Ontario, 
which had previously been designated as a prescribed entity. 
These changes were expected to have implications for data 
access (e.g., changes in data custodianship) but these were 
not well understood at the time of data collection. 

Legislative 
landscape 

• When external data were brought into ICES, different pieces 
of legislation sometimes applied depending on the data 
source (e.g., Pharmacy Act, Laboratory Specimens Act, 
Retirement Homes Regulatory Authorities Act). These 
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different pieces of legislation did not always “speak to each 
other”. For example, ICES was not a prescribed entity in 
these Acts, so it was sometimes difficult to determine 
whether they had the legislative authority to collect the data. 

Historical events • The alleged privacy breach that occurred at the Ministry of 
Health in British Columbia was felt in Ontario (described as a 
“chill”). 

Current events • Throughout the COVID-19 pandemic, ICES was heavily 
involved in producing provincial COVID data. To facilitate 
reporting, new datasets were brought in, the frequency of 
data feeds was increased, and COVID research was 
prioritized (e.g., analyst time was dedicated to COVID 
research, etc.). These changes demonstrated what was 
possible in terms of improving the timeliness of data access.  

• Prior to COVID, individuals working with line-level data were 
required to work on-site. This was no longer possible when 
COVID-19 restrictions were implemented, so remote access 
was permitted. This improved access for students as it gave 
them more flexibility with their schedule, particularly for 
clinical residents. At the same time, it demonstrated that the 
work could be done securely even when done remotely. 

 


