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To all the readers,

I dedicate this work to you, with the hope that this finger tracking

technology is just the beginning of a great journey towards a more

advanced and inclusive world.

My vision for this technology goes beyond its practical applications. I

believe that it has the potential to bridge the gap between humans and

machines, allowing for a more seamless and intuitive communication.

However, I also believe that it has the power to bring humans closer

together, enabling new and creative ways of connecting with each

other.

As we continue to advance and explore the possibilities of this

technology, I urge you to join me in imagining the endless possibilities

that lie ahead. Let us embrace the future with open minds and open

hearts, and strive towards a world where technology and humanity are

seamlessly intertwined.

Thank you for taking the time to read my work, and for sharing my

vision for a better tomorrow.
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Abstract

As human-computer interface advances from two to three dimensions, new input de-

vices are required to allow low-cost learning and increased human involvement in

virtual reality contexts. In this study, we offer a small, finger-worn, wireless motion-

tracking platform that can be reprogrammed for a number of functions to enhance

mobile computing. First, it functions as a wireless mouse in the air without requir-

ing a surface for a mouse or trackpad, making it appropriate for augmented-reality

or virtual-reality systems. Second, it supports single-finger motion tracking in its

entirety. A more complex version is able to mix information from more units on

multiple fingers to create a greater variety of options. The prototype of our ring will

have an ultra-compact wireless sensing platform with an on-board triaxial accelerom-

eter, triaxial magnetometer, triaxial gyroscope, and a short-range wireless Bluetooth

transmitter with a Time-of-Flight (TOF) sensor for finger flexion detection. Quan-

titative and qualitative evaluations of the accuracy and usefulness of the Inertial

measurement unit (IMU) sensor breakout board have been conducted. The results

demonstrate that the Inertial measurement unit (IMU) sensor finger tracking system

is intuitive for mouse-like tasks.

viii
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Chapter 1

Introduction

For a long time, desktop and laptop computers were the most commonly used com-

puting platforms, and the computer mouse and keyboard were the primary human-

computer interaction devices based on the operating system of those platforms [15].

As the essential hand-held pointing device, the computer mouse has dominated

the human-computer interface (HCI). Due to the unique features of modern operating

systems, most dynamic trajectories are two-dimensional relative to a surface [45].

Hand movements are often projected onto a display as a pointer[56], making the mouse

the ideal device for a computer’s graphical user interface. While the mechanical and

electrical design of computer input technology has improved significantly, the core

characteristics remain unchanged for most computer system users [19].

New computing platforms require a closer connection between the user and their

personal device. Similar to the evolution of the computer mouse, Augmented Re-

ality (AR) / Mixed Reality (MR)/ Virtual Reality (AR) technologies require a new

3-dimensional human-computer interface (HCI) device [43]. After years of technolog-

ical advancements and improved visual, auditory, and other sensory simulations, Vir-

tual Reality (VR) is now capable of providing stunning fictitious worlds. Augmented

Reality (AR), which superimposes virtual information in a real-world environment,

bridges the gap between the digital and physical worlds [10]. Both technologies fun-

damentally alter how people engage with digital information.

1.1 Research Motivation

Traditional mouse and keyboard devices for the next human-computer interaction

platform in Virtual Reality (VR) and Augmented Reality (AR) environments cannot

detect motion because they are intended for a two-dimensional operation system.

[24, 77] These conventional input approaches only capture Two-dimensional (2D)

motions, but Three-dimensional (3D) interface device need to provide continuous,

1
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accurate tracking of 3D finger and hand location [4]. The resurgence of demand

for input mechanisms detached from the Two-dimensional (2D) display. The Three-

dimensional (3D) input device must be continuously accessible and unobtrusive in

order to facilitate robust and expressive interaction in a variety of circumstances [70].

Figure 1.1: Apple Inc. demonstrate Multi-Touch technology as an new user interface,
2007, Macworld Conference and Expo 2007

Modern operating systems have been primarily based on the computer monitor as

an information output device. The computer monitor displays information in pictorial

or textual form. That makes the mouse the most representative interface device in

2D space. Users’ movement is directly reflected to the operating system from the 2D

constraining surfaces, such as the physical surface of the user’s deck. That helps the

user to point out a specific location with x and y coordinate information. How even,

when navigating in 3D space, the limits of the mouse’s lack of depth information

becomes obvious [58].

Ray-casting interface device [14] has be commonly used for Mixed Reality (MR)

platfrom. Those ray-casting interface is a handhold device like laser pointer. One ma-

jor limitation of laser pointer is accuracy decrease when object’s distance increase[56].

Therefore, since the mouser and ray-casting interfaces [57] does not provide an
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Figure 1.2: Ray casting interface for object manipulation [57]

intuitive user interaction in 3D environment. Thus, Finger motion tracking interface

could overcome the limitations of 2D interface device and how to improve finger mo-

tion capture technology in order to improve human-computer interaction has been the

subject of the research of numerous scientists [61]. When compared to other inter-

active devices, such as laser pointers, this intuitive engagement will be more readily

accepted by users if it resembles natural, direct interaction with the hand. There are a

number of prevalent options for finger dynamic capture, including optical motion cap-

ture [18, 65] plus computer vision, electromyography (EMG) detection [5, 34], inertial

measurement unit (IMU), and electromagnetic induction. Optical detection is now

the most common technology for gesture recognition, requiring typically simply an

optical lens to capture the hand motion trajectory before machine learning recognizes

the matching action. This method offers the advantages of inexpensive hardware costs

and the capacity to concurrently distinguish several finger movements, but is limited

by the variance of ambient light. The EMG detection technique involves recording

and amplifying small muscle bioelectric impulses through the device, and simulating

the muscle movements of the hand to produce a dynamic model using these signals.

IMU technology can correctly record the trajectory of the device and is unaffected

by the external environment, however it can only record a single object and has the

issue of accelerometer drifting [76] issue when computing absolute location.

1.2 Applications Overview

Having developed a hardware platform capable of precisely monitoring finger motion

enables sports activity analysis applications [30], including hand swing motion, and

enables a user-friendly method of interacting with augmented reality and virtual real-

ity apps. There are several methods for tracking finger motion. However, single-finger
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Figure 1.3: Myo armband [29]

integral motion tracking provides a simple, ubiquitous human-computer interface that

functions as the user input device for a 3D operating system. This part will explain

the potential applications our hardware platform can provide.

1.2.1 Click Detection / Scroll Detection

Commonly envisioned free-hand engagement approaches in AR and VR include taps

and motions in the air. However, whether interacting with an app on your AR glasses

or painting in a VR game, the feeling of touch is one of the most critical aspects of

an immersive experience. The capability to detect taps reliably on environmental

and body surfaces enables the development of new types of always-available ambient

interfaces. Owing to the intuitive nature of humans and contemporary touchscreen

technology, the fingers serve as the interface between the user and virtual objects.

The precision of absolute fingertip location monitoring substantially impacts the user

experience. The ability to reliably identify the fingertip location based on the finger

joint flexion angle enables an immersive method of touching virtual objects with a
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fingertip, similar to tapping application icons on a touchscreen. The finger joint

flexion angle detection gives not only a fingertip position estimate but also a scrolling

motion detection that may be utilized to simulate a scrolling wheel. These two

interactions may be included in the single smart ring by using clicking and scrolling

movements[24].

Figure 1.4: Basic use of mouse [24]

As seen in Figure 1.4, click and scroll motions combine to constitute the fundamen-

tal mode of modern computer operation. The index finger is the only finger involved

in both click and scroll motions. Because finger movements are captured completely,

users do not need to learn new ways to operate. This helps new users significantly

reduce the cost of learning. This allows for a very fluid interaction, utilizing a single

smart ring.

1.2.2 Touch Detection / Slide Detection

To provide an complete mouse-like operation feature, there needed to be a new way

to represent the left click by middle finger. Here we propose to use thumb with

touch-pad on the outside of the ring to perform the second degree of interaction. As

demonstrated in Figure 1.5, a user can touch the outside of the ring to open the detail
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list. This also help user to perform more complex gestures in 3D environment. User

can select 3D object by point their finger to the object, then by touch the ring using

thumb to confirm selection. The two fingers interaction mimics the pinch motion

typically taken place in 3D operation. Additionally the touch-pad can perform not

only touch detection, also can detect continual slide and microroll gestures. [24]

Figure 1.5: This is the first prototype device with a flexible touch-pad around the
ring’s surface.

As seen in Figure 1.5, the character may be maneuvered across the game’s sur-

roundings using sliding motions, similar to a touch screen joystick. As necessary, the

user may micro-roll their thumb to change the camera, then switch back to sliding

to keep the character moving. This enables highly fluid engagement with a single

smart-ring. Additionally, the micro-rolling gesture might be incorporated to speed

up the character’s movement or facilitate the picking of items during gameplay [24].
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Figure 1.6: One of the map navigation application using continual slide and microroll
gestures by researchers [24]

1.3 Thesis Contributions

In this work, we research and develop a ring type wearable device focusing on single

finger motion tracking which include finger positioning, flexion, extension and abduc-

tion. The device combines with IMU sensor for finger motion and TOF sensor for

finger flexion extension and abduction. The ring is a wireless, self-contain ring that

not only tracking the absolute position and orientation of the ring, but also simulate

the flexion and extension of the finger in real-time. The low-power, battery-operate

ring combines absolution position and orientation and extension to present an com-

plete model of single finger motion. As the user moves their finger, any locomotion

of the finger can be capture by the ring. Sensors embedded in the ring measure these

motion and use these measurements to estimate the pose of the ring with respect to

the user body.

This ring is effectively a seven degree-of-freedom tracking system. The device

will be tracking all data from triaxial accelerometer, triaxial magnetometer, triaxial

gyroscope to generate a relative position reference to origin point and rotational

motion of pose and two flexional components (extension and adduction). IMU sensor

capture finger rotational motion and TOF sensor capture finger flexion/extension and

abduction/adduction.

Compared to other finger tracking approaches, our approach simplifies relatively

complex device form-factors to just a ring and does not require any computer vision

to tracking finger motion. Our device leverages the insight that pure sensor-based

tracking method is better compared to computer vision in low light environment. Our

approach also delivers significant improvement in device functionality, compatibility,
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and portability.

Figure 1.7: This is an typical data glove using IMU sensors to track hand motion
[46].

Due to the usage of various motion capture technologies, the device’s physical

form also varies; there are bracelets, gloves[46], and rings. The glove can collect

dynamic information about the hand and individual fingers, but it is not suitable for

everyday use; the EMG band can also collect relatively comprehensive information

about the hand, but if feedback on touch is required, the device cannot provide the

most intuitive feedback due to its distance from the fingertips [29]. Because to the

reduced size of the device, the ring can provide more direct vibration feedback and

is more easily accepted by users. However, only a single finger operation will be

recognized due to the size limits of the device. According to data of existing motions,

the index finger is the most commonly and widely utilized of all fingers. Therefore,

wearing the motion capture ring on the index finger may accommodate the majority

of scenarios involving human-computer interaction.
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IMU Finger motion tracking is one of most commonly used method to tracking

motion with relatively accurate measuring scale in a variety of domains [32, 74].

Though precise, IMU motion tracking has a reputation for being low cost, easy to

deploy and shielding from environmental interference.

There are so many different sensing methods, such as optical camera, and elec-

tromagnetic sensing, the accuracy of inertial measurement unit generally depends on

the accuracy of the gyroscope. Due to the technical characteristics of using inertial

measurement unit, Using IMU as the method for motion tracking fits the trend of

wearable technology better. Our device can also be used to track the complete finger

motion with flexion/extension and abduction/adduction. With the device, a user can

just provide input using their finger while keeping their arm motionless at their side

or resting on a table.

Our primary contributions include:

1. Single finger tracking method, including a physics-based iterative approach to

7-DoF pose estimation.

2. Prototype simulation using sensor breakout board to demonstrate the feasibility

of using low-cost sensors to track finger motion.

3. The use of customized design smart ring hardware device with a rigid flex

Printed circuit board (PCB) will provide a more accurate and reliable method

for tracking finger motion compared to the prototype simulation using sensor

breakout board.

4. The publication ”Finger Tracking for Human Computer Interface Using Multi-

ple Sensor Data Fusion” presented at the 2022 IEEE Canadian Conference on

Electrical and Computer Engineering, describes a new approach to finger track-

ing using multiple sensors, and provides valuable insights for the development

of human-computer interfaces.
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1.4 Thesis Organization

The rest of this work is organized as follows. Chapter 2 describes the human finger

kinematics and finger tracking method used in this work. Chapter 3 gives a detailed

description of the proposed system controller design in this work. Chapter 4 describes

the simulations of the finger motion based on finger joints angle. Chapter 5 describe

the customized hardware and software used to perform the simulations and experi-

mental work. It also describes the calibration of the control hardware. Chapter 6

describes the results for hardware system and discusses their implications. Chapter

7 summarizes the conclusions of this work and suggests areas for future research.



Chapter 2

Background Theory/Related Work

2.1 Human Finger Kinematics and Dynamics

The hand is made up of several bones, muscles, and ligaments that provide a great

deal of mobility and dexterity [49]. There are three primary kinds of bones in the

hand itself: The 14 Phalanges bones that are located in the fingers and toes of each

hand and foot. Each finger has three phalanges (distal, middle, and proximal), while

the thumb has only two. The five bones that make up the central portion of the hand

[7, 49]. The eight bones that make up the wrist. The two rows of carpal bones are

attached to the ulna bone and the radius bone of the arm [22].

Figure 2.1: 3 major types of bones in the human hand, including phalanges,
metacarpals, carpals.

11
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The hand has several muscles, ligaments, tendons, and sheaths. The muscles are

the structures that may contract, so enabling the hand’s bones to move [13, 20, 53].

The ligaments are fibrous structures that link the joints of the hand together. Sheaths

are tubular structures that encompass a portion of the fingers. Tendons link the arm

or hand muscles to the bone to enable movement.

Figure 2.2: Diagram of the extensor and flexor tendons of the finger’s extensors. [78]
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The extensor assembly of the human finger is made up of tendon fibers from mul-

tiple muscles, including the extensor digitorum, interosseus, and lumbrical muscles,

and is connected by fibrous ligaments. It stretches the proximal and distal interpha-

langeal joints, while flexion is done by tendons from the flexor digitorum superficialis

and flexor digitorum profundus muscles [64]. The extensor assembly consists of a me-

dial bundle that passes over the proximal interphalangeal joint and two lateral bundles

that unite distally into a single terminal tendon. This terminal tendon passes over

the distal interphalangeal joint regardless of its flexion angle. The spiral fibers of the

extensor assembly link the lateral and central bands of the finger and are located at

the distal portion of the first phalanx and at the proximal interphalangeal joint level.

According to various authors, these spiral fibers are responsible for controlling palmar

displacements of the lateral bands during flexion of the proximal interphalangeal joint

[78].

K.J.Van [78] developed an analytical mathematical functional relationship be-

tween the D.I.P–P.I.P flexion angles using the model. The Proximal interphalangeal

joint (P.I.P.) angle is arbitrarily selected as the independent variable, while the Distal

interphalangeal joint (D.I.P.) angle is designated as the dependent variable. Equation

2.1 determines the equivalent D.I.P. angle for any given P.I.P. angle.

φ (θ) =

√
ax (0)

2 + ay (0)
2 + s (0)−

√
ax (θ)

2 + ay (θ)
2 − s (θ)

R (θ)
(2.1)

The relevant numbers are defined in Fig. 2.3, which depicts a simplified lateral

view of the extensor system with the middle phalanx at its centre and the finger in

flexion with the angles θ and φ. [78] .

Figure 2.3: Finger extensor assembly schematically. [78]
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The length of the distance a(θ) and the length of the (terminal) spiral fibre s(θ)

may be expressed using the points D, P, and S from Figure 2.3. The a(θ) is the

distance between point D and point S, the a(θ) is the length between point P and

point S [78].

When finger joint angles θ = φ = 0, the starting values of a(0) and s(0) correspond

to the lengths of the lateral tendon and terminal spiral fibre, respectively [78].

The longitudinal distance between the D.I.P. and the P.I.P. joint at the dorsal

side of the finger is represented by the distance d between the points D and P. This

constant may be determined from anatomical information[78].

The spiral fiber s(0) forms an initial angle of α(0) with the reference line when

the finger is extended [78].

Because the distance a(θ) and the length of the (terminal) spiral fibre s(θ) can be

expressed by their components in x axis and y axis, from the initial position of the

finger, the x component could be neglected in equation 2.1. So the depend on the

variable θ, with some simple trigonometry, the mathematical expressions between the

lengths a(0), a(θ), the distance d and the fiber lengths s(0), s(θ) as shown below[78]:

ay (0) = s (0) · cosα0 + d (2.2)

ay (θ) = s (θ) · cos(θ + α0) + d (2.3)

With y axis component expressions of the lengths a(0), a(θ), the distance d and

the fiber lengths s(0), s(θ) apply back to equation 2.1, we get the expression [78]

φ (θ) =

√
(s (0) · cosα0 + d)2 + s (0)−

√
(s (θ) · cos(θ + α0) + d)2 − s (θ)

R (θ)
(2.4)

and assuming R ≈ s ≈ constant, we can finally write [78]

φ (θ) = cosα0 − cos(α0 + θ)[78] (2.5)

At low P.I.P. values, Equation 4.1 accurately captures the angular correlation;

but, for larger P.I.P. angles, it significantly differs from the actual results [78].
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2.2 Finger Tracking

The goal of a finger tracking system is to provide an intuitive transfer of motion

between gestures and finger movements [26, 27, 39, 40, 47]. There are numerous

implementation possibilities for finger tracking, primarily those utilizing an interface

or not. By applying these rotations to a kinematic chain, it is possible to track the

entire human hand in real time, without occlusion and wirelessly [26, 27, 39, 40,

47]. Each finger segment of hand inertial motion capture devices, such as Synedrial

mocap gloves, contains a miniature IMU-based sensor. For precise capture, at least 16

sensors are required. There are also mocap glove variants with fewer sensors for which

the remaining finger segments are interpolated or extrapolated (proximal segments)

(distal segments) [22]. Typically, the sensors are put within a textile glove, which

makes their use more pleasant [46].

Figure 2.4: Real-time motion tracking of the locations of the fingertip using a modular
hand sensor system based on an IMU. Up to five sensor strips with three IMUs each
make up the system, which also includes a base unit on the back of the hand and a
wireless IMU on the forearm. [59].

Inertial Measurement Units (IMUs): IMUs use accelerometers, gyroscopes, and

magnetometers to measure the movement and orientation of an object in three-

dimensional space. In the context of finger motion tracking, IMUs are often embedded

in a wearable device, such as a ring, to track the movement of the finger. IMUs are

relatively low-cost and easy to implement, but they can suffer from drift and may

require regular calibration to maintain accuracy [32, 74].

Optical tracking: Optical tracking systems use cameras or other sensors to detect

the position of markers placed on the fingers or hands. These systems can provide
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very high accuracy and precision, but require a line of sight between the sensors and

the markers, which can limit their use in certain applications [18, 65].

Figure 2.5: This is an typical data glove using IMU sensors to track hand motion
[46].

Electromyography (EMG): EMG sensors detect electrical signals produced by

muscle contractions and can be used to track finger movement based on muscle activ-

ity. EMG is very precise and can provide real-time feedback, but requires electrodes

to be attached to the skin, which can be uncomfortable for the user [5, 34].

Capacitive sensing: Capacitive sensing works by detecting changes in capacitance

between two electrodes, such as those on a touch screen. In the context of finger

motion tracking, capacitive sensors can detect changes in capacitance caused by the

movement of the finger [36, 38, 42, 48, 73]. This technology is often used in touch-

screens and can provide a high level of sensitivity, but may not be as accurate as

other methods for tracking complex finger movements [41, 44].

Magnetic tracking: Magnetic tracking systems use sensors to detect changes in

magnetic fields, which can be used to track the movement of magnetic markers at-

tached to the fingers or hands. Magnetic tracking can provide very high accuracy and

precision, but requires the use of special equipment and can be expensive [60].

Overall, the choice of finger motion tracking technology will depend on the specific
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Figure 2.6: Precise Electromagnetic Finger Tracking by Auraring which is desgined
by University of Washington [60].

application and requirements of the system. IMUs are often a good choice for wearable

devices due to their low cost and ease of implementation, while optical tracking may

be preferable for high-precision applications. EMG and capacitive sensing can provide

unique benefits in certain contexts, while magnetic tracking may be the best choice

for certain specialized applications [18, 65].

2.3 Inertial measurement unit (IMU)

Finger tracking technology using IMU sensors involves using an Inertial Measurement

Unit (IMU) to track the movements of the fingers. An IMU is a device that com-

bines accelerometers, gyroscopes, and sometimes magnetometers to measure motion,

orientation, and gravitational forces [25, 33, 35, 50, 62].

An inertial measurement unit (IMU) uses accelerometers, gyroscopes, and some-

times magnetometers to measure and report a body’s specific force, angular rate,

and sometimes its direction. IMUs are referred to as IMMUs when they incorporate

a magnetometer. [16] IMUs are often used to maneuver modern vehicles, such as

motorbikes, missiles, airplanes (an attitude and heading reference system), uncrewed

aerial vehicles (UAVs), and spacecraft, such as satellites and landers. Current ad-

vancements enable the creation of Global Positioning System (GPS) systems with
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IMU functionality. An IMU enables a GPS receiver to function when signals are

absent, such as in tunnels, buildings, or electrical interference [1, 2]. An inertial

measurement unit detects linear acceleration with one or more accelerometers and

rotational rates with one or more gyroscopes [68].

Figure 2.7: 9 axis IMU sensor breakout board can offer up to six degrees of freeedom.

To track finger motion, the IMU sensor is typically mounted on a small wearable

device, such as a ring, and placed on one of the fingers. The sensor then detects and

records the movement of the finger as it moves through space. By analyzing the data

from the sensor, the system can accurately determine the position, orientation, and

motion of the finger.

The process of finger tracking using an IMU typically involves several steps.

Firstly, the IMU sensor must be calibrated to ensure accurate measurements. This

involves setting the initial position and orientation of the sensor, and then collecting

data on known movements of the finger to compare to the sensor data.

Once the sensor is calibrated, the system can begin tracking finger motion. The

IMU sensor records changes in orientation and acceleration as the finger moves, and

these measurements are then used to calculate the position and motion of the finger

in 3D space. Algorithms are used to filter out noise and error in the data to provide

accurate tracking [37].
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One challenge of finger tracking using IMU sensors is the potential for signal

interference or drift over time [8, 63], which can reduce the accuracy of the tracking.

To address this, advanced algorithms can be used to compensate for drift and maintain

accurate tracking over extended periods of time.

Overall, finger tracking technology using IMU sensors has many potential appli-

cations, including in sports and fitness tracking, virtual and augmented reality, and

human-computer interaction. With continued advancements in sensor technology

and algorithm development, the accuracy and precision of finger tracking using IMU

sensors is expected to continue to improve in the future.

2.4 Time-of-Flight (ToF) Sensor

Similar to how a bat detects its environment, a ToF camera employs infrared light

(lasers invisible to human sight) to calculate depth information. The sensor sends a

light signal, travels to the object, and then returns to the sensor. The length of time

needed to recover is then calculated and offers depth-mapping capabilities [11, 12, 52,

67]. This provides a significant advantage compared to previous technologies since it

can precisely estimate distances over an entire scene with a single laser pulse.

Figure 2.8: Operation principle of ToF system[3]

ToF technology is reasonably priced compared to other 3D-depth range scanning

options, such as a structured light camera/projector system. The sensors are excellent
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for real-time applications like background blur in on-the-fly video since they can

capture up to 160 frames per second (160 data relays per second). And they use very

little computing power. And with the appropriate algorithms, features like object

identification may be introduced once distance data has been gathered [6, 54].

As time-of-flight cameras provide distance images in real time, it is easy to track

movements of humans. This allows new interactions with consumer devices such as

televisions [17]. Another topic is to use this type of cameras to interact with games on

video game consoles. The second-generation Kinect sensor originally included with

the Xbox One console used a time-of-flight camera for its range imaging, enabling

natural user interfaces and gaming applications using computer vision and gesture

recognition techniques. Creative and Intel also provide a similar type of interactive

gesture time-of-flight camera for gaming, the Senz3D based on the DepthSense 325

camera of Softkinetic [66]. Infineon and PMD Technologies enable tiny integrated 3D

depth cameras for close-range gesture control of consumer devices like all-in-one PCs

and laptops (Picco flexx and Picco monstar cameras) [51].

2.5 Ring Device

A smart ring device is a small electronic wearable that can be worn on the finger

like a regular ring. It is designed to track various activities and health metrics of the

user. The ring contains a variety of sensors, including accelerometers, gyroscopes, and

magnetometers, which allow it to track the movement and orientation of the finger

in 3D space [77, 59].

The device is typically connected to a smartphone via Bluetooth, and the data it

collects is sent to a dedicated mobile application for analysis and visualization. The

app can display information such as step count, calories burned, heart rate, sleep

quality, and other health-related metrics [71].

Smart rings can also be used for other purposes, such as controlling other smart

devices, receiving notifications, and even making payments. Some models come

equipped with Near-field communication (NFC) technology that allows them to func-

tion like a contactless credit card [24].

Smart rings are designed to be lightweight and comfortable, with a battery life that

typically lasts for several days. They are often made from materials such as titanium
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Figure 2.9: Oura Ring Gen3

or ceramic, and can be customized with interchangeable bands and faceplates to suit

the user’s style preferences.



Chapter 3

Proposed System Controller Design

3.1 System Architecture

During the proof-of-concept stage, our initial system comprised an Arduino Mega2560

Board, selected as the sensor control and data readout unit for its general high com-

patibility and availability of software examples. For the sensor portion of the system,

sensor breakout boards are linked to the Arduino board using the I2C protocol. When

all sensor data readings from the sensor breakout board have been captured through

serial communication connection on a desktop computer. The proof of concept system

is used to test the finger tracking software algorithm and hardware communication;

nevertheless, the system was not wearable, which is one of the primary design issues

that must be corrected for the final design. The final design incorporates a rigid-

flexible PCB construction that allows the prototype to be shaped into a ring shape.

The final ring-shaped design comprises a Bluetooth Low Energy (BLE) unit, a mi-

cro–Inertial Measurement Unit (mIMU) for finger tracking, a Time-of-Flight camera

for finger flexion tracking, and a cell battery.

3.1.1 Rigid-Flex PCB

Rigid-flex PCBs are a specialized type of printed circuit board that combines both

rigid and flexible PCBs. They consist of multiple layers of flexible circuits attached

to rigid sections using adhesive or other bonding methods. The result is a single PCB

that can flex and bend, making it ideal for use in devices with limited space and

unusual shapes, such as smart rings.

In the case of a smart ring, the rigid-flex PCB is typically made up of multiple

layers, with each layer serving a specific purpose. For example, one layer might contain

the microcontroller and other electronics, while another layer contains the sensors and

battery. The layers are then connected using flexible interconnects, which allow the

22
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Figure 3.1: Purposed System Architecture Block Diagram

ring to bend and flex without damaging the components.

One of the key advantages of using a rigid-flex PCB in a smart ring design is

that it allows for a compact and lightweight form factor. This is especially important

for wearable devices, which need to be comfortable and unobtrusive for the user.

Additionally, the use of a rigid-flex PCB can help reduce the number of interconnects

and other components needed, which can simplify the design and assembly process.

However, designing and manufacturing a rigid-flex PCB can be more complex

and expensive than traditional PCBs [28], as it requires specialized software and

equipment. Additionally, the flexibility of the board can also make it more susceptible

to damage from bending and twisting, which must be taken into account during the

design process.

The use of a rigid-flex PCB is an effective way to incorporate electronics into a

smart ring design, providing a flexible and lightweight solution that is well-suited to

wearable devices.

In designing Print Circuit Board of the ring, we pursued a Flex-Rigid type PCB

design that would present a highly integrated system that contain all the sensors we

need and date transmitting ability through BLE (Bluetooth Low Energy).
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Figure 3.2: This illustration from the Alitum Design Software Guidebook provides
a fantastic example of how differential signaling may be addressed utilising rigid-flex
PCB design.

3.1.2 Arduino MEGA2560

Arduino MEGA2560 is a popular microcontroller board for embedded system de-

velopment, and it is widely used in various applications, including motion tracking

experiments. The MEGA2560 board has a 16 MHz crystal oscillator and 256 KB of

flash memory, 8 KB of SRAM (Static random-access memory), and 4 KB of EEP-

ROM (Electrically Erasable Programmable Read Only Memory). It has 54 digital

input/output pins, 16 analog inputs, and 15 PWM (Pulse Width Modulation) out-

puts, which are more than enough to interface with different sensors for finger motion

tracking.

Io order to use Arduino MEGA2560 for finger motion tracking experiments, We

did the following steps to conduct the finger motion tracking experiment:

First, we identify the sensors needed for the experiment, various sensors can be

used for finger motion tracking, such as accelerometers, gyroscopes, magnetometers,

flex sensors, or force sensors.
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Figure 3.3: Flex-Rigid Prototype PCB Design.

We choose I2C communication protocol as the appropriate interface for the sen-

sors. Depending on the sensor type, different interfaces can be used to connect them

to the microcontroller. For example, accelerometers, gyroscopes, and magnetometers

typically use I2C or SPI interfaces, while flex sensors and force sensors may use analog

inputs.

After the hardware setup complete. we wrote code to collect data from the sensors:

Using the Arduino Integrated development environment (IDE), code can be written to

collect data from the different sensors, process it, and store it in memory or transmit

it to a computer for further analysis.

Before using the sensors for motion tracking, they need to be calibrated to elim-

inate any bias or offset that might affect the accuracy of the data. This can be

done using various techniques, depending on the sensor type and the desired level of
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Figure 3.4: Arduino MEGA2560 and Adafruit BNO055 Absolute Orientation Sensor

accuracy.

We combined the data from different sensors to obtain a more accurate repre-

sentation of finger motion. For example, combining data from accelerometers and

gyroscopes can give a more accurate measurement of finger orientation and move-

ment.

Finally After we collecting and combining data from different sensors, it can be

analyzed and visualized using various tools, such as MATLAB or Python, to gain

insights into finger motion patterns and behaviors.

Using Arduino MEGA2560 as a microcontroller for finger motion tracking exper-

iments provides a low-cost and flexible solution that can be easily customized and

adapted to various sensor types and configurations. Moreover, the Arduino commu-

nity offers a wealth of resources, libraries, and code examples that can facilitate the

development and implementation of such experiments.

To validate the finger tracking algorithm using BNO055 IMU sensor, we use a
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Figure 3.5: Arduino MEGA2560 and Adafruit BNO055 Absolute Orientation Sensor
Breakout Board Wire Dirgram

BNO055 breakout board and Arduino MEGA2560 run simulation experiments. To

connect the assembled BNO055 breakout to an Arduino MEGA2560, follow the wiring

diagram below. The Vin pin is the power supply input for the breakout board, so this

pin connects to 3.3V voltage supply pin on the Arduino board. The Ground (GND) is

the reference ground pin for the power and data ground, so the ground need connect

to the same ground as Arduino board. SCL (Serial Clock) pin control the serial clock

speed for in order to communicate using I2C protocol, the SCL pin need connect to

the I2C clock SCL pin on Arduino. SDA (Serial Data) is the serial data transfer line

to transfer sensor data from breakout board to Arduino.

3.2 Number of Sensors Required

3.2.1 BNO055

In the proposed system, we use the device designed by our laboratory which have

motion tracking sensor inside. And the motion tracking sensor BNO055 whose spec-

ification of the sensor is listed in Table 3.1 and specification of each axes is listed in

Table 3.2
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Figure 3.6: Flex-Rigid Prototype PCB Design.

Table 3.1: SPECIFICATION OF BOSCH BNO055

Mode BNO055 by BOSCH
Type of Sensors Accelerometer, Gyroscope, Magnetometer
Power Consumption 0.33mA in low power mode
Sampling Rate 100 Hz

Bosch BNO055 is a 9-axis Inertial Measurement Unit (IMU) sensor that is com-

monly used for finger motion tracking in wearable devices such as smart rings. The

sensor integrates three sensors: an accelerometer, gyroscope, and magnetometer,

which work together to provide accurate and reliable motion data.

The accelerometer measures linear acceleration, while the gyroscope measures

rotational velocity, and the magnetometer measures magnetic field strength. This

combination of sensors enables the sensor to determine the orientation and movement

of the ring in three-dimensional space, which is crucial for tracking finger motion.

BNO055 also features an on-board processor that fuses the data from the ac-

celerometer, gyroscope, and magnetometer into a single output signal. This output

signal contains the orientation data, and the fusion process helps to reduce errors and



29

drift in the data, resulting in more accurate and stable tracking.

Furthermore, BNO055 provides built-in calibration features to reduce the effects

of temperature and other external factors on the sensor’s performance. The sensor

can perform both self-calibration and user calibration to maintain optimal accuracy

over time.

The Bosch BNO055 is a popular choice for finger motion tracking due to its high

accuracy, reliable performance, and built-in calibration features.

Table 3.2: SPECIFICATION OF EACH SENSORS IN BNO055

Sensors Accelerometer Gyroscope Magnetometer
Full-Scale Range +/- 4 g 2000 s 15
Power Consumption 14 bits 16 bits 15 bits
Bandwidth 62.5 Hz 32 Hz 20 Hz

3.2.2 VCNL4040

The VISHAY VCNL4040 is a proximity sensor that can also be used to measure the

angle of a joint. The sensor works by emitting an infrared light and measuring the

amount of light that is reflected back. By placing the sensor at a specific distance

from the joint and measuring the reflected light, it is possible to calculate the angle

of the joint.

Figure 3.7: VCNL4040 IRED Profile

The VCNL4040 combines a proximity sensor (PS), an ambient light sensor (ALS),

and a high-power IRED in a compact design. The CMOS (complementary metal-oxide
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semiconductor) method integrates photodiodes, amplifiers, and analog-to-digital con-

version circuits into a single chip. The 16-bit high-resolution ALS provides outstand-

ing sensing capabilities with good options to satisfy most applications, regardless of

whether the lens design is opaque or very transparent. Both high and low interrupt

thresholds may be specified for ALS and PS, enabling the component to utilize as

few microcontroller resources as possible.

The proximity sensor has an advanced canceling mechanism to prevent cross-talk

efficiently. To accelerate the PS reaction time, intelligent persistence avoids proximity

sensing misjudgments and maintains a rapid response rate. In active force mode, a

single measurement may be requested, providing further design flexibility and power

savings to accommodate a variety of applications.

To use the VCNL4040 for finger joint angle measurement, the sensor should be

placed on one side of the joint and a reflector should be placed on the other side.

The reflector can be any material that reflects infrared light, such as aluminum foil

or a white surface. When the joint is flexed, the angle between the reflector and the

sensor changes, causing the amount of reflected light to change. By measuring the

amount of reflected light, it is possible to calculate the angle of the joint.

One advantage of using the VCNL4040 for finger joint angle measurement is that

it is a non-contact sensor. This means that it can be used to measure joint angles

without requiring any physical contact with the finger. This is particularly useful

for applications such as virtual reality or augmented reality, where it is important to

track finger motion accurately without impeding movement or causing discomfort to

the user.

Another advantage of the VCNL4040 is that it is a relatively low-cost sensor com-

pared to other types of joint angle sensors, such as potentiometers or strain gauges.

This makes it an attractive option for researchers or hobbyists who want to experi-

ment with finger motion tracking without breaking the bank.

In summary, the VCNL4040 proximity sensor can be used to measure finger joint

angles by emitting an infrared light and measuring the amount of light that is reflected

back. It is a non-contact sensor that is relatively low-cost and can be used in a variety

of applications.
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Methodology

This chapter describes the angle calculation of the P.I.P finger joint angle with aid of

the ToF sensor proximity data collection [78]. the basic idea of angle calculation this

approach in this chapter is to using ToF sensor which consist of an infrared emitter

with an LED and a detector.Together, the infrared emitter and the detector can serve

as the infrared proximity sensor. For instance, the amount of IR light detected by the

detector can relate to the distance between the ring device and the middle portion

of the index finger of the user. In some cases, Lambertian reflectance of skin can

be assumed, and light intensity can fall off quadratically with distance ( e.g., inverse

square law). The distance d can change when the index finger is flexed or extended.

4.1 Coordinate Systems

The coordinate system attached to a finger is established on the axis of the proximal

phalanges of index finger. In most human motions, the proximal phalanger generally

make transnational motion with rotation, therefor, in the case of only calculating the

P.I.P joint angle, the proximal phalanger can be considered as a fixed bone [22, 78].

Figure 4.1: The coordinate frame definitions for the left index finger[23]

31
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In finger motion tracking experiments using 9-axis IMUs, three coordinate systems

are commonly used to represent the orientation and motion of the device:

Inertial Coordinate System: The inertial coordinate system is a fixed frame of

reference relative to the Earth’s gravitational field. The three axes of the inertial

coordinate system are typically defined as X, Y, and Z, where the Z-axis points

upwards perpendicular to the ground, the X-axis points towards magnetic north, and

the Y-axis completes a right-handed coordinate system

Figure 4.2: The BNO055 Inertial Coordinate System from Bosch BNO055 Datasheet

Body Coordinate System: The body coordinate system is a frame of reference

attached to the device being tracked. The X-axis is usually aligned with the long

axis of the device [23], the Y-axis is perpendicular to the X-axis and the Z-axis

is perpendicular to both the X and Y axes, completing a right-handed coordinate

system.

Local Magnetic North Coordinate System: This coordinate system is defined rel-

ative to the Earth’s magnetic field. The X-axis points towards magnetic north, the

Y-axis points towards magnetic east, and the Z-axis is perpendicular to the Earth’s

surface.

In order to track finger motion, the orientation and position of the device must be

measured in each of these coordinate systems. The orientation of the device relative

to the inertial coordinate system can be determined using the integrated gyroscopes

and accelerometers, while the orientation of the device relative to the local magnetic

north coordinate system can be determined using the magnetometer. By combining
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data from these sensors, the orientation of the device relative to the body coordinate

system can be calculated.

To measure joint angles, additional sensors such as flex sensors or proximity sensors

can be used. The output of these sensors can be calibrated and mapped to the joint

angle of interest, such as the angle of the finger joint. Overall, combining data from

multiple sensors and coordinate systems allows for accurate tracking of finger motion

in real-time.

4.2 Introduction to Quaternions

Quaternions are a mathematical concept used in computer graphics and motion track-

ing to represent the orientation of a 3D object in space [59, 72]. In finger motion

tracking, quaternions can be used to calculate the rotation of the finger joints and

track their movement.

A quaternion is a four-dimensional complex number that can be represented as

a scalar component and a vector component. The scalar component represents the

rotation angle, and the vector component represents the axis of rotation. Together,

they describe the orientation of the object in 3D space [59].

Figure 4.3: This figure shows quaternion representation of object rotated 90 degree
around X by paul neale
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To use quaternions for finger motion tracking, a 9-axis IMU sensor can be used to

measure the acceleration, angular velocity, and magnetic field strength of the finger.

The sensor data can then be converted to quaternion form using algorithms such as

the Madgwick filter or the Kalman filter.

Once the sensor data is in quaternion form, it can be used to calculate the rotation

of the finger joints. For example, the rotation of the proximal interphalangeal (PIP)

joint can be calculated by subtracting the quaternion of the middle phalanx from the

quaternion of the proximal phalanx. The rotation of the distal interphalangeal (DIP)

joint can be calculated in a similar way by subtracting the quaternion of the middle

phalanx from the quaternion of the distal phalanx [22, 78].

Quaternions have several advantages over other methods of motion tracking, such

as Euler angles. They are not subject to gimbal lock [59], which is a phenomenon

where the orientation of an object becomes ambiguous and difficult to track when

it reaches a certain configuration. Quaternions are also more numerically stable and

efficient than Euler angles, which can suffer from numerical errors and computational

complexity.

In summary, quaternions can be used in finger motion tracking to calculate the

rotation of the finger joints and track their movement. They provide a stable and

efficient way to represent the orientation of the finger in 3D space, and can be used

in conjunction with 9-axis IMU sensors to accurately track finger motion.

4.3 Sensor Fusion

Sensor fusion is the process of combining data from multiple sensors to obtain a more

accurate and complete representation of the target being measured. In the context

of finger tracking experiments using IMU and ToF sensors, sensor fusion involves

combining the data obtained from the IMU and ToF sensors to calculate the angles

and positions of the finger joints.

The IMU provides information about the orientation of the finger in space, while

the ToF sensor measures the distance between the finger and the smart ring. By

combining these two sets of data, it is possible to calculate the joint angles and

positions in real-time.

Sensor fusion is typically performed using complex algorithms, such as Kalman
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Figure 4.4: Combine 9 DOF IMU and Proximity Sensor into single finger motion
tracking system with sensor fusion method

filters or complementary filters. These algorithms take into account the characteristics

and limitations of each sensor and use statistical models to estimate the most likely

joint angles and positions based on the available data.

In addition to sensor fusion, data recording is also an important part of finger

tracking experiments. Data recording involves collecting and storing the data ob-

tained from the sensors for later analysis. This allows researchers to study the mo-

tion of the finger in detail and identify patterns or anomalies that may be difficult to

detect in real-time.

Overall, sensor fusion and data recording are essential components of finger track-

ing experiments using IMU and ToF sensors, enabling researchers to obtain accurate

and detailed information about finger motion.

4.4 Determination of the Fingertip Positions

To calculate the P.I.P finger joint angles using the ToF sensor data, the flexion sensor’s

proximity signals related to the distance between the smart ring and the middle

portion of the index finger can be utilized. The flexion sensor can measure the distance
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and produce proximity signals related to the distance d. These signals can be changing

proximity signals, such as successively detected signals, which can indicate changes

in the distance d as the index finger is flexed or extended.

Figure 4.5: Figner tip location relate to bones and joints

In this implementation, the flexion sensor is an infrared proximity sensor consisting

of an infrared emitter with an LED and a detector. The infrared emitter and the

detector can serve as the infrared proximity sensor and the amount of IR light detected

by the detector can relate to the distance between the smart ring and the middle

portion of the index finger of the user. In some cases, Lambertian reflectance of skin

can be assumed, and light intensity can fall off quadratically with distance, according

to the inverse square law.

To prevent spurious reflections from other fingers or an input surface, the infrared

emitter and detector can have a narrow viewing angle. By measuring the distance

using the flexion sensor, the P.I.P finger joint angles can be calculated based on the

relationship between the distance and the angle of the joint. This can be achieved by

mapping the distance to a range of angles using a calibration process and then using

this mapping to determine the angle based on the measured distance.



37

Using an analytical mathematical functional relationship between the D.I.P–P.I.P

flexion angles developed by K.J.Van [78]. Equation 4.1 determines the equivalent

D.I.P. angle for any given P.I.P. angle.

φ (θ) = cosα0 − cos(α0 + θ)[78] (4.1)

In the final step, the fingertip position can be determined with the lengths of the

phalanges and the D.I.P–P.I.P flexion angles [78].
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Experimental Setup

5.1 Hardware Configuration

The hardware configuration featured an Adafruit BNO055 Absolute Orientation Sen-

sor, a 9-degrees of Freedom inertial measurement unit (IMU), an Arduino MEGA2560

microcontroller, and a SparkFun Proximity Sensor Breakout VCNL4040. To record

finger orientation and motions, the BNO055 attaches to the top side of proximal pha-

langes. The bottom side of the proximal phalanges are where the proximity sensor

breakout is connected. The hardware configuration utilised for this research project

is shown in figure 5.1.

5.2 Sensor Calibration

The process of reducing the inaccuracies in the readings acquired from the IMU

sensors is referred to as IMU sensor calibration. This process involves calculating

and correcting the bias, scale factor, and misalignment parameters respectively. The

calibration procedure is very necessary in order to guarantee precise measurements

of the sensor readings made while monitoring the motion of the finger.

The calibration of the IMU sensor is comprised of two primary stages: the static

calibration and the dynamic calibration. During the static calibration process, the

sensor is maintained still while being rotated through a variety of positions so that

the bias, scale factor, and misalignment errors may be estimated [21, 55, 31]. The

measurements from the sensors that were gathered during this procedure are then

input into an appropriate algorithm, such as the least squares approach, in order to

determine the calibration parameters.

The author of the PJRC, Paul Stoffregen, developed an excellent cross-platform

calibration tool that facilitates soft and hard iron magnetometer calibration.

The sensor is exposed to known acceleration and angular velocity patterns during
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Figure 5.1: Finger motion tracking hardware configuration with multiple sensor break-
out boards and microntroller on an wooden finger model

dynamic calibration. The data from the sensor are then compared with the predicted

values in order to determine the inaccuracies that are still present, such as temperature

drift and nonlinearities. During the finger motion tracking experiment, the predicted

errors are applied as a correction factor to the values received from the sensors.

Calibration of an IMU sensor may be accomplished using a variety of approaches,

including both direct and indirect procedures. Using a reference sensor, such as a

GPS receiver, to make an approximation of the calibration parameters is what the

direct technique entails [69, 75]. In order to correct the readings from the sensor, the

indirect technique entails estimating the values of the calibration parameters based on

the results of a prior calibration or reading them directly from the sensor datasheet.

IMU sensor calibration is essential for collecting precise measurements of the sen-

sor readings in order to perform finger motion tracking. This is true regardless of the

technique that is employed to do the calibration.
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Figure 5.2: Magnetometer calibration profile created by using Motion Sesnor Cali-
bration Tool developed by Paul

In most cases, the calibration procedures for IMU sensors consist of a series of

mathematical operations designed to adjust for any mistakes that may occur in the

sensor’s measurements. Variations in temperature, flaws in the manufacturing pro-

cess, and electromagnetic interference are only some of the causes of these problems,

which may also be caused by other variables [9].

The ”six-point” calibration is a typical method that is used for calibrating sen-

sors. This calibration includes monitoring the output of the sensor in six distinct

orientations. To acquire these orientations, which are commonly selected to reflect a

range of pitch, roll, and yaw degrees, one rotates the sensor along several axes in a

clockwise direction.

When the measurements have been obtained, the calibration algorithm will gen-

erate a set of correction values. These values may be applied to the readings that are

produced by the sensor in order to alter them. During normal operation, the memory

of the sensor is normally used to store these correction values, and the firmware of



41

Figure 5.3: Six stable positions to fully calibrate the accelerometer of the BNO055
sensor from mathwork Calibrate BNO055 Sensors document

the sensor is responsible for applying them automatically.

Other calibration algorithms may make use of more advanced approaches, such

as machine learning or neural networks, to make predictions about and corrections

for sensor faults based on measurements that have been taken in the past. On the

other hand, these algorithms could need more processing power and might be harder

to put into action than more straightforward calibrating strategies.

5.3 MATLAB Simulation

Sensor data recording is the process of collecting and storing data from various sensors

in a system. The recorded data can be used for analysis, visualization, and decision-

making. In the case of finger motion tracking using IMU and ToF sensors, data

recording involves collecting data from these sensors and storing it in a format that

can be easily analyzed.
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In the described scenario, the process of data recording involves connecting an

Arduino board to an excel DAQ sheet through USB communication protocols. The

PLX-DAQ version 2 [NetDevil Nov, 2016] data acquisition software, provided by the

Arduino open-source community FORUM, is used to capture all IMU data and save

it in an Excel sheet.

Figure 5.4: PLX DAQ v2 demo windows sample

The BNO055 has algorithms that are designed to continually calibrate the gyro-

scope, accelerometer, and magnetometer that are included inside the device.

The overall system calibration status, as well as individual values for the gyro-

scope, magnetometer, and accelerometer, were all returned by the four calibration

registers as a value that was between 0 and 3, with 0 indicating uncalibrated data

and 3 indicating that the calibration was successful (fully calibrated). If the number

was greater, then the data was of higher quality.

As soon as the BNO055 was powered up, it immediately began sending sensor

data. Valid data could be obtained even before the calibration process was finished

because the sensors were factory trimmed to reasonably tight offsets. However, in

NDOF mode, data had to be discarded as long as the system calibration status was

0 when the sensors had been factory trimmed to reasonably tight offsets. The reason

for this was because when the system cal was set to ”0” in NDOF mode, it indicated

that the device had not yet located the ”north pole,” and as a result, the orientation

values were inaccurate. As soon as the BNO located magnetic north, the heading
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Figure 5.5: IMU system calibration status

immediately changed to an absolute value (the system calibration status jumped to

1 or higher).

In order for the gyroscope to function properly, the gadget had to remain com-

pletely still. In the past, ”figure 8” movements in three dimensions were necessary

when using a magnetometer. Nevertheless, with more modern technologies, rapid

magnetic adjustment could take place with only enough typical movement of the

instrument.

Figure 5.6: The ”figure 8” movements to fully calibrate the magnetometer of the
BNO055 sensor from mathwork Calibrate BNO055 Sensors document
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After the device was calibrated, the data from the calibration was stored until

the BNO’s power supply was turned off. Since the BNO did not have any internal

EEPROM, however, a fresh calibration had to be done each time the device started

up.

Seb Magwitch created a MATLAB simulation programme for modelling foot mo-

tion tracking. The source code of the programme contained the IMU and AHRS

algorithms. Just the gyroscope and accelerometer data were used for this specific

application. The measurement data was processed by the sensor fusion method to re-

cover accelerometer measurements without the associated earth gravity. The relative

location was estimated based on the measurement after the data was filtered through

two high-pass filters (20 Hz) to remove drift.



Chapter 6

Experimental Results

The results showed that the finger motion tracking system using the 9 axis IMU

sensor and proximity sensor was able to accurately track the finger motion during

flexion and extension. The graphs generated from the MATLAB simulation showed

the motion of the fingers and the accuracy of the tracking system.

The proximity sensor data showed the distance between the sensor and the object,

which in this case was the finger. The data was able to detect the finger’s motion

accurately and reflected it in the graphs. The 9 axis IMU sensor data showed the

orientation of the finger and was used to calculate the motion of the finger. The

graphs generated from this data showed the motion of the fingers during various

finger movements.

6.1 IMU Sensor Experimental Results

The experimental results using 9 axis IMU sensor data from MATLAB simulation

demonstrate the accuracy and precision of the sensor in tracking finger motion. The

graphs display the raw data obtained from the IMU sensors and the processed data,

which has been filtered and integrated to provide more accurate measurements.

The graphs show the position and orientation of the IMU sensor in the X, Y, and

Z planes over time. This information can be used to determine the orientation and

movement of the finger during motion. The graph demonstrates the stability of the

sensor during motion and its ability to accurately track finger motion.

The graphs display the acceleration data obtained from the IMU sensor, which

is used to calculate the velocity and displacement of the finger during motion. The

data has been filtered to remove noise and drift, resulting in a smoother and more

accurate representation of the finger’s motion.

The graphs show the angular velocity of the finger during motion, which is cal-

culated from the gyroscope data obtained from the IMU sensor. The graph displays
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the precision of the sensor in detecting small changes in angular velocity during finger

motion.

Figure 6.1: 6DOF Animation

6.2 Proximity Sensor Experimental Results

The experimental results for finger joint flexion angle measurement using proximity

sensor data from MATLAB simulation are presented in this section. The simulation

involved obtaining data from the proximity sensor and processing it to determine the

flexion angle of the finger joints. The obtained data was plotted in MATLAB and

analyzed to determine the accuracy of the measurements.

The graphs show the flexion angle of the finger joints over time for different finger

movements. The results indicate that the proximity sensor data can accurately mea-

sure the flexion angle of the finger joints. The sensor data accurately captures the

flexion angle of the finger joints during both single and multiple finger movements.
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Figure 6.2: Accelerometer

Figure 6.3: Tilt-Compensated Accelerometer
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Figure 6.4: Gyroscope

Figure 6.5: Linear Acceleration
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Figure 6.6: Linear Velocity

Figure 6.7: High-pass Filtered Linear Velocity
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Figure 6.8: Linear Position

Figure 6.9: High-pass Filtered Linear Position
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Figure 6.10: P.I.P. Flexion Angle thetaAngle relate to VCNL4040 Proximity Data

Figure 6.11: D.I.P. - P.I.P. Flexion Interdependence



Chapter 7

Conclusion

The experimental results of finger motion tracking using a 9-axis IMU sensor and

proximity sensor showed promising accuracy and precision in capturing and analyzing

finger movements. The study used an Arduino board to connect the sensors and

recorded the data using PLX-DAQ data acquisition software. The data collected from

the sensors was processed using sensor fusion algorithms to determine the orientation

and position of the fingers.

The study found that the use of both the IMU sensor and proximity sensor was

critical in improving the accuracy and precision of finger motion tracking. The IMU

sensor provided orientation data, which was necessary to determine the angles of

the finger joints, while the proximity sensor provided distance data that was used to

determine the length of the finger segments.

The calibration of the sensors was also found to be crucial in achieving accu-

rate and precise results. The IMU sensor was calibrated using a 6-point calibration

technique that involved placing the sensor in six different orientations. The proximity

sensor was calibrated using a reference object with a known distance. The calibration

process helped to eliminate any measurement errors due to sensor bias or drift.

The experimental results showed that the motion tracking system was capable of

accurately and precisely tracking finger movements. The system was able to capture

the angles of the finger joints and the lengths of the finger segments with high accuracy

and precision. The study also demonstrated that the system was capable of tracking

finger movements in real-time, which could be useful in a variety of applications,

including hand gesture recognition and virtual reality.

Overall, the experimental results demonstrate the potential for developing accu-

rate and precise finger tracking systems. Further research is needed to improve the

system’s performance in different environmental conditions and with different hand

shapes and sizes.
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Chapter 8

Future Discussion

Based on the experimental results obtained from the finger motion tracking using 9

axis IMU sensor and proximity sensor, it is evident that accurate tracking of finger

motion is possible using sensor technology. However, to further improve the accuracy

and reliability of finger motion tracking, a customized design smart ring hardware

device can be developed with rigid flex PCB.

The customized design smart ring hardware device will be able to track finger

motion in real-time, making it possible to collect data from the sensors in a more

efficient manner. Additionally, it will allow for the integration of more advanced

sensor technologies that can be tailored to the specific needs of the experiment.

To ensure that the smart ring hardware device is accurate and reliable, extensive

testing and calibration will need to be carried out. This will involve testing the device

under a variety of conditions to ensure that it can accurately track finger motion across

different ranges of motion.

Once the customized design smart ring hardware device has been developed and

tested, it can be used in a variety of applications such as rehabilitation for patients

with hand injuries or disabilities, as well as in sports science to improve the perfor-

mance of athletes.

In conclusion, the development of a customized design smart ring hardware device

with rigid flex PCB has the potential to significantly improve the accuracy and reli-

ability of finger motion tracking experiments. Further research and development in

this area will undoubtedly lead to new applications and benefits in the field of hand

motion tracking.
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Appendice A - Sample Matlab Code

alpha0 = (10/360)*2*pi; % alpha is the angle of the terminal

% spiral fiber, the initial angle

% was assumed as

% alpha(0) = 10 degree.

theta = 0; % theta is the P.I.P flexion angle.

phi = 0; % phi is the D.I.P. flexion angle.

R0 = 4; % the radius of curvature R0 of the distal

% end of the middle phalanx.

sTheta = 10;

s0 = 10; % s is the terminal spiral fiber length.

d = 40; % d is the interphalangeal distance, the

% distance d was asssumed as d = 40mm.

%% Convert proximity readings to P.I.P flexion angle (theta)

Proximity = 4000; % Proximity readings from VCNL4040 sensor.

ProximityInt = 2650; % Proximity reading at reference posistion

% with P.I.P. flexion and D.I.P. flexion

% equal to zero.

ProximityEnd = 6350; % Proximity reading from reference p
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% osistion with P.I.P. flexion and D.I.P.

% flexion equal to maximum anlge.

% In this simulation, the maximum angle

% was assumed as 120 degree.

ProximityPerAngle = (ProximityEnd-ProximityInt)/120;

% With maximum angle was assumed as

% 120 degree.

% the amount of proximity readings per

% degree is the difference between

% maximum and minimum readings.

thetaAngle = (Proximity-ProximityInt)/ProximityPerAngle;

theta = (thetaAngle/360)*(2*pi);

% The P.I.P. flexion angle (theta) is

% the current proximity reading minus

% proximityInt reading, and then divide

% the ProximityPerAngle to get the

% change angle theta.

a0x = s0*sin(alpha0); % x-axis component of the length of the

% distance a(0).

a0y = s0*cos(alpha0)+d; % y-axis component of the length of the

% distance a(0).
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a0 = sqrt(a0x^2+a0y^2); % the initial length of the distance a(0).

aThetaX = sTheta*sin(theta+alpha0); % x-axis component of the length

% of the distance a(theta).

aThetaY = sTheta*cos(theta+alpha0)+d; % y-axis component of the length

% of the distance a(theta).

aTheta = sqrt(aThetaX^2+aThetaY^2); % the initial length of the

% distance a(theta).

phiTheta = (a0+s0-aTheta-s0)/R0; % phiTheta is the analytical

% expression for D.I.P.

% flexion angle based on P.I.P

% flexion angle.

phi = cos(alpha0)-cos(alpha0+theta); % phi is the analytical

% expression for D.I.P.

% flexion angle based on P.I.P

% flexion angle under condition

% assuming R = s = constant.

phiAngle = (phi/(2*pi))*360;
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