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Abstract 

 

At present, air pollution is the leading global environmental risk factor for premature 

mortality. Highly respirable fine particulate matter (PM2.5) dominates this global burden of 

disease, while ozone makes smaller but noticeable contributions. Nitrogen oxides (NOx ≡ 

NO + NO2) modulate oxidant fields and influence air quality. This thesis is composed of 

three research chapters which make use of, and developments to, a global atmospheric 

chemical transport model (CTM) for the purposes of (i) monitoring and understanding 

global trends in satellite-derived PM2.5 and (ii) improving the simulation of NO2 reaction 

on ground surfaces. 

 

First, aerosol optical depth (AOD) retrieved from two satellite instruments, MISR 

and SeaWiFS, is used in conjunction with the GEOS-Chem CTM to produce a unified 15-

yr global time series (1998–2012) of ground-level PM2.5. Four regional areas with 

significant and spatially coherent trends are examined in detail: eastern U.S., Arabian 

Peninsula, South Asia, and East Asia. The linear tendency over the eastern U.S. (-0.37 ± 

0.13 µg m-3 yr-1) agrees well with that from ground-level monitors (-0.38 ± 0.06 µg m-3 yr-

1). 

 

Next, the trace gas dry deposition parameterization from GEOS-Chem is 

reimplemented to run in single-point-mode to facilitate direct evaluation of isolated 

components against above-canopy fluxes of nitric acid (HNO3), NO2, and total oxidized 

reactive nitrogen (NOy) observed by the method of eddy covariance. A low bias of -80% 

in simulated nocturnal NO2 deposition velocity was eliminated by representing a reaction 

pathway for NO2 heterogeneous hydrolysis on deposition surfaces, paying attention to 

canopy surface area effects and interferences from soil NOx emissions.  

 

Finally, we develop a parameterization to represent the process of subgrid dry 

deposition of near-surface emitted NOx and implement into the GEOS-Chem CTM along 

with aforementioned updates to NO2 dry deposition. Resulting reductions in ground-level 

NO2 are on the order of 5–20% with commensurate reduction in regional concentrations of 

total nitrate (HNO3 + particulate nitrate). Large increases (>100%) in simulated surface 

concentrations of nitrous acid (HONO)—an important precursor of the hydroxyl radical 

(OH)—stem from improved representation of NO2 surface processes and help to alleviate 

a large low bias compared to aircraft observations. 
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Chapter 1 

 

Introduction 

 

1.1 Atmospheric Structure and Composition 

Earth’s atmosphere, a complex and dynamic layer of gases with suspended condensed 

phase material (aerosol and cloud), is held mostly within 10 km of the surface, thinning out 

to the vastness of space by 100 km (Kármán line). Atmospheric pressure decreases 

exponentially with altitude by a factor e every 7–8 km due to hydrostatic balance between 

gravity and the vertical pressure-gradient force. The vertical temperature profile of the 

atmosphere delineates four distinct layers, the troposphere, stratosphere, mesosphere, and 

thermosphere, as depicted in Fig. 1.1. The troposphere is the layer in direct contact with 

the Earth’s sun-warmed surface and is characterized by decreasing temperatures with 

height following the adiabatic lapse rate of ca.10 °C km-1 to an altitude of 8 to 18 km 

(tropopause), dependent on location and season. The troposphere contains about 85% of 

the total mass of the atmosphere despite occupying a much smaller fraction of the total 

vertical extent. Solar heating and surface wind shear generate turbulent vertical motions 

that result in an especially well mixed tropospheric sublayer—the planetary boundary layer 

(PBL)—which extends to about 1–3 km above the surface during the day, shrinking around 

the time of sunset to nocturnal heights often < 100 m. Boundary layer turbulence has strong 

influence on ambient concentrations of surface-emitted species, with poor air quality often 

resulting from weak PBL mixing. The PBL is ventilated to the layer above, the free 

troposphere, on a time scale of days to a week by weather events (i.e., frontal systems or 

strong convection). Although the research presented in this thesis focuses on near-surface 

species and processes, use of satellite remote sensing, aircraft observations, global 

chemical transport modeling, as well as surface observations, highlights the importance of 

an integrated approach to understanding surface air quality.  
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Figure 1.1: Vertical temperature profile of Earth’s atmosphere (U.S. Standard 

Atmosphere, 1976). 
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The tropopause marks the upper limit of the troposphere and the start of the 

stratosphere where absorption of solar ultraviolent (UV) radiation by ozone (O3) and 

molecular oxygen (O2) causes local heating and increasing temperatures with height to the 

stratopause (~50 km). The positive temperature gradient throughout the stratosphere 

suppresses vertical motion resulting in a very stable ‘stratified’ layer which contains the 

highest concentrations of O3 in the atmosphere. Above the stratopause, temperatures again 

decrease with height throughout the mesosphere to the mesopause (~80–90 km) at which 

point temperatures begin to rise throughout the thermosphere due to absorption of short-

wave UV radiation by O2 and molecular nitrogen (N2).  

Earth’s atmosphere has evolved along with life and plays a vital role in supporting 

its habitability, i.e., through surface warming via the greenhouse effect and absorption of 

solar UV radiation by an elevated ozone layer. The dry atmosphere consists primarily of 

N2 (78%), O2 (21%), and noble gases (predominantly Ar, 0.93%), the abundance of which 

are controlled by biogeochemical processes on long (geologic) timescales. Atmospheric 

water vapour concentrations are highly variable, from relatively uniform stratospheric 

mixing ratios of less than 10 ppm (< 10 μmol mol-1), to tropospheric values as high as 5% 

in hot-humid locations near the surface. Water vapour in the troposphere is driven by 

evapouration-precipitation cycles, and therefore location, weather, and climate. The 

present-day global mean lifetime (residence time) of water vapour in the atmosphere is 

about 8 days (Hodnebrog et al., 2019). It is the remaining trace species, comprising < 0.1% 

of the atmosphere, that are drivers of the greenhouse effect and tropospheric air quality—

although N2 and O2 are involved in high-energy reactions yielding reactive trace species 

such as nitric oxide (NO) and O3. A summary of the mixing ratios for select gasses in dry 

air is presented in Table 1.1.  

Unwittingly at first, humankind has embarked on activities that are now affecting 

Earth’s atmosphere, landmass, and oceans to a degree on par with geological events—no 

longer do Earth’s systems seem as expansive as they once did. As growing populations 

became increasingly adept at exploiting natural resources over the past three centuries, 

humanity caused sufficient change to Earth’s biosphere that we are now thought to be in 

the ‘Anthropocene’ epoch (Crutzen, 2002). Despite the many concerning environmental  
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Table 1.1: Mixing ratios of main gaseous species in the dry atmosphere(a). 

Gaseous species Chemical Mixing ratio 

  formula [mol mol-1] 

Nitrogen N2 0.78 

Oxygen O2 0.21 

Argon Ar 9.3 x 10-3 

Carbon dioxide(b) CO2 416 x 10-6 

Neon Ne 18 x 10-6 

Ozone O3 (0.01-10) x 10-6 

Helium He 5.2 x 10-6 

Methane(c) CH4 1.9 x 10-6 

Krypton Kr 1.1 x 10-6 

Hydrogen H2 500 x 10-9 

Nitrous oxide(d) N2O 335 x 10-9 

Carbon monoxide CO (10-1000) x 10-9 

Nitric acid HNO3 (0.01-10) x 10-9 

Ammonia NH3 (0.01-10) x 10-9 

Nitrogen dioxide NO2 (0.01-10) x 10-9 

Formaldehyde CH2O (0.01-10) x 10-9 

Sulfur dioxide SO2 (0.01-10) x 10-9  
(a) From Chance and Martin (2017), unless otherwise indicated. 
(b) CO2 concentration in the year 2022, increasing at 2.4 ppm yr-1 (NOAA, 2022). Preindustrial 

value: 280 ppm. 
(c) CH4 concentration in the year 2022, increasing at 15 ppb yr-1 (NOAA, 2022). Preindustrial value: 

800 ppb. 
(d) N2O concentration in the year 2022, increasing at 1.2 ppb yr-1 (NOAA, 2022). Preindustrial 

value: 285 ppb. 

 

issues over this recent evolution, there have been examples of coming together to address 

some alarming trajectories. A global example of co-operation in this regard, and related to 

the atmosphere, was the 1987 Montreal protocol to end the release of long-lived 

chlorofluorocarbons (CFCs) responsible for catalytic depletion of stratospheric ozone. On 

more regional scales, the development of national clean air acts in North America and 

Europe have been largely successful in (i) combating concerning levels of anthropogenic 
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emissions that are drivers of smog pollution and acid rain, namely, sulfur dioxide (SO2), 

carbon monoxide (CO), and nitrogen oxides (NOx) (Samet, 2011; U.S. EPA, 2021) and (ii) 

phasing out the use of lead, a developmental neurotoxicant, in gasoline (McFarland et al., 

2022). An increasingly pressing challenge facing humanity is anthropogenic global 

warming caused by emissions of carbon dioxide (CO2), methane (CH4), halogenated 

species, and nitrous oxide (N2O) (Forster et al., 2021). 

Air pollution, generally defined as trace gas or aerosol concentrations sufficient to 

have a negative impact on health or environment, may be of natural or anthropogenic origin 

and shares many sources with climate change, i.e., the burning of fossil fuels, animal 

husbandry, and volcanic eruption. Although anthropogenic air pollution has been 

associated with morbidity for many centuries (Goodhill, 1971), and much progress has 

been made in understanding the link between air pollution and negative health outcomes 

(West et al., 2016), it remains the leading global environmental risk factor for premature 

mortality, contributing to an estimated 6.67 million (12% of the global total) premature 

deaths worldwide in 2019 (Murray et al., 2020).  The U.S. Clean Air Act was developed in 

response to severe anthropogenic air pollution mid-20th century and requires that the U.S. 

Environmental Protection Agency (EPA) set National Ambient Air Quality Standards 

(NAAQS) for six criteria air pollutants, namely, ground-level ozone (O3), nitrogen dioxide 

(NO2), carbon monoxide (CO), sulfur dioxide (SO2), lead (Pb), and particulate matter with 

diameters < 10 μm (PM10) and < 2.5 μm (PM2.5). Similarly, Canadian Ambient Air Quality 

Standards (CAAQS) are set for pollutants NO2, O3, SO2, and PM2.5, which also have 

guidelines set by the World Health Organization (WHO). Table 1.2 contains current 

NAAQS and CAAQS standards alongside WHO air quality guidelines. Despite great 

improvements in air quality across the U.S. since the promulgation of the NAAQS in 1971 

(Samet, 2011; U.S. EPA, 2021), ca. 97 million people (about 30% of the U.S. population) 

experienced levels of air pollution exceeding the NAAQS in 2020, mostly due to O3 (79.2 

million) and PM2.5 (50.5 million) exceedances (U.S. EPA, 2021). 
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Table 1.2: Air quality standards for the U.S. (NAAQS) and Canada (CAAQS) alongside 

WHO guidelines. 

Pollutant Averaging time  Standard  Guideline 

    NAAQS(a) CAAQS(b)  WHO(c) 

O3 8-hr  70 ppb(d) 62 ppb(d) 
 100 μg m-3 (50 ppb)(e) 

NO2 1-hr  100 ppb(f) 60 ppb(f) 
 n/a 

 24-hr  n/a n/a  24 μg m-3 (13 ppb) 

 annual  53 ppb 17 ppb  10 μg m-3 (5 ppb) 

SO2 1-hr  75 ppb(g) 70 ppb(g) 
 n/a 

 24-hr  n/a n/a  40 μg m-3 (15 ppb) 

 annual  n/a 5 ppb  n/a 

CO 1-hr  35 ppm(h) n/a  n/a 

 8-hr  9 ppm(h) n/a  n/a 

Pb 3-month  0.15 μg m-3(i) n/a  n/a 

PM10 24-hr  150 μg m-3(h) n/a  45 μg m-3 

 annual  n/a n/a  15 μg m-3 

PM2.5 24-hr  35 μg m-3(j) 27 μg m-3(j)  15 μg m-3 

  annual  12 μg m-3(k) 8.8 μg m-3  5 μg m-3 
(a) U.S. National Ambient Air Quality Standards (NAAQS) as of 2022. 
(b) Canadian Ambient Air Quality Standards (CAAQS) as of 2022. 
(c) World Health Organization (WHO) air quality guidelines as of 2022. 
(d) Annual 4th highest daily max. 8-hr concentrations, averaged over 3-yrs. 
(e) 99th percentile of annual daily max. 8-hr concentrations, i.e., 3-4 exceedance days per year. 
(f) Annual 98th percentile of daily max. 1-hr concentrations, averaged over 3-yrs. 
(g) Annual 99th percentile of daily max. 1-hr concentrations, averaged over 3-yrs. 
(h) Not to be exceeded more than once per year. 
(i) Not to be exceeded. 
(j) Annual 98th percentile of daily 24-hr concentrations, averaged over 3-yrs. 
(k) Averaged over 3-yrs. 
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1.2 Tropospheric Chemistry 

Atmospheric chemistry of the troposphere is of particular interest in efforts to understand 

air quality. With high concentrations of O2 and O3, Earth’s atmosphere is an oxidizing 

environment. Central to tropospheric chemistry is the role of the highly reactive hydroxyl 

radical (OH) (Gligorovski et al., 2015; Levy, 1971; Thompson, 1992). Oxidation reactions 

via OH leads to the removal of many pollutants that would otherwise be inert in the 

troposphere, including non-radical species such as carbon monoxide (CO), 

hydrochlorofluorocarbons (HCFC), and some volatile organic compounds (VOC) such as 

methane. Furthermore, together with the hydroperoxy radical (HO2) forming the steady-

state HOx chemical family (HOx ≡ OH + HO2), OH is involved in both O3 producing chain 

reactions under polluted conditions (Crutzen, 1979b) and catalytic O3 consuming reactions 

in remote (pristine) conditions (Kley et al., 1996). Important primary sources of OH in the 

troposphere include: (i) photolysis of O3 followed by reaction with water vapour (Levy, 

1971): 

𝑂3 + ℎ𝑣 
        
→  𝑂(1𝐷) + 𝑂2        (𝜆 < 320 𝑛𝑚)                               (𝑅1.1) 

𝑂(1𝐷) + 𝐻2𝑂 
        
→  2𝑂𝐻                                                                     (𝑅1.2) 

(ii) photolysis of formaldehyde (HCHO) followed by reaction of HO2 with NO (Meller and 

Moortgat, 2000): 

𝐻𝐶𝐻𝑂 + ℎ𝑣 
    𝑂2    
→     2𝐻𝑂2 + 𝐶𝑂       (𝜆 < 340 𝑛𝑚)                       (𝑅1.3) 

𝐻𝑂2 + 𝑁𝑂 
         
→   𝑂𝐻 +  𝑁𝑂2                                                                 (𝑅1.5) 

(iii) photolysis of nitrous acid (HONO) (Stutz et al., 2000): 

𝐻𝑂𝑁𝑂 + ℎ𝑣 
           
→     𝑂𝐻 + 𝑁𝑂      (𝜆 < 400 𝑛𝑚)                              (𝑅1.6) 

Although high energy solar radiation is mostly absorbed in upper atmospheric layers, i.e., 

UV-C radiation (200 nm < λ < 280 nm) by O2 (λ < 240 nm) and O3 (λ < 320 nm), 

photochemical reactions continue to play an important role in the troposphere, as 

exemplified in reactions R1.1–6. Globally, photolysis of O3 is the dominant primary source 

of OH in the troposphere, especially during times of intense solar radiation and high water  
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Figure 1.2:  Tropospheric sources, sinks, and reactions of nitrogen oxides (NOx ≡ NO + 

NO2). 

 

vapour concentration (i.e., summer months). However, since HONO photolyzes at longer 

wavelengths than O3 and HCHO, reaction R1.6 plays a dominant role in primary OH 

production in polluted regions both shortly after sunrise and during winter months (Kim et 

al., 2014) when solar zenith angles are high and water vapour concentrations may be low 

(winter). 

Once formed, OH rapidly reacts with surrounding trace species (lifetime τ < 1 sec), 

including CO and VOCs, initiating ozone-producing photochemical chain reactions in the 

presence of nitrogen oxides (NOx ≡ NO + NO2) (Chameides, 1978; Crutzen, 1970), as 

depicted in Fig. 1.2. Although high concentrations of stratospheric O3 (1–10 ppm) prevents 

harmful UV radiation from reaching the surface and lower concentrations in the 

troposphere (ppb level) provides a photolytic source of OH, elevated levels of tropospheric 

O3 are undesirable. First, O3 is a greenhouse gas, absorbing radiation at 9.6 μm which is 
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within the Earth’s infrared atmospheric window (ca. 8 –13 μm). Current tropospheric ozone 

concentrations (ca. 50 ppb on average) are ca. 30–40% above preindustrial (1850 AD) 

levels, affecting a radiative forcing of +0.33 W m-2 (Yeung et al., 2019). Second, ground-

level O3 is a toxic pollutant, adversely affecting respiratory health (Malley et al., 2017) and 

plant growth (Agathokleous et al., 2020). Ground-level O3 has increased above 

preindustrial levels by 100% on average over northern midlatitudes (Yeung et al., 2019). 

In the vicinity of large urban centers or heavy industry, ground-level concentrations 

frequently exceed the WHO recommended limit of 50 ppb, and the NAAQS standard of 

70 ppb in areas of the U.S. such as the Los Angeles Basin, San Joaquin Valley, industrial 

Midwest, and Mid-Atlantic eastern states (U.S. EPA, 2021).  

1.2.1 Nitrogen Oxides 

Nitrogen oxide radicals NO and NO2 are important trace species in atmospheric chemistry 

and together form the chemical family NOx due to rapid daytime interconversion resulting 

from fast photochemical reactions, i.e., oxidation of NO by O3 or peroxy radicals (HO2 or 

RO2), as depicted in Fig. 1.2, and photolysis of NO2 leading to the (re)generation of O3: 

𝑁𝑂2 + ℎ𝑣 
           
→     𝑂(3𝑃) + 𝑁𝑂      (𝜆 < 424 𝑛𝑚)                              (𝑅1.7) 

𝑂(3𝑃) + 𝑂2 +𝑀
        
→  𝑂3 +𝑀                                                               (𝑅1.8) 

As depicted in Fig. 1.2, photochemical NOx cycling via O3 oxidation of NO is a null cycle 

in terms of O3 production, however, peroxy (HO2 or RO2) NO to NO2 oxidation pathways 

are net O3 producing. Since NOx is not consumed in O3 producing NOx cycling reactions, 

it serves to catalyze O3 production in the troposphere, such that multiple O3 molecules may 

be produced for each NOx molecule emitted prior to eventual loss to higher oxidized forms 

or loss of NO2 via dry deposition. Ozone-producing chain reactions catalyzed by the 

cycling of NOx and HOx radicals may proceed under both NOx-limited and NOx-saturated 

(also known as VOC-limited) conditions (Sillman, 1999). Tropospheric O3 production is 

modulated by the evolution of HOx, where efficient cycling occurs in transition between 

NOx-limited and NOx-saturated regimes (Jin et al., 2020; Sillman et al., 1990). In NOx-

saturated regimes, high emissions of NOx relative to HOx production via VOC/CO 

oxidation suppress OH concentrations by reaction of NO2 with OH to produce HNO3, 
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therefore reducing the oxidation capacity of the local atmosphere and leading to a build-up 

of primary pollutants (Martin et al., 2003b). In NOx-limited regimes, low concentrations of 

NOx relative to HOx production results in inefficient O3 producing HOx cycling, where 

HOx loss results from self-reaction forming peroxides, i.e., H2O2. As an aside, hydrogen 

peroxide (H2O2) plays an important role in the aqueous phase oxidation of SO2 in cloud 

droplets (Seinfeld and Pandis, 2006). Decreasing (increasing) NOx emissions under NOx-

saturated conditions therefore leads to increased (reduced) local O3 production. Outside of 

polluted urban centers and winter months where natural emissions of biological VOCs (i.e., 

isoprene and terpenes) are at a minimum, O3 production is generally NOx-limited and 

therefore highly sensitive to NOx emissions (Travis et al., 2016). Accurate representation 

of NOx sources and loss processes is therefore important to understanding tropospheric 

ozone production. 

NOx is emitted to the troposphere mainly as NO and primarily through high 

temperature processes such as combustion and lightning, where thermolysis of O2 followed 

by reaction of atomic oxygen with abundant N2 leads to the formation of NO (Jacob, 1999). 

NO is also emitted from soils, along with nitrous oxide (N2O)—a tropospherically inert 

greenhouse gas that is ozone-depleting in the stratosphere. Microbial activity in soils 

release NO and N2O as volatile intermediate products during the processes of: (i) 

nitrification—the aerobic oxidation of soil ammonium (NH4
+) to nitrite (NO2

-) and nitrate 

(NO3
-) (Caranto and Lancaster, 2017) and (ii) denitrification—the anerobic reduction of 

nitrate and nitrite to N2 (Conrad, 1996). Sources of fixed nitrogen (i.e., plant useable) to 

soils include symbiotic nitrogen fixing bacteria (Franche et al., 2009), organic decay, 

deposition, and fertilizer application. An overview of total global tropospheric NOx 

emissions is given in Table 1.3; all source contributions total to about 50–60 Tg N yr-1. 

Fossil fuel combustion is the largest global source at around 30 Tg N yr-1, with dominant 

sectoral contributions from on-road transportation (23%), energy generation (22%), 

shipping (20%), and industry (15%) (McDuffie et al., 2020). Non-fossil fuel sources 

contribute up to 50% of global NOx emissions, with large regional seasonality in soil, 

biomass burning, and lighting emissions. Estimates of soil NOx emission are especially 

difficult due to dependence on a multitude of factors such as soil type, temperature, soil 

nitrogen content, moisture, and dry spell length (Hudman et al., 2012). In addition, within  
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Table 1.3: Estimates of total global NOx emissions to the troposphere.  

Source 

  

Emission 

[Tg N yr-1] 

Reference 

  
Fossil fuel combustion(a) 31.4 McDuffie et al. (2020) 

Aircraft 0.7 Seinfeld and Pandis (2006) 

Biomass burning 6–8 Jaeglé et al. (2005); Lee et al. (1997) 

Lightning 5–8 Miyazaki et al. (2014) 

Soil 4–15 Vinken et al. (2014) 

From stratosphere < 0.5 Seinfeld and Pandis (2006) 
(a) For the year 2017; excludes aircraft emissions. 

 

canopy reductions of up to 70–80% have been required to reconcile measured soil 

emissions with above-canopy observations (Jacob and Wofsy, 1990; Lerdau et al., 2000), 

which has led to the implementation of deposition-based canopy reduction factors (CRF) 

in soil NOx parameterizations for use in atmospheric chemical transport models (Wang et 

al., 1998). We extend this idea of subgrid dry deposition of surface-emitted NOx in CTMs 

to include anthropogenic sectors such as traffic emissions (further discussed in section 1.4). 

Large uncertainties in ground-level NOx emissions, in particular from the transportation 

and soil NOx sectors, have implications for understanding ground-level O3 pollution 

(Travis et al., 2016).  

 The tropospheric lifetime of NOx is relatively short (< 24-hr) and dependent on 

factors such as solar radiation, other trace species, and even the concentration of NOx itself. 

As such, NOx concentrations decrease quickly with distance from source and NOx is not 

transported over great distances. However, NOx can react to form longer-lived reservoir 

species that may be transported long distances prior to decomposing and releasing NOx—

the most important example being peroxyacetyl nitrate (PAN), a peroxynitrate (RO2NO2) 

that exists in a thermal equilibrium with NO2. The predominant sink of NOx is oxidation 

to HNO3—a highly soluble species with an affinity for surfaces; HNO3 has a lifetime to 

deposition of a few days (weeks) in the lower (upper) troposphere (Jacob, 1999). As 

depicted in Fig. 1.2, three pathways exist for the formation of atmospheric HNO3 from 

NO2. The predominant daytime pathway is oxidation of NO2 by OH. The predominant 

nocturnal pathway is oxidation of NO2 by O3 yielding the nitrate radical (NO3), which 
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exists with NO2 in thermochemical equilibrium with dinitrogen pentoxide (N2O5). Surface 

hydrolysis of N2O5 on aerosol yields HNO3 (McDuffie et al., 2018b) and up to equal 

amounts of nitryl chloride (ClNO2) on chloride-containing aerosol such as sea salt 

(McDuffie et al., 2018a). The third and least important HNO3 formation pathway results 

from the heterogeneous hydrolysis of NO2 on aerosol, forming HNO3 and nitrous acid 

(HONO). Due to the relatively low NO2 reactive uptake coefficient for this 

disproportionation reaction (𝛾𝑁𝑂210-7 to 10-5; Chapter 3) compared to N2O5 hydrolysis on 

aerosol (𝛾𝑁2𝑂5~ 0.014; (McDuffie et al., 2018b)), heterogeneous hydrolysis of NO2 on 

aerosol is not a significant NOx loss pathway (Alexander et al., 2020), unlike on ground 

(VandenBoer et al., 2013) and indoor surfaces (Spicer et al., 1993) which have a much 

greater effective surface area than does boundary layer aerosol. Atmospheric models that 

neglect NO2 hydrolysis on ground surfaces underestimate near-surface HONO 

concentrations—an important primary source of OH, especially in early morning and 

winter months. This thesis implements this pathway into the GEOS-Chem CTM in chapters 

3 and 4.  

 Significant emissions of ammonia (NH3), ~50 Tg N yr-1 globally (McDuffie et al., 

2020), promote the uptake of HNO3 to aerosol, increasing particulate nitrate (pNO3) loads, 

especially under low temperatures in regions with high NH3 emissions. This contribution 

to secondary inorganic aerosol (SIA) has important health and environmental implications 

(discussed further in sect. 1.2.2). Agricultural sources, i.e., animal husbandry and fertilizer 

application, dominate global NH3 emissions (~60%), with oceans (~15%) and biomass 

burning (~10%) being other notable sources (Behera et al., 2013). In the Arctic, NH3 

emitted from seabird colonies can be locally significant (Croft et al., 2016). 

1.2.2 Aerosol 

Suspended particles in the atmosphere, or aerosol, exist across a broad range of sizes and 

compositions, having impacts on photo and heterogeneous chemistry (Martin et al., 2003a), 

air quality (discussed below), and climate (discussed below). Size plays an important role 

in aerosol processes, including in the aforementioned effects. Size-wise, aerosols may be 

classified by four modes: nucleation mode (< 10 nm in diameter), Aitken mode (~10 nm 

to ~100 nm), accumulation mode (~0.1 μm to ~2.5 μm), and coarse mode (> 2.5 μm) 



13 
 

 

(Seinfeld and Pandis, 2006). Atmospheric lifetimes of nucleation and larger coarse mode 

particles are short, on the order of minutes to hours (< 24-hr) (Feichter and Leisner, 2009). 

Nucleation mode particles are short-lived primarily due to coagulation with larger particles 

(Seinfeld and Pandis, 2006). For coarse mode particles, increasing terminal velocity with 

size reduces atmospheric lifetimes due to rapid dry depositional loss via gravitational 

settling—the settling velocity of a 100 μm (10 μm) particle is on the order of 20 cm s-1 (0.3 

cm s-1), yielding boundary layer lifetimes on the order of tens of minutes (tens of hours) 

(Feichter and Leisner, 2009). Aerosol in the Aitken mode grows by both coagulation with 

other particles and by condensation of low volatility vapours and ‘accumulates’ in the 

accumulation mode where atmospheric lifetimes are greatest due to inefficient removal 

processes for this size range (Seinfeld and Pandis, 2006). Loss of accumulation mode 

aerosol from the atmosphere takes place primarily via wet deposition (discussed below) on 

time scales of days (to weeks) in the boundary layer (free troposphere) (Croft et al., 2014).  

In addition to size, aerosol may be further classified based on origin, namely, 

directly emitted ‘primary aerosol’ or ‘secondary aerosol’ formed/grown from gas-to-

particle conversion reactions, i.e., reactions of NOx and NH3 that lead to the growth of 

particulate ammonium (pNH4) nitrate (pNO3) as depicted in Fig. 1.2. Nucleation mode 

particles are of secondary origin, resulting from complex interactions of precursor gases 

under specific conditions (Almeida et al., 2013). Atkin mode aerosol has both primary (i.e., 

combustion) and secondary (i.e., growth of nucleation mode) sources. While accumulation 

mode aerosol has both primary (anthropogenic and natural) and secondary (growth of 

Aitken aerosol) origins, coarse mode aerosol is predominantly of primary and natural 

origin. 

Globally, natural sources dominate the atmospheric aerosol mass burden and 

include expansive primary sources such as seasalt aerosol from breaking waves (Jaeglé et 

al., 2011), lofting of wind-blown dust (Meng et al., 2021), combustion aerosol from 

biomass burning (Ichoku and Ellison, 2014), a diversity of primary biological aerosol 

particles (PBAP) from land and ocean (i.e., detritus, pollen, fungal spores, microorganisms, 

etc.) (Després et al., 2012), and ash from volcanic eruptions (Zhu et al., 2020). Natural 

sources of precursor gases for secondary aerosol include biogenic volatile organic 
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compounds (BVOCs) from vegetation and biomass burning VOCs leading to the 

formation/growth of secondary organic aerosol (SOA) (Kanakidou et al., 2005; Spracklen 

et al., 2011). Emissions of sulfur-containing gases such as volcanic SO2 (Andres and 

Kasgnoc, 1998) and oceanic dimethyl sulfide (DMS) (Park et al., 2004) lead to the 

formation/growth of sulphate-containing aerosol (pSO4). In the pristine summertime arctic, 

NH3 emitted from seabird colonies contributes to new particle formation (nucleation 

events) (Croft et al., 2016), with subsequent particle growth by condensation of oxidized 

precursor vapours of marine origin, i.e., DMS and oceanic BVOCs (Croft et al., 2019). 

Natural sources of NOx also contribute to growth of secondary inorganic aerosol (SIA) via 

equilibrium of HNO3 with pNO3 in the presence of NH3 (Fig. 1.2), in addition to promoting 

SOA growth via influence on oxidant fields (Carlton et al., 2010).  

Although natural sources of aerosol dominate globally and can make leading 

contributions to exposure in some areas (Meng et al., 2019b), anthropogenic sources have 

predominant influence over air quality in most populated regions (McDuffie et al., 2021; 

Weagle et al., 2018). Combustion sources dominate anthropogenic sources of primary 

aerosol and precursor gases to secondary aerosol (McDuffie et al., 2020, 2021), although 

anthropogenic sources of dust (Philip et al., 2017) and agricultural emissions (Ying and 

Kleeman, 2006) can be locally significant. Emissions of SIA precursor gasses SO2, NH3, 

and NOx are predominately of anthropogenic origin, especially over developed regions 

(Park et al., 2004).   

The binary classification of aerosol as primary or secondary is a simplification in 

some cases. Particles emitted in concentrated combustion plumes may off-gas semivolatile 

species as dispersion proceeds, re-condensing to particulate form as subsequent oxidation 

reactions produce lower volatility species (Robinson et al., 2007). Additionally, although 

atmospheric aerosol often exists as complex and dynamic mixtures, including within 

individual particles (Huang et al., 2021), it is often convenient to overlook this complexity 

and instead think of particles as externally mixed. 

 Loss of aerosol from the atmosphere occurs via wet and dry deposition. Wet 

deposition of aerosol involves the (i) rainout of activated CCN particles as well as in-

cloud/fog scavenged particles and (ii) below-cloud washout of particles by falling 
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precipitation. Dry deposition of aerosol involves the adsorption of particles to ground 

surfaces. Wet and dry deposition processes are most efficient for Atkin/ultrafine and coarse 

mode particles due to Brownian diffusion and inertial effects, respectively. Except for 

coarse mode dust and sea salt, wet deposition dominates particulate removal globally (Croft 

et al., 2014; Jaeglé et al., 2011). Resulting aerosol lifetimes strongly depend on altitude, 

which are less than a week in the boundary layer, increasing to 2–3 weeks in the free 

troposphere (Croft et al., 2014). Aerosol lifetimes in the stratosphere are much longer, on 

the order of a year (MacMartin and Kravitz, 2019), resulting in global cooling following 

large stratospheric injection events. 

Ambient fine particulate matter with an aerodynamic diameter less than 2.5 μm 

(PM2.5) continues to be identified as the leading air pollutant type contributing to premature 

mortality worldwide, accounting for ca. 60% of air pollution attributable early deaths, and 

7% of global total deaths, in 2019 (Murray et al., 2020)—reinforcing long-standing 

associations between negative health outcomes and ambient concentrations of highly 

respirable PM2.5 (Dockery et al., 1993). As such, WHO air quality guidelines recommend 

much lower mass concentrations of PM2.5 than other harmful pollutants such as O3 and 

NO2 (Table 1.2). Potentially even more toxic than the longer-lived accumulation mode 

aerosols that contribute to PM2.5 mass are the smaller Aitken mode particles that contribute 

to the large number of shorter-lived ultrafine particles (PM0.1) prevalent close to 

combustion sources such as roadways and cooking appliances (Schraufnagel, 2020). 

Aerosol is also increasingly recognized as a vector for transmission of respiratory 

pathogens (Ramuta et al., 2022; Wang et al., 2021). Fine aerosol generated from activities 

such as breathing and speaking (Coleman et al., 2021; Morawska and Buonanno, 2021) is 

receiving revised attention as understanding evolves to accept aerosol transmission as an 

important, even dominant, mode of respiratory viral transmission (Greenhalgh et al., 2021; 

Jimenez et al., 2021; Klompas et al., 2021; Randall et al., 2021), highlighting the need for 

institutional reform in the area of indoor air quality/hygiene. 

Besides the health implications of ground-level particulate matter, aerosols affect 

climate directly by scattering incoming solar radiation leading to increased albedo (cooling 

effect) and by absorbing solar radiation in the case of black carbon leading to reduced 



16 
 

 

albedo (warming effect). Cooler temperatures following volcanic eruptions where 

emissions enter the stratosphere—resulting in long-lived stratospheric sulphate aerosol 

(scattering)—is an example of the aerosol direct effect (Ridley et al., 2014a; Soden et al., 

2002). Aerosols also affect climate indirectly by serving as cloud condensation nuclei 

(CCN), thereby increasing cloud droplet number concentrations leading to brighter and 

longer-lived clouds (cooling effect). Taken together, aerosols have a net cooling effect on 

climate (Forster et al., 2021).       

Aerosols are also a source of nutrients to terrestrial and marine ecosystems 

(Johnson et al., 2010; Mahowald et al., 2017). Unfortunately, aerosols may also be 

disruptive to ecosystems, such as through eutrophication via excess nutrient deposition 

(Brahney et al., 2015; Wolfe et al., 2001), or reduction in drought tolerance via the 

hydraulic activation of stomata through deposition of hygroscopic particulates to leaves 

(discussed further in section 1.3). 

 

1.3 Dry Deposition Processes of NO2 

Dry deposition represents an important removal process for many trace gases, the other 

being wet deposition where soluble gasses are removed by in-cloud/fog rainout and below-

cloud washout. The relative contributions of dry and wet deposition to net deposition are 

species-specific and spatiotemporally variant. For highly soluble/surface-reactive species 

such as HNO3, dry deposition can make significant, even dominate, contributions to net 

deposition depending on land type and meteorology (discussed in Chapter 4). However, 

for other species such as accumulation mode aerosol, dry deposition makes little 

contribution to net deposition (as previously discussed). For a surface-reactive yet 

relatively insoluble species such as NO2, dry deposition would be the only contributor to 

depositional loss (discussed in Chapter 4). 

Dry deposition is an umbrella term that covers many nuanced species-specific 

interactions/reactions with the Earth’s surface and is dependent on both the reacting 

atmospheric constituent and the nature of the underlying surface(s). The process of 

photosynthesis is an example of a specific dry deposition pathway for atmospheric CO2 to 
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plants and phytoplankton, which is very different from the adsorption/absorption of HNO3 

to, or oxidative reaction of O3 with, ground surfaces. For convenience and tractability, dry 

deposition is often parameterized in atmospheric models as a terminal sink and broadly 

applied across a range of species and land types using basic similarity relations such as 

solubility relative to SO2 and oxidative potential relative to O3 (Wesely, 1989; Zhang et 

al., 2003a). Such parameterizations of dry deposition employ a resistance model 

framework (Baldocchi et al., 1987), as depicted in Fig. 1.3, where the first-order rate 

constant to above-canopy dry deposition is represented as a deposition velocity (Vd)  

computed along the resistance pathway (Rtotal), i.e., Vd = 1/Rtotal, for a specific gas to a 

specific bulk surface or land type from a specified height. The resulting dry deposition flux 

is analogous to current, and the concentration difference between a reference height and 

ground surface analogous to voltage. To ensure a unidirectional (downward) dry deposition 

flux (F), it is assumed that concentrations at deposition surfaces are negligible such that 

species concentrations at dry deposition reference heights (C) may be used directly in 

calculating dry deposition fluxes, i.e., F = -Vd[m s-1] C[kg m-3]. Bulk-canopy uptake 

formulated through Vd has contributions from many processes, including turbulent 

transport (aerodynamic resistance Ra), molecular diffusion in air (boundary layer resistance 

Rb), meteorological influence on the physical, chemical, and biological state of surfaces 

(i.e., stomatal resistance Rs), and species-specific interfacial chemistry (i.e., surface 

resistances Rm, Rcut, Rlc, and Rg). Formulations of the component resistances that contribute 

to trace gas deposition velocities are discussed in Ch 3. 

Although widely used in atmospheric chemical transport models (CTMs), the 

simple representation of unidirectional dry deposition depicted in Fig. 1.3 does not 

represent bidirectional surface exchange, which has been observed for some atmospheric 

species under certain conditions, i.e., uptake of NH3 and other semi-volatile species into 

dew (Wentworth et al., 2016) or dynamic adsorption of HONO to surfaces (Spicer et al., 

1993; Wojtal et al., 2011). Resistance model analogs may be extended to represent 

bidirectional surface exchange through the introduction of a nonzero surface compensation 

point concentration, requiring parameterization of additional species- and surface-specific 

processes (Neirynck and Ceulemans, 2008; Pleim et al., 2013). In addition, representation 

of species-specific ground surface reactions unrelated to solubility or oxidative potential,  
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Figure 1.3: Dry deposition processes for NO2 to a forest canopy. Depictions include: (i) 

day–night canopy exchange of NOx, (ii) canopy level exchange measured by eddy 

covariance flux observations, and (iii) the resistance-in-series model framework for 

parameterizing dry deposition velocity. Internal leaf structure adapted from Nobel (2009). 
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such as the heterogeneous hydrolysis of NO2 yielding adsorbed HNO3 and evolved HONO 

(Fig. 1.2), requires updates to surface resistance (Rc) parameterizations in standard dry 

deposition schemes (the subject of Chapter 3). 

The dry deposition of NOx via NO2 (NO does not dry deposit), although not well 

understood (Seinfeld and Pandis, 2006), has been directly observed in surface-specific 

chamber studies to foliar (Breuninger et al., 2013; Chaparro-Suarez et al., 2011; Delaria et 

al., 2018; Wang et al., 2020c) and non-foliar surfaces (Grøntoft and Raychaudhuri, 2004; 

Hanson et al., 1989; Rondón et al., 1993), as well as through above-canopy field 

observations employing the eddy covariance technique (Geddes and Murphy, 2014; Horii 

et al., 2004; Stocker et al., 1995). Processes which have confounded interpretation of NO2 

uptake observations include: (i) detection interference from other gases leading to 

speculation of NO2 compensation points below which NO2 was thought to be emitted by 

vegetation, (ii) soil NOx emissions masking and even reversing above-canopy flux 

measurements, and (iii) below sensor chemical flux divergence resulting from canopy 

gradients in solar radiation, the latter two depicted in Fig. 1.3. Therefore, measurement and 

interpretation of NO2 dry deposition requires highly specific NO2 detection methods as 

well as ancillary information regarding surface emissions and below sensor chemical flux 

divergence. 

Recent leaf-level studies of NO2 uptake incorporated into a 1-D column model of a 

forest canopy (Delaria and Cohen, 2020) point to a significant role for canopy uptake of 

soil-emitted NOx—up to 60%. The mechanism of this apparent dry deposition sink is still 

an active area of research, especially at night when leaf stomata are mostly closed (Nobel, 

2009). Some branch enclosure studies have attributed non-zero water vapour flux out of 

leaves under dark conditions to be an indication of partially open stomata and therefore a 

pathway for continued stomatal uptake of depositing trace species at night (Delaria et al., 

2020)—a process not currently represented in dry deposition parameterizations (Zhang et 

al., 2003a). However, other work attributes nocturnal non-zero water vapour flux to 

confounding factors such as the hydraulic activation of stomata where deposition of 

hygroscopic material to leaf surfaces results in thin aqueous films of concentrated solute 
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linking the stomatal-containing outer surfaces of leaves with the moist apolastic leaf 

interior (Burkhardt, 2010), as depicted in Fig. 1.3. Such a process could, in part, decouple 

similarity between leaf water vapour flux and stomatal dry deposition of trace species at 

night. Chapter 3 contributes to this active area of research. 

 

1.4 Modeling Global Atmospheric Composition 

Models of atmospheric chemistry are an integral component in the study of the atmosphere, 

developing in concert with laboratory studies and atmospheric measurements (including 

ground, aircraft and space-based observations) (Abbatt et al., 2014). State-of-the-science 

models in turn aid in the interpretation of observations of the complex atmosphere. Figure 

1.4 depicts the simplest modeling framework—the zero-dimensional box model—for the 

representation of fundamental atmospheric processes affecting trace gas/aerosol 

concentrations, namely, emissions, transport (advection and turbulence), chemistry 

(production and loss), and deposition (wet and dry). Box models may be implemented in 

two frames of reference—Eulerian (fixed coordinate) or Lagrangian (moving coordinate). 

In a Eulerian framework, wind advects through a finite volume domain (as depicted in Fig. 

1.4), whereas in a Lagrangian framework, the finite volume domain moves along with the 

mean wind. Box models often aid in the interpretation of observations from intensive field 

campaigns, where a limited spatial domain and sufficient observational constraints on 

model inputs enables increased focus on specific processes (McDuffie et al., 2018b, 2018a; 

VandenBoer et al., 2013). By the coupling of boxes, modeling utility may be extended to 

situations requiring higher spatial dimensions, from 1-D column models to 3-D models of 

the global atmosphere, albeit, at the expense of increased computational and input 

resources, therefore necessitating more tractable representations of fundamental processes. 

1-D column models simulate the evolution of trace species concentrations along a vertical 

coordinate and are useful in situations where horizontal homogeneity is a reasonable 

approximation, such as in localized canopy studies (Ashworth et al., 2015; Bryan et al., 

2012; Gao et al., 1993; Wong and Stutz, 2010) or representation of dry deposition (Delaria 

and Cohen, 2020) (Chapter 4 of this thesis). 3-D atmospheric chemical transport models 

(CTMs) simulate the spatiotemporal evolution of atmospheric trace gases and aerosols at  
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Figure 1.4: Atmospheric box model (zero-dimensional) depicting processes that influence 

the concentration C of a species. Adapted from Jacob (1999). 

 

high temporal resolution and various spatial resolutions from regional to global scales 

using assimilated meteorology, global and regional emission inventories/schemes, and 

chemical and physical mechanisms reflective of atmospheric processes amenable to large 

scale simulation. CTMs have a wide range of applications, some examples include: aiding 

in the interpretation of atmospheric observations (Croft et al., 2014, 2019; Travis et al., 

2016), source attribution of ambient pollutants (Weagle et al., 2018) enabling estimates of 

population exposure (Lee et al., 2015; McDuffie et al., 2021), simulating atmospheric 

deposition budgets of micronutrients to land (Geddes and Martin, 2017) and ocean 

(Johnson et al., 2010) ecosystems, climate impacts of short-lived radiative forcers such as 

aerosol (Croft et al., 2016; Ridley et al., 2014b) and ozone (Yeung et al., 2019), top-down 

constraints on emissions (Heald et al., 2010; Martin et al., 2003b), and use of space-based 

observations to improve estimated distributions of ground-level pollutants (Cooper et al., 

2020; Van Donkelaar et al., 2021). The use of CTMs to estimate ground-level PM2.5 from 

space-based observations of total column aerosol is discussed below in section 1.5. 

Although of much different scope, the governing equations of global CTMs 

represent the same fundamental processes as those depicted in Fig. 1.4 for a box model. 
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Specifically, the local evolution in concentration c of an atmospheric trace species i is 

represented through a mass-conserving chemical continuity equation: 

𝛿𝑐𝑖
𝛿𝑡
=  −∇ ∙ (𝑐𝑖𝑽) + 𝑆𝑖                                                          (1.1) 

where -∇ ∙ (𝑐𝑖𝑽) represents the transport flux divergence of species i and Si the net local 

source; V is the 3-D wind velocity vector. The form of equation (1.1) applies to species 

concentrations ci when in units of mass or number density (i.e., kg m-3 or molecules m-3) 

(Brasseur and Jacob, 2017). The transport term in (1.1) has contributions from both 

advection and turbulence. Advection describes flow by the wind resolved at the model 

resolution, whereas turbulence describes flow due to both fluctuating subgrid scale winds 

(turbulent mixing) and larger buoyant vertical motions (convection). Although advection 

may be represented directly through the transport term in (1.1) using grid-resolved mean 

winds, turbulent transport requires parameterization (Brasseur and Jacob, 2017; Seinfeld 

and Pandis, 2006). The net local source term Si in (1.1) represents all the processes internal 

to the box in Fig. 1.4, namely, emissions, deposition (wet and dry), and chemical 

production and loss reactions. Given these many different processes affecting species 

concentrations, each with independent model formulations, CTMs represent (1.1) as a set 

of time-dependent, coupled partial differential equations: 

𝛿𝑐𝑖

𝛿𝑡
= [

𝛿𝑐𝑖

𝛿𝑡
]
𝑎𝑑𝑣
+ [

𝛿𝑐𝑖

𝛿𝑡
]
𝑚𝑖𝑥

+ [
𝛿𝑐𝑖

𝛿𝑡
]
𝑐𝑜𝑛𝑣

+ [
𝛿𝑐𝑖

𝛿𝑡
]
𝑤𝑒𝑡 𝑑𝑒𝑝

+ [
𝛿𝑐𝑖

𝛿𝑡
]
𝑐ℎ𝑒𝑚

+ [
𝛿𝑐𝑖

𝛿𝑡
]
𝑒𝑚𝑖𝑠

+ [
𝛿𝑐𝑖

𝛿𝑡
]
𝑑𝑟𝑦 𝑑𝑒𝑝

  

              (1.2) 

where right-hand-side terms represent, successively, rates of change of ci due to advection, 

turbulent (vertical) boundary layer mixing, convection, wet deposition, chemistry, 

emissions, and dry deposition. A commonly employed strategy for the numerical solution 

of the mass continuity equation in CTMs is operator splitting, where the terms of (1.2) are 

independently integrated over a model time step Δt (operator duration) and the updated 

concentration ci(t+Δt) computed from the sum of component changes (Seinfeld and Pandis, 

2006). The widely used GEOS-Chem CTM (www.geos-chem.org), which is used in this 

thesis, employs the method of operator splitting, where the terms in (1.2) are integrated 

independently and applied serially in the order of: advection, dry deposition, emissions, 

http://www.geos-chem.org/
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turbulent PBL mixing, convection, chemistry, and wet deposition. An assumption of this 

method is that operator coupling over the integration time step is negligible, thus, modelers 

must optimize simulation accuracy with computational constraints (Philip et al., 2016). 

User-defined operator durations typically vary between 5 min to 60 min dependent on 

model horizontal resolution. GEOS-Chem uses separate dynamic (advection, vertical 

mixing, cloud convection, and wet deposition) and chemical (emissions, dry deposition, 

and chemistry) operator durations (time steps), where the chemical operator duration is 

generally twice the dynamic operator duration. To reduce computation time and facilitate 

use/development by a wider research community, state-of-the-science CTMs are generally 

run offline from the general circulation models (GCMs) that output the meteorological 

fields required as CTM inputs, albeit, at the expense of lack of chemical feedbacks on 

meteorology. Recently, however, GEOS-Chem (GC) has been coupled to the Weather 

Research and Forecasting (WRF) meteorological model (WRF-GC) to enable simulation 

of aerosol-radiation and aerosol-cloud associated feedbacks on meteorology at high 

resolution over regional scales (Feng et al., 2021). The standard offline version of the 

GEOS-Chem CTM was used throughout this thesis; further discussion of aspects of the 

model relating to the research presented in this thesis are included in subsequent chapters.  

 Due to the many non-linear processes affecting atmospheric species concentrations, 

all CTMs, no matter their resolution, contain parameterizations of subgrid processes that 

occur on scales finer than the resolution of the model. Regional to global CTMs have grid 

box sizes with horizontal dimensions on the order of tens to hundreds of kilometers and 

vertical dimensions on the order of tens to hundreds of meters. Parameterization of subgrid 

scale processes in CTMs may be based on (i) laboratory or field observations, or on (ii) the 

results of higher-resolution models that are able to resolve the subgrid scale for the process 

of interest; Chapter 3 updates a parameterization of NO2 dry deposition using (i); Chapter 

4 implements a parameterization for subgrid dry deposition of NOx into GEOS-Chem using 

(ii). All atmospheric models, regardless of type, require parameterization of near-surface 

turbulence which drives surface fluxes of momentum, heat, and mass; CTMs have many 

additional parameterizations across a wide range of processes, including turbulent PBL 

mixing, deep convection, wet and dry deposition, and emissions (Brasseur and Jacob, 

2017). Biases resulting from instantaneous dilution of emissions into CTM grid boxes may 



24 
 

 

be reduced by parameterization of subgrid scale processes prior to release of processed 

emissions and or product(s). Such parameterizations have been developed for power plant 

emissions of SO2 (Stevens and Pierce, 2013, 2014) and aircraft (Kraabøl et al., 2002), 

lighting (Cooper et al., 2014), ship (Vinken et al., 2011), and soil (Hudman et al., 2012) 

emissions of NOx. Natural emissions of dust and seasalt aerosol have a non-linear 

dependence on windspeed, as such, methods must be employed to ensure grid-

independence of resulting emissions at varying CTM horizontal resolutions (Meng et al., 

2021). However, representing area source concentration gradients and resulting secondary 

pollutant concentrations, i.e., particulate nitrate, improves with CTM resolution (Zakoura 

and Pandis, 2018), thus welcoming strategies of targeted high-resolution simulation in 

global CTMs  (Bindle et al., 2020; Yu et al., 2016). 

  

1.5 Satellite-Derived PM2.5 

Given the significant and increasing global burden of disease attributable to ambient PM2.5 

(Health Effects Institute, 2020; Murray et al., 2020), there is great need for timely, accurate, 

and high-resolution awareness of PM2.5 surface concentrations, globally, especially in 

populated areas. Although networks of ground-level monitors for ambient PM2.5 have 

grown over recent decades, coverage in many populated regions of the world is insufficient 

for air quality management and exposure assessment (Martin et al., 2019). CTMs enable 

the simulation of ground-level pollutants (including accumulation mode aerosol that 

contributes to PM2.5) globally at high temporal resolution, albeit, at relatively coarse spatial 

resolutions (typically hundreds to thousands of square kilometers). Remote-sensed aerosol 

optical depth (AOD)—a unitless measure of total-column extinction of solar radiation at a 

particular wavelength due to scattering and absorption by aerosol—from higher resolution 

satellite observations (AODsat) may be used to scale coincidently-sampled simulated values 

from a CTM (AODsim) to produce improved global estimates of ground-level PM2.5 

concentrations (PM2.5
sat) at high resolution (van Donkelaar et al., 2006, 2010):  

𝑃𝑀2.5
𝑠𝑎𝑡 = 

𝑃𝑀2.5
𝑠𝑖𝑚

𝐴𝑂𝐷𝑠𝑖𝑚
 𝐴𝑂𝐷𝑠𝑎𝑡                                                           (1.3) 
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where 𝑃𝑀2.5
𝑠𝑖𝑚 is ground-level accumulation mode aerosol mass concentration simulated by 

the CTM. It is due to the coincidence that accumulation mode aerosol both contributes to 

PM2.5 mass and has significant mass extinction efficiency of solar radiation that the method 

of (1.3) is an effective strategy to improve estimates of ground-level PM2.5 globally. 

Satellite-derived estimates of ground-level PM2.5 have played an important role in 

up-to-date air quality awareness and exposure assessment, especially in areas lacking 

measurement networks (Shaddick et al., 2018). Additionally, trends in satellite-derived 

PM2.5 agree well with observational networks when and where available (Boys et al., 2014; 

van Donkelaar et al., 2015b; Meng et al., 2019a), thus providing a timely method to monitor 

evolution of exposure globally, as well as the response of PM2.5 to air pollution 

management efforts. Current methods of estimating ground-level PM2.5 expand on 

measurement-model synergy by incorporating, in addition to ground and space-based AOD 

measurements, in situ measurements of PM2.5, where available, for correction of satellite-

derived PM2.5 biases via geographically weighted regression (GWR) (Van Donkelaar et al., 

2016). GWR predictors with which to regress observed biases are selected based on 

intuition, and include terms such as urban landcover, subgrid elevation difference, and 

aerosol composition (van Donkelaar et al., 2015a; Meng et al., 2019a), thus providing 

physical insight into possible sources of uncertainty for simulated PM2.5-to-AOD 

relationships and directing future research efforts to improve CTM processes. A prominent 

predictor of bias in satellite-derived PM2.5 is particulate nitrate (van Donkelaar et al., 

2015a), which, in part, has inspired the research efforts of chapters 3 and 4 of this thesis 

where missing processes of NO2 uptake to ground surfaces in the GEOS-Chem CTM are 

addressed. As depicted in Fig. 1.2, NO2 is the primary source of pNO3. 

 

1.6 Outline and Goals of the Thesis 

To a large degree, air pollution has and continues to be a consequence of anthropogenic 

activities. Heterogeneous change in the distribution of various air pollutants have 

accompanied economic, technological, and policy advances globally. As such, methods to 

monitor this evolution are of great interest, especially for pollutants that pose significant 

health risk such as fine aerosol, and satellite-derived PM2.5 is one such method. The first 
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goal of this thesis was to develop a long-term and consistent time-series of satellite remote 

sensed AOD using satellite instruments that had well maintained radiometric stability from 

which to infer the corresponding satellite-derived PM2.5 time series using a global CTM. 

This was the effort of Chapter 2, where a unified 15-year global time series (1998–2012) 

of monthly ground-level PM2.5 at a resolution of 1˚ x 1˚ was achieved using the MISR and 

SeaWiFS satellite instruments and the GEOS-Chem CTM. This work was published in 

Environmental Science & Technology in 2014.  

 Nitrogen oxides modulate oxidant fields, influence air quality, and contribute to 

other   reactive nitrogen species that have significant biosphere and health implications. As 

such, an accurate simulation of NOx processes is of great interest. Current global CTMs 

employ a dry deposition parameterization that allows for uptake of NO2 by vegetation in 

daytime, but with negligible deposition occurring at night—this despite evidence of 

nocturnal NO2 removal via heterogeneous hydrolysis on humidified ground surfaces. 

Motivated by laboratory studies of the heterogenous hydrolysis of NO2, together with 

recent field studies designed to quantify the extent of this reaction on ground surfaces, in 

Chapter 3 we endeavor to update the parameterization of non-stomatal NO2 dry deposition, 

mechanistically, by representing this heterogeneous reaction pathway on ground surfaces. 

We re-interpret an extensive dataset of eddy covariance NO2 flux observations above a 

mixed forest canopy with the benefit of additional laboratory, field, and modeling 

information to explain observed NO2 nocturnal deposition fluxes as driven by heterogenous 

hydrolysis on forest surfaces.  

 Combustion of fossil fuels is the dominant source of NOx to the troposphere, 

contributing at least half of total NOx emitted to the atmosphere (Table 1.3). Of this 

fraction, on-road transportation is a major source, contributing about 23% of the ca. 30 Tg 

N yr-1 emitted by fossil fuels globally (McDuffie et al., 2020). Due to the many secondary 

reactions involving NOx, parameterizations for the subgrid scale processes that occur as 

NOx disperses from sources such as lightning, aircraft, ship, and soil have been developed 

for the GEOS-Chem CTM, which has grid boxes that are hundreds to thousands of square 

kilometers in the horizontal and more than 100 m deep. However, despite the on-road 

transportation sector also being a subgrid scale emitter, especially in the absence of strong 
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boundary layer turbulence, these emissions of NOx are currently released into surface 

model grid cells directly from emission inventories. The goal of Chapter 4 was to study the 

effect of subgrid dry deposition of near-surface anthropogenic emissions of NOx in GEOS-

Chem, in conjunction with the optimized ground surface reaction pathway from Chapter 3 

which provides mechanistic utility to surface HONO production.  
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Fifteen-Year Global Time Series of Satellite-Derived Fine Particulate 

Matter 
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Article published in Environmental Science & Technology, 48, 11109–11118, 2014.  

All text, tables, figures, and presented results were contributed by the first author. 

 

2.1 Abstract 

Ambient fine particulate matter (PM2.5) is a leading environmental risk factor for premature 

mortality. We use aerosol optical depth (AOD) retrieved from two satellite instruments, 

MISR and SeaWiFS, to produce a unified 15-year global time series (1998–2012) of 

ground-level PM2.5 concentration at a resolution of 1˚ x 1˚. The GEOS-Chem chemical 

transport model (CTM) is used to relate each individual AOD retrieval to ground-level 

PM2.5. Four broad areas showing significant, spatially coherent, annual trends are examined 

in detail: the eastern U.S. (-0.39 ± 0.10 µg m-3 yr-1), the Arabian Peninsula (0.81 ± 0.21 µg 

m-3 yr-1), South Asia (0.93 ±0.22 µg m-3 yr-1) and East Asia (0.79 ± 0.27 µg m-3 yr-1). Over 

the period of dense in situ observation (1999–2012), the linear tendency for the eastern 

U.S. (-0.37 ± 0.13 µg m-3 yr-1) agrees well with that from in situ measurements (-0.38 ± 
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0.06 µg m-3 yr-1). A GEOS-Chem simulation reveals that secondary inorganic aerosols 

largely explain the observed PM2.5 trend over the eastern U.S., South Asia, and East Asia, 

while mineral dust largely explains the observed trend over the Arabian Peninsula.   

 

2.2 Introduction 

Particles with an aerodynamic diameter below 2.5 μm (PM2.5) are highly respirable and are 

a leading global environmental risk factor for premature mortality (Correia et al., 2013; 

Dockery et al., 1993; Lim et al., 2012; Pedersen et al., 2013). Recently, the World Health 

Organization (WHO) declared particulate matter air pollution a group 1 carcinogen to 

humans (IARC, 2013), adding to the known burden of disease from cardiovascular and 

respiratory morbidity. The WHO air quality guideline (AQG) for PM2.5 of 10 μg m-3 is 

surpassed in most industrialized regions of the world, in some areas by an order of 

magnitude (van Donkelaar et al., 2010). In addition to the detrimental health effects of 

elevated PM2.5 concentrations, epidemiological research of 545 U.S. counties (Correia et 

al., 2013) and a Canadian national-level cohort (Crouse et al., 2012) failed to identify an 

exposure threshold where PM2.5 reductions provided no benefit. A recent study points to 

prenatal morbidity at levels below the present European Union annual limit of 25 μg m-3 

(Pedersen et al., 2013). Long-term time series of spatially resolved PM2.5 on the global 

scale are needed to assess health impacts and inform policy decisions.  

Satellite-derived estimates of ground-level PM2.5 have advanced in recent years due 

to the developments of advanced column aerosol optical depth (AOD) satellite retrievals, 

of global chemical transport models (CTMs) and of ground-level in situ observations of 

PM2.5 (Engel-Cox et al., 2013). Satellite-retrieved AOD, a unitless measure of the column-

integrated extinction of radiation by atmospheric particles, can be related to surface PM2.5 

by (i) use of a chemical transport model to simulate daily the PM2.5 to AOD relationship 

(van Donkelaar et al., 2010; Liu et al., 2004) or (ii) statistical methods where reliable 

monitoring networks are used as a training data set to calibrate daily PM2.5 to AOD 

relationships (Hu et al., 2014; Lee et al., 2011). The latter method can provide highly 

accurate PM2.5 to AOD relationships in regions with a sufficiently dense network of 

ground-level measurements, while the former method can be validated where ground 
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measurements exist and then applied beyond the reach of globally sparse measurement 

networks. The surface PM2.5 to column AOD relationship has substantial seasonal 

variability and daily fluctuations (Lee et al., 2011). Inter-annual variations in this 

relationship from changing emissions  and meteorological fluctuations could complicate 

comparison of AOD and PM2.5 trends such that a significant trend in AOD may not 

necessarily manifest as a significant trend in PM2.5 and vice versa. Accordingly, methods 

to estimate spatiotemporally resolved global PM2.5 to AOD ratios are a requirement for 

accurate study of the trend in satellite-derived PM2.5.  

Satellite-retrieved AOD is subject to a suite of uncertainties with contributions from 

sampling bias, cloud contamination, assumptions of aerosol and surface properties, and 

erroneous sensor calibration (Abbatt et al., 2014; Colarco et al., 2014). Radiometric 

stability is of particular importance to time series analysis; spurious trends in long term 

AOD have been inferred as a result of radiometric drift (Zhang and Reid, 2010; Zhao et 

al., 2008). Unfortunately, both of the Moderate Resolution Imaging Spectroradiometer 

(MODIS) sensors onboard NASA’s Terra and Aqua satellites exhibit radiometric drift in 

the collection 5 product (Zhang and Reid, 2010), an issue that is addressed in the recent 

collection 6 product (Levy et al., 2013).  The Sea-viewing Wide Field-of-view Sensor 

(SeaWiFS), the sole instrument on board NASA’s SeaStar satellite, was designed primarily 

for global ocean color measurement and thus required highly accurate radiometric 

calibration that was maintained to an accuracy of 0.5% and temporal stability of 0.3% over 

its lifetime (Barnes et al., 2001; Eplee et al., 2012). The Multiangle Imaging 

SpectroRadiometer (MISR) onboard NASA’s Terra satellite, an advanced Earth observing 

sensor designed primarily to retrieve tropospheric aerosol properties, is maintained to a 

radiometric accuracy of 3% with stability of 1% (Bruegge et al., 2007; Kahn et al., 2005). 

Decadal variations in satellite-retrieved AOD from SeaWiFS and MISR have been 

examined globally and evaluated with NASA’s ground-based Aerosol Robotic Network 

(AERONET) of sunphotometers (Hsu et al., 2012; De Meij et al., 2012; Yoon et al., 2011; 

Zhang and Reid, 2010). 

Globally, few regional scale PM2.5 trends have been inferred from in situ 

measurements due to a lack of long-term monitoring networks. However, in the U.S., 
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sufficient measurements have enabled detection of a 33% decrease in PM2.5 from 2000 to 

2012, with most measurement sites located in the eastern U.S. 

(http://www.epa.gov/airtrends/). Visibility, a widely used measure of near surface 

extinction by aerosol, has decreased globally over land during the past few decades, with 

industrializing regions such as South and East Asia experiencing the greatest declines 

(Wang et al., 2009). This is in contrast with improvements seen for post-industrialized 

Europe from the late 1980’s to 2000, a result of large reductions in sulfate aerosol over this 

period (Berglen et al., 2007). Efforts to improve air quality have resulted in decreases in 

particulate matter with diameter < 10 μm  (PM10) over North America, Europe and more 

recently East Asia (Cheng et al., 2013a; Wang et al., 2012). However, due to the low 

extinction efficiency of visible radiation by these coarse particles, decreasing trends in 

PM10 are not necessarily matched with improvements in visibility, especially in 

industrializing nations such as East Asia where the ratio of fine to coarse particles has 

increased (Wang et al., 2012). Regional analysis of satellite-derived PM2.5 at 0.5˚ x 0.5˚ 

over the Indian subcontinent using the MISR time series from 2000 to 2010 and 

climatological ‘surface PM2.5 to column AOD’ relationships revealed an increase of 15 to 

>25 μg m-3 over the Indo-Gangetic Basin, with increases for central India in the range 5 to 

15 μg m-3  (Dey et al., 2012). Hu et al. (2014) detected a 20% decrease in PM2.5 over 2001 

to 2010 for the southeastern US, with greater reductions observed for urban and highway 

environments than for more remote forest areas. 

In this study, we develop and interpret the first observationally-based estimate of 

changes in long-term global PM2.5. Specifically, we combine satellite-derived PM2.5 from 

the MISR and SeaWiFS instruments—using overpass-resolved simulated ‘surface PM2.5 to 

column AOD’ relationships from a global CTM employing consistent assimilated 

meteorology—to estimate and interpret a unified, 24-hr, monthly PM2.5 time series from 

January 1998 to December 2012 globally at a resolution of 1˚ x 1˚ which is amenable to 

time series analysis. Significant annual trends observed over four broad regions, namely: 

eastern U.S., Arabian Peninsula, South Asia, and East Asia, are analyzed together with 

simulated PM2.5 fractional components. 

 

2.3 Materials and Methods 
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2.3.1 Retrieved Satellite Aerosol Optical Depth  

MISR contains nine fixed angle cameras, enabling sensitivity to angular variation in 

reflected sunlight originating from aerosols, clouds and surface.  This allows retrieval of 

aerosol properties with reduced algorithmic assumptions of surface reflectance over all 

land types (Diner et al., 1998; Martonchik et al., 1998), including terrain with temporally 

varying surface features and highly reflective surfaces like deserts (Martonchik et al., 

2004). AOD is retrieved from MISR at a resolution of 17.6 km x 17.6 km. The equator 

crossing time is 1030 hours local solar time. The 360 km across track swath results in 

global coverage in 9 days at the equator and 2 days near the poles. We re-gridded to daily 

1˚ x 1˚ global AOD maps from 29 February 2000 to 31 Dec 2012, using daily  level 2 AOD 

swaths at 558 nm (from the MIL2ASAE product with quality assurance flags [0 1]). 

The visible to near IR spectral range of SeaWiFS allows AOD retrieval algorithms 

to be applied over both ocean (Sayer et al., 2012) and land (Hsu et al., 2013), yielding 

accuracies similar to other AOD retrieving satellites (Petrenko and Ichoku, 2013). 

SeaWiFS retrievals of AOD are at a resolution of 13.5 km x 13.5 km with an equator 

crossing time of 1200 hrs local solar time, drifting to ca. 1430 hrs by 2010. A 1502 km 

across track swath results in near daily coverage at the equator and daily coverage outside 

the tropics. We re-gridded to daily 1˚ x 1˚ global AOD maps from 01 January 1998 to 

mission end date December 2010, using daily level 2 AOD swaths at 550 nm (version 

SWDB_L2.004 with quality assurance [2 3] over ocean and [3] over land).  

2.3.2 Satellite-Derived PM2.5  

Following van Donkelaar et al. (2010) we expressed the proportionality between ground-

level PM2.5 mass concentration and satellite-retrieved column-integrated AOD as spatially 

and temporally resolved correction factors [𝜂]: 

                                𝑃𝑀2.5 =  𝜂 × 𝐴𝑂𝐷   ,   𝜂 =  
𝑃𝑀2.5

𝑚𝑜𝑑𝑒𝑙

𝐴𝑂𝐷𝑚𝑜𝑑𝑒𝑙
                                                (2.1)                      

where 𝜂 [µg m-3] is the ratio of modeled PM2.5 [µg m-3] under reference conditions to 

modeled column-integrated AOD [unitless] under ambient relative humidity. We used the 

North American surface measurement standard of 35% relative humidity (U.S. EPA, 1997) 

to reference our PM2.5 estimates. Factors which influence the value of 𝜂 include the vertical 
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distribution of the aerosol burden, the aerosol size distribution, aerosol composition, and 

relative humidity. We calculated daily global maps of  𝜂 with the 3-D global CTM, GEOS-

Chem [geos-chem.org; supplemental] for the period 1 January 1998 to 31 December 2012. 

The relation of satellite AOD to PM2.5 is enabled because the aerosol mass extinction 

efficiency for visible radiation peaks within the accumulation mode (~ 0.1 to 2.5 μm 

diameter particles) of the aerosol size distribution, which is the size region contributing to 

PM2.5 mass.   

GEOS-Chem (Bey et al., 2001; Park et al., 2004) solves for the 3-D evolution of 

atmospheric gases and aerosols (sulfate, nitrate, ammonium, organic and black carbon, 

mineral dust, and sea salt) using assimilated meteorological observations, global and 

regional emission inventories, and algorithms to represent the physics and chemistry of 

atmospheric processes, as described in the supplemental material. The CTM was driven by 

assimilated meteorological observations (GEOS-MERRA) at a horizontal resolution of 2˚ 

x 2.5˚ (lat, long) with 47 vertical levels from the surface to ca. 80 km. Modeled PM2.5 and 

column AOD used in the formulation of 𝜂 were sampled at satellite overpass time (late 

morning for MISR and early afternoon for SeaWiFS). Daily global maps of 𝜂 at 2˚ x 2.5˚ 

were interpolated to 1˚ x 1˚ for application to satellite AOD values. Following (Van 

Donkelaar et al., 2013), for absolute satellite-derived PM2.5 estimates, we scaled the 

vertical distribution of modeled aerosol extinction to match climatological monthly 

observations from the CALIPSO satellite lidar at 1˚ x 1˚ over 2006 – 2012. However, our 

analysis of time varying PM2.5 anomalies does not employ such correction factors since 

CALIPSO was not operational prior to 2006. 

2.3.3 Combined Satellite-Derived PM2.5  

A unified, monthly, satellite-derived PM2.5 global time series at 1˚ x 1˚ from 1 January 

1998 to 31 December 2012 was estimated by combining the sampling-corrected (SC), 

monthly SeaWiFS (1998–2010) and MISR (2000–2012) derived PM2.5 time series. We 

accounted for sampling differences as:  

                         𝑆𝐶_𝑀𝐼𝑆𝑅_𝑃𝑀2.5,𝑚 = 
𝐺𝐶𝑃𝑀2.5,𝑚

24ℎ𝑟

𝐺𝐶𝑃𝑀2.5,𝑚
𝑀𝐼𝑆𝑅  ×   𝑀𝐼𝑆𝑅𝑃𝑀2.5,𝑚                        (2.2)                                       
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                   𝑆𝐶_𝑆𝑒𝑎𝑊𝑖𝐹𝑆_𝑃𝑀2.5,𝑚 = 
𝐺𝐶𝑃𝑀2.5,𝑚

24ℎ𝑟

𝐺𝐶𝑃𝑀2.5,𝑚
𝑆𝑒𝑎𝑊𝑖𝐹𝑆  ×   𝑆𝑒𝑎𝑊𝑖𝐹𝑆2.5,𝑚                (2.3)                              

where, for month m,  𝑀𝐼𝑆𝑅𝑃𝑀2.5,𝑚   and  𝑆𝑒𝑎𝑊𝑖𝐹𝑆2.5,𝑚   refer to monthly satellite-derived 

PM2.5 estimates from respective  instruments—a threshold of at least three days per month 

for each 1˚ x 1˚ grid cell was required for monthly PM2.5 averages.   𝐺𝐶_𝑃𝑀2.5,𝑚
24ℎ𝑟  refers to 

monthly mean GEOS-Chem PM2.5 averaged over 24-hr for each day of the month.  

𝐺𝐶_𝑃𝑀2.5,𝑚
𝑆𝑒𝑎𝑊𝑖𝐹𝑆  and  𝐺𝐶_𝑃𝑀2.5,𝑚

𝑀𝐼𝑆𝑅 refer to monthly mean GEOS-Chem PM2.5 sampled on 

coincident days with each instrument during the corresponding satellite overpass period 

(i.e., late morning for MISR, early afternoon for SeaWiFS). Monthly modeled correction 

factors for incomplete sampling display distinct seasonality, as in van Donkelaar et al. 

(2010), especially for regions with pronounced wet and dry seasons (data not shown). 

When monthly averages for each sensor exist, we calculated PM2.5,m as the average 

of monthly mean satellite-derived PM2.5 from each instrument after accounting for their 

sampling differences (as shown in equations 2.2 and 2.3); 

𝑃𝑀2.5,𝑚 =   0.5 𝑆𝐶𝑀𝐼𝑆𝑅𝑃𝑀2.5,𝑚 +   0.5 𝑆𝐶 𝑆𝑒𝑎𝑊𝑖𝐹𝑆𝑃𝑀2.5,𝑚
                                        (2.4)                                                                   

When just one of the two satellite sensors had sufficient data to represent a monthly 

average, or during a pre- or post-period of operation, a virtual estimate of the sampling-

corrected missing value (i.e., 𝑆𝐶_𝑀𝐼𝑆𝑅_𝑃𝑀2.5,𝑚
𝑣𝑖𝑟 ) was computed (2.5) and used in (2.4). 

𝑆𝐶𝑀𝐼𝑆𝑅𝑃𝑀2.5,𝑚
𝑣𝑖𝑟 =  (

1

8
∑ 𝑆𝐶𝑀𝐼𝑆𝑅𝑃𝑀2.5,𝑚(𝑦)

𝑜𝑓𝑓𝑠𝑒𝑡

2008

𝑦=2001

)  × 𝑆𝐶𝑆𝑒𝑎𝑊𝑖𝐹𝑆𝑃𝑀2.5,𝑚
                            (2.5) 

where, for month m,  (
1

8
∑ 𝑆𝐶_𝑀𝐼𝑆𝑅_𝑃𝑀2.5,𝑚(𝑦)

𝑜𝑓𝑓𝑠𝑒𝑡2008
𝑦=2001 )is the month-specific, sampling-

corrected climatological offset for MISR, and 𝑆𝐶_𝑆𝑒𝑎𝑊𝑖𝐹𝑆_𝑃𝑀2.5,𝑚 is the sampling-

corrected estimate of SeaWiFS-derived PM2.5. Month-specific climatological offset factors 

for MISR and SeaWiFS were computed using the years 𝑦 from 2001 to 2008, an overlap 

period of optimal performance for both sensors. Similar methods have been used to 

estimate daytime PM2.5 over United States New England region by averaging MODIS-

Terra (1030 hrs overpass) and MODIS-Aqua (1330 hrs overpass) values (Lee et al., 2011). 

We assessed the sensitivity of trends over the four regions examined herein to uncertainty 
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in offset by compiling 15 combined satellite-derived PM2.5 time series where for each year 

a random offset value was drawn from a normal distribution described by mean and 

variance inferred between 2001–2008. The 1σ standard deviation inferred from resulting 

trends was found to be within 27% of corresponding trends for all four regions.  

 We interpreted the satellite-derived PM2.5 time series with the GEOS-Chem model. 

We expressed the satellite-derived monthly PM2.5 concentration attributable to each major 

chemical component (secondary inorganics ≡ sulfate + nitrate + ammonium, carbonaceous 

≡ organic + black carbon, mineral dust, and sea salt) as the satellite-derived concentration 

scaled by the GEOS-Chem fractional concentration for each component. 

2.3.4 In Situ PM2.5  

We evaluated the satellite-derived PM2.5 time series anomaly with ground-based PM2.5 

measurements in the eastern U.S. (east of 90˚W) where there is a sufficiently dense, long-

term federal reference method (FRM) data record from the Interagency Monitoring of 

Protected Visual Environments network (IMPROVE; 

http://vista.cira.colostate.edu/improve/) and from the Environmental Protection Agency 

Air Quality System (EPA AQS; http://www.epa.gov/ttn/airs/airsaqs/). U.S. FRM 24-hr 

gravimetric filter based in situ measurements (PM2.5 – local conditions, selections from 

parameter code 88101), were obtained for years 1998 through 2012 

(http://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm). For comparison to 

satellite-derived PM2.5, daily in situ measurements were spatially aggregated first to a daily 

1˚ x 1˚ grid, followed by temporal averaging to a monthly 1˚ x 1˚ grid, followed by spatial 

averaging for regional analysis; an approach analogous to satellite-derived PM2.5 since 

space-time averaging is not commutative for discontinuous datasets (Levy et al., 2009). 

We focus our evaluation on the long-term trend since that is the emphasis of this study. 

2.3.5 Estimated PM2.5 to AOD Relationship from In Situ PM2.5 and AERONET AOD Over 

the Eastern U.S. 

We evaluated the modeled PM2.5 to AOD monthly time series with and without the use of 

monthly CALIPSO-based correction factors, by comparison with empirical estimates from 

ground-based measurements over the eastern U.S. (east of 90˚W). Monthly estimates of 

http://www.epa.gov/ttn/airs/airsaqs/
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the PM2.5 to AOD relationship from January 1998 to December 2012 were compiled by 

aggregating daily AERONET Level 2 AOD measurements 

(http://aeronet.gsfc.nasa.gov/)  from 1000-hrs to 1400-hrs with coincident, at 1˚ x 1˚, 

daily U.S. FRM 24-hr gravimetric filter-based in situ measurements. AERONET and PM2.5 

stations with an elevation difference of more than 100 m were excluded. 

2.3.6 Time Series Analysis 

Time series analysis was performed on data aggregated to monthly arithmetic mean values. 

General Least Squares (GLS) regression was performed using the basic model: 

               𝒙 = 𝒛𝜷 + 𝒆  , 𝒆 ~ 𝑁(0, 𝜎2𝑽)                                                      (2.6)                                                 

where for a time series of n months,  𝒙 is a time series vector (n x 1)  containing PM2.5 

values for months 1 to n; 𝒛 is a design matrix (n x 2) which herein defines a linear model; 

𝜷 is a vector (2 x 1)  containing the coefficients of the linear model, intercept and slope;  𝒆 

is an error vector (n x 1) containing the residuals not represented by the linear model, which 

for validity should be approximately normally distributed with zero mean, however, 

permitted to covary with adjacent values according to V—a positive definite, symmetric 

covariance matrix, to accommodate possible autocorrelation between adjacent months. 

Correlated errors between adjacent months are represented by a first order autoregressive 

model of 𝒆, which can be expressed as: 

                 𝑒𝑡 =  ∅𝑒𝑡−1 + 𝑤𝑡            𝑡 = 1,…𝑛        ,   𝒘 ~ 𝑁(0, 𝜎
2𝑰)                      (2.7)  

where the residual 𝑒𝑡 for month 𝑡 is a fraction ∅  of the previous month’s residual 𝑒𝑡−1 with 

a white noise component 𝑤𝑡 , which for validity should be approximately normally 

distributed with zero mean, constant variance and independent. Such linear models are 

widely used in the analysis of environmental monthly time series data (Shumway and 

Stoffer, 2011; Weatherhead et al., 1998, 2002). The monthly time series was 

deseasonalized by subtracting the climatological monthly median prior to GLS regression. 

A minimum temporal coverage of 65% was applied to all 1˚ x 1˚ time series prior to spatial 

averaging for regional analysis to ensure annual representation of regional trends. 

  

http://aeronet.gsfc.nasa.gov/
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Figure 2.1:  Satellite-derived, 24-hr, sampling-corrected PM2.5 from MISR averaged over 

2000–2012, SeaWiFS averaged over 1998–2010, and a combined MISR-SeaWiFS product 

averaged over 1998–2012. Grey indicates missing data. 
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2.4 Results and Discussion  

2.4.1 Global Trends in Satellite-Derived PM2.5 

Figure 2.1 shows global distributions of multi-year average satellite-derived, ground-level 

PM2.5 at 1˚ x 1˚. The data for sampling-corrected MISR over 2000–2012 and for sampling-

corrected SeaWiFS over 1998–2010 exhibit a high degree of consistency despite having 

very different retrieval algorithms and slight differences in periods of observation. Both 

indicate broad enhancements across North Africa, the Middle East, South Asia and East 

Asia. Inspection of coincidently-sampled MISR- and SeaWiFS-derived climatologies 

reveals regions of notable difference affected by sampling, such as the biomass burning 

feature of South America and SeaWiFS lows over the Appalachian Mountains and Tibetan 

Plateau. Remaining areas of difference, namely central India and the western Arabian 

Peninsula, arise from differing instrument and retrieval characteristics (Petrenko and 

Ichoku, 2013). Figure S2.1 (top panel) depicts the percent difference between sampling 

corrected MISR- and sampling corrected SeaWiFS-derived PM2.5 climatologies for 

overlapping years 2000–2010, which indicates the importance of accounting for 

climatological offsets when combing the two time series. The MISR-SeaWiFS combined 

product increases the number of observations and reduces instrument-specific bias through 

averaging to produce a more representative PM2.5 concentration map.  

Figure 2.2 shows global maps of the linear trend through satellite-derived PM2.5 

monthly mean time series. Figure S2.2 depicts the fraction of months included in the time 

series. Five regions exhibit spatially broad correlation between MISR- and SeaWiFS-

derived trend maps: eastern U.S., Central Europe, the Arabian Peninsula, South Asia, and 

East Asia. The combined time series preserves these spatial tendencies. Regions of notable 

difference between MISR- and SeaWiFS-derived trend maps resulting from features 

missed by one instrument due to  different periods of observation  include the decreasing 

SeaWiFS trend over eastern Russia due to intense wildfires during summer of 1998 

(Duncan et al., 2003); the increasing SeaWiFS trend over the biomass burning area of 

South America which exhibits a sharp decline in 2006 (Koren et al., 2007) and again after 

2010; and the decreasing dust-driven SeaWiFS trend west of the Sahara. The absence of a 

spatially coherent trend over the remote subtropical southern ocean, as expected for this  
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Figure 2.2: Slope from linear regression of satellite-derived, 24-hr, sampling-corrected, 

monthly PM
2.5

 time series from MISR over 2000–2012, SeaWiFS over 1998–2010, and a 

combined MISR-SeaWiFS product over 1998–2012. Grey indicates missing data. 
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region, provides confidence in instrument stability (Hilboll et al., 2013). Some of these 

differences partially arise from remaining diurnal sampling differences and instrument-

specific AOD retrieval bias as seen in trend maps created for overlapping years 2000–2010 

(Figure S2.1). 

Figure S2.3 shows contributions from inter-annual variations in modeled η (surface 

PM2.5 to column AOD) depicted as linear tendencies. Trends in η can strengthen PM2.5 

trends compared to AOD trends in regions of changing surface emissions, such as the 

eastern U.S. or China as seen in the bottom panel by comparing trends in modeled η to 

those inferred from a simulation using constant anthropogenic emissions. Or trends in η 

can dampen PM2.5 trends compared to AOD trends for regions with significant change in 

the vertical aerosol distribution, such as locations with a stable boundary layer downwind 

of strong lofted sources (i.e., Pacific Ocean west of Peru). Note that trends in surface PM2.5 

cannot be interpreted from trends in η prior to scaling such trends by AOD.  

We evaluated the simulated change in η over the eastern U.S., a region with the 

densest collection of PM2.5 and AERONET measurements over 1999–2012 allowing 

coincidently (daily) sampled monthly time series of five 1˚ x 1˚ grid cells with a minimum 

of 65% temporal coverage. Significant decreasing tendencies in η are found over the 

eastern U.S. in both empirical estimates (-1.9± 0.8 µg m-3 yr-1) and coincidently-sampled 

modeled (-0.9 ± 0.5 µg m-3 yr-1) monthly time series over 1999–2012. This empirical trend 

in η emphasizes the need to account for inter-annual variation in η for satellite-derived time 

series of PM2.5. Applying climatological (2006–2011) month-specific CALIPSO scale 

factors to adjust the simulation of η over 1999–2012 would degrade the modeled trend in 

η (-0.2 ± 0.4 µg m-3 yr-1) and accordingly worsen comparisons of satellite-derived and in 

situ PM2.5 trends over the eastern U.S.; this is likely a result of CALIPSO observations 

being available only in the second half of the time series. 

Figure 2.3 shows the statistical significance of the combined PM2.5 trend over land 

in the form of a two-sided P-value, tested against null being zero trend. Four broad regions 

with notable significant PM2.5 tendencies over the 15-years of study are indicated and 

discussed below. Other smaller areas of significant tendency include the Po Valley of Italy 

(Yoon et al., 2011), and the west coast of Africa (Hsu et al., 2012). The strong negative 
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tendency appearing over the Aral Sea area may arise from an artifact in part of the SeaWiFS 

AOD time series for this region as consequence of surface assumptions over a changing 

bright surface; the MISR time series shows no such feature as MISR simultaneously 

retrieves surface reflectance along with AOD. 

2.4.2 Regional Trends in Satellite-Derived PM2.5 

Figure 2.4 shows the regional monthly time series anomaly for the four areas highlighted 

in Figure 2.3:  eastern U.S., the Arabian Peninsula, South Asia, and East Asia. Black lines 

indicate regional monthly anomalies from the combined PM2.5 time series and 

corresponding linear fit. Colored lines depict the satellite-derived PM2.5 trend attributable 

to modeled PM2.5 components. Table 2.1 contains, for all four regions, numerical values of 

trends in satellite-derived PM2.5 and in model attributed PM2.5 components. The in situ 

PM2.5 trend is included for the eastern U.S. Figure S2.4 depicts the four regional time series 

on an absolute scale with simulated PM2.5 concentration included for comparison. Trends 

in Figure S2.4 are likely less accurate than in Figure 2.4 due to the use of CALIPSO 

measurements taken during only part of the time series. Below we discuss each region in 

detail. 

2.4.2.1 Eastern United States 

The spatially broad and significant decreasing tendencies found in satellite-derived PM2.5 

for the eastern U.S. are well supported by a dense network of ground-based in situ 

measurements (Figure S2.5). As shown in Table 2.1, the 1998–2012 linear tendency for 

this region of -0.39 ± 0.10 µg m-3 yr-1 for the satellite-derived combined time series  

becomes -0.37± 0.13 µg m-3 yr-1 over the period of in situ observations (1999–2012) and 

is consistent with the in situ trend (-0.38 ± 0.06 µg m-3 yr-1).  The in situ trend over the 

eastern U.S. was inferred from ca. 380 1˚ x 1 ˚ grid cells, yielding nearly complete spatial 

coverage of this region at this resolution, with an average of 1.9 in situ stations per cell 

(Figure S2.5). Excluding in situ stations with ‘urban’ designation reduces spatial coverage 

to ca. 260 1˚ x 1 ˚ grid cells with an average of 1.5 in situ stations per cell, however, affects 

neither trend inferred from in situ measurements nor combined satellite product within the 

bounds of 95% CI. Agreement is also observed when monthly values are aggregated from 

median (in situ: -0.34 ± 0.05 µg m-3 yr-1, combined satellite: -0.33 ± 0.11 µg m-3 yr-1) and 



 
 

 
 

 

Figure 2.3: Statistical significance of the trend inferred from linear regression of monthly PM
2.5

 time series inferred from the MISR-

SeaWiFS combined product over 1998–2012. Magenta boxes indicate areas featured for regional analysis. Grey indicates water or 

missing data. 
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Table 2.1:  Annual regional PM2.5 trends over 1998–2012 and corresponding 95% CI [µg m-3 yr-1] (as in Fig.2.4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

method Eastern U.S.(a) Eastern U.S. 

Arabian 

Peninsula South Asia East Asia 

temporal coverage(b) 85 83 95 79 82 

in situ -038±0.06 N/A N/A N/A N/A 

satellite-derived -0.37±0.13 -0.39±0.10 0.81±0.21 0.93±0.22 0.79±0.27 

satellite-derived(c) -0.22±0.09 -0.23±0.08 0.76±0.19 0.78±0.22 0.53±0.23 

model attributed 

PM2.5
(d)      

 carbonaceous 0.04 ±0.05 0 0.02±0.01 0.25±0.11 0.06±0.16 

 secondary inorganic -0.39±0.11 -0.39±0.10 0.11±0.08 0.70±0.19 0.78±0.27 

 fine mineral dust 0 0 0.68±0.19 -0.04±0.23 -0.04±0.18 
(a) Trends inferred over 1999–2012, a period of available in situ measurements. 
(b) Average grid box temporal coverage within region after 65% threshold was applied prior to trend inference—see Figure S2.2 for 

global map of temporal coverage. 
(c) Satellite-derived calculated with constant η. 
(d) Calculated from the satellite-derived PM2.5 time series scaled by the fractional GEOS-Chem PM2.5 components. 

4
3 

 



44 
 

 
 

 

Figure 2.4: Regional monthly time series anomaly plots of satellite-derived PM
2.5

 from a 

combined MISR-SeaWiFS product and the corresponding modeled species attribution. 

Black indicates the satellite-derived time series and corresponding GLS linear fit. Other 

colours indicate the satellite-derived PM2.5 trend attributable to sulfate-nitrate-ammonium 

(blue), carbonaceous (red), and mineral dust (orange) aerosol as determined by the GEOS-

Chem simulation. Green lines in the top panel are the in situ measured time series and 

corresponding GLS linear fit. 
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geometric (in situ: -0.33 ± 0.04 µg m-3 yr-1, combined satellite: -0.32 ± 0.11 µg m-3 yr-1) 

averages. The GEOS-Chem simulation attributes the trend in the eastern U.S. almost 

entirely to secondary inorganic aerosols (Figure 2.4), similar to the findings of 

(Leibensperger et al., 2012). Careful inspection of the satellite-derived PM2.5 time series 

anomaly in Figure 2.4 reveals three distinct sections which mirror U.S. emissions of sulfur 

dioxide (http://www.epa.gov/air/airtrends/sulfur.html): [1] 1998–2002 a period of 

decreasing tendency, [2] 2002–2006 a period of stability, [3] 2006–2012 a period of 

decreasing tendency. The comparison to the in situ trend for this region is degraded when 

either η is treated as a constant (-0.22 ± 0.09 µg m-3 yr-1) or CALIPSO-adjusted η values 

are employed (-0.24 ± 0.08 µg m-3 yr-1). The larger uncertainty range of the satellite-derived 

combined time series (± 0.13 µg m-3 yr-1) compared to that for in situ observations (± 0.06 

µg m-3 yr-1)  likely arises from overestimation of simulated summer time η values over the 

eastern U.S.; both CALIPSO-adjusted and constant η values reduce anomalous features in 

the deseasonalized satellite-derived combined PM2.5 time series (± 0.09 µg m-3 yr-1), 

however, fail to adequately account for trends in η. Comparison of satellite-derived PM2.5 

to in situ measurements for other areas outside of the eastern U.S. are depicted in Figure 

S2.5 and presented in Table S2.1.  The decrease in PM2.5 concentration over the U.S. 

occurring within this study period has been associated with increased life expectancy 

(Correia et al., 2013).  

2.4.2.2 Arabian Peninsula 

Large increases in satellite-derived PM2.5 are apparent over the Arabian Peninsula. The 

regional time series anomaly has an increasing trend of 0.81 ± 0.21 µg m-3 yr-1. The 

increasing tendency occurs across all seasons, with greater increases occurring for spring 

and summer months of the northern hemisphere—when low relative humidity, high 

temperature and high wind speeds facilitate dust mobilization from arid surfaces 

(Shahsavani et al., 2012). Positive trends in AOD from satellite (Chin et al., 2014; Hsu et 

al., 2012; De Meij et al., 2012; Murphy, 2013; Zhang and Reid, 2010) and AERONET 

(Hsu et al., 2012; Yoon et al., 2012) over a similar time period have been reported for this 

region.  The GEOS-Chem simulation largely attributes the observed satellite-derived PM2.5 

trend to changes in fine mineral dust. A decreasing Angstrom Exponent (a measure of 

http://www.epa.gov/air/airtrends/sulfur.html
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increasing aerosol size) alongside positive AOD trends for this region provides further 

evidence of increasing dust load (Hsu et al., 2012; Yoon et al., 2012). Decreasing trends of 

dust emission from neighboring African deserts, with associated tropical Atlantic outflow, 

have been correlated with increases in North Atlantic sea surface temperature (Chin et al., 

2014; Ridley et al., 2014b) with suggestions of anthropogenic influence via a reduced 

indirect aerosol radiative forcing (Ridley et al., 2014b). Recent work has attributed the 

trends in dust emissions over the Arabian Peninsula to changes in wind speed and surface 

wetness (Chin et al., 2014) and associated these trends with local synoptic systems (Ganor 

et al., 2010). A much smaller increase in secondary inorganic and carbonaceous aerosol is 

also inferred from model attributed PM2.5 over this region. This increase is partially 

supported by satellite observations of increased tropospheric NO2 over a similar period 

(Hilboll et al., 2013) that might have a causal relationship with aerosol nitrate formation or 

likely indicates increasing anthropogenic activities that contribute to primary and 

secondary particulate formation. 

2.4.2.3 South Asia 

Figure 2.3 shows large increases in satellite-derived PM2.5 over heavily populated regions 

of South Asia. Much of the Indo-Gangetic Basin experienced a statistically significant 

annual increase in PM2.5 of more than 1 µg m-3 yr-1.  The remaining landmass of South 

Asia, the Indian subcontinent in particular, has on average a statistically significant annual 

increase in PM2.5 of around 0.5 µg m-3 yr-1. These spatial findings are in agreement with 

those reported by Dey et al. (2012) for the Indian subcontinent over 2000–2010 despite 

their use of constant PM2.5 to AOD relationships—a result likely due to weak variation in 

South Asian η values over this period for much of the Indian subcontinent (Figure S2.3). 

The annual linear tendency for the South Asian region is 0.93 ± 0.22 µg m-3yr1. During the 

wet season (June–September), South Asia is influenced by strong monsoonal synoptic 

meteorology, during which time the Indian subcontinent can experience dust loads, 

especially heavy in the northern regions, from local (Thar) and neighboring (Arabian 

Peninsula) deserts (Dey and Di Girolamo, 2010). The anomalous spring and summer low 

for the years 1998 and 1999 depicted in Figure 2.4 likely result from anomalously low dust 

outflow from these deserts as indicated from satellite-derived PM2.5 concentrations in dust 
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outflow affected regions for these two years (data not shown). From October–February, 

South Asia is under very different synoptic meteorology which can favor the regional 

buildup of anthropogenic aerosols (Dey et al., 2012; Dey and Di Girolamo, 2010, 2011). 

Our modeled species attribution to the observed annual South Asian trend consists of 

statistically significant increases in secondary inorganic and carbonaceous aerosols. Rising 

power sector coal consumption without flue gas desulfurization is largely responsible for 

the steady increases in sulfur dioxide emissions across South Asia over the last decade 

(Klimont et al., 2013). Emissions of carbonaceous aerosols continue to increase over South 

Asia, largely following residential biofuel use and energy consumption (Lu et al., 2011).  

2.4.2.4 East Asia 

For the period 1998–2012, East Asia has the highest annual average surface burden of 

satellite-derived PM2.5 in the world. Erratic seasonal variation is observed in the monthly 

time series which displays fluctuating both summer and winter enhancements. Summer 

enhancements in secondary inorganics are due to favourable oxidation pathways and winter 

enhancements in the carbonaceous component are due to dry-stable conditions with large 

anthropogenic emissions (Zhang et al., 2013). An increase of 0.79 ± 0.27 µg m-3 yr-1 in 

PM2.5 was observed which GEOS-Chem mostly attributes to large increases in secondary 

inorganic aerosols (0.78 ± 0.27 µg m-3 yr-1). The East Asian time series steadily increases 

until 2007 then levels off. Xu et al (2011) describe abatement incentives in China since 

2007 where installation and increased use of flue gas desulfurization systems occurred in 

coal fired power plants. Meanwhile, industrial sector emissions continue to increase 

(Klimont et al., 2013; Lu et al., 2011). As seen in Figure 2.3, local hotspots of significant 

increase in East Asia appear south of Beijing and throughout inland floodplains to the Pearl 

River Delta, which match well the temporally resolved emission distributions of primary 

and secondary anthropogenic particulate sources throughout this region (Hilboll et al., 

2013; Lu et al., 2011). Recent studies examining the long-term trend in manually estimated 

atmospheric visibility, which is non-linearly sensitive to PM2.5 as well as meteorological 

conditions such as relative humidity, offer a qualitative proxy to the trend in surface PM2.5 

(Cheng et al., 2013b). Several long-term visibility studies over various regions in China  

exhibit the ‘levelling off’ feature observed in Figure 2.4 for East Asia, where degrading 
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annual average visibility stabilizes or begins to improve after 2006 (Chen and Xie, 2013; 

Cheng et al., 2013b; Deng et al., 2012; Zhao et al., 2011). 

 

2.5 Conclusions 

Overall, the 15-year unified MISR- and SeaWiFS-derived global PM2.5 monthly time series 

is consistent with the corresponding linear tendency observed from in situ observations 

over the eastern U.S. and with current understanding elsewhere. Time-varying ‘PM2.5 to 

AOD’ relationships were necessary to reproduce the trend in in situ observations. An 

emerging global surface particulate matter network (SPARTAN, http://www.spartan-

network.org/) collocated with AERONET sites will offer further information to understand 

‘PM2.5 to AOD’ relationships over a variety of regions (Snider et al., 2015). Our effort 

developed the time series of PM2.5 anomalies over 1998–2012; van Donkelaar et al. 

(2015b) extend this work by combining these anomalies with other existing absolute 

satellite-derived PM2.5 estimates from two datasets spanning the first (van Donkelaar et al., 

2010) and second (Van Donkelaar et al., 2013) half of the 1998–2012 study period for 

comparison with World Health Organization air quality guidelines. Future effort would 

benefit from the improved spatiotemporal coverage resulting from incorporation of both 

MODIS-Terra and –Aqua AOD sensors from the radiometric stabilized collection 6 

dataset. 
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2.7 Supplemental Material 

Contained in the supplemental material for this chapter is a detailed description of the 

GEOS-Chem chemical transport model and how it was used in this study. In addition, five 

supplemental figures and one table are included.  

2.7.1 GEOS-Chem Chemical Transport Model 

The GEOS-Chem global 3-D chemical transport model (version 9-01-03; http://geos-

chem.org) was used to calculate the spatiotemporally resolved relationship between 

ground-level PM2.5 and satellite retrieved column aerosol optical depth (AOD) at satellite 

overpass and to estimate the bias in the satellite measurements due to incomplete sampling. 

We calculate modeled PM2.5 as the sum of the individual aerosol components less than 2.5 

μm at a relative humidity of 35% to conform with U.S. EPA measurement practices. 

GEOS-Chem solves for the 3-D evolution of the coupled aerosol-oxidant system 

using: [1] assimilated meteorological observations; [2] global and regional emission 

inventories; [3] current understanding of the physics and chemistry of atmospheric 

processes. The CTM was operated at a horizontal resolution of 2˚ x 2.5˚ (lat, long) with 47 

vertical levels from the surface to ca. 80 km. We simulated from 1 January 1998 to 1 

January 2014 with dynamic (transport and convection) and chemical (chemical processes 

and emissions) time steps of 15 min and 60 min, respectively. We use an instantaneous 

vertical mixing scheme within the unstable boundary layer to which we impose a minimum 

mixed layer depth (Heald et al., 2012). One month model ‘spin-up’, which is more than 

double the global mean e-folding lifetime of tropospheric aerosols (Croft et al., 2014), was 

used to eliminate the effects of initial conditions. 

[1] Assimilated meteorology 

 We use Modern-Era Retrospective Analysis for Research and Applications 

(MERRA) meteorological fields from NASA’s Global Modeling and Assimilation Office 

(GMAO). MERRA is a consistent, long term reanalysis of satellite era observations using 

the Goddard Earth Observing System (GEOS) data assimilation version 5 framework 

(Rienecker et al., 2011). 

http://geos-chem.org/
http://geos-chem.org/
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[2] Emission inventories 

 Global anthropogenic emissions are taken from the Emissions Database for Global 

Atmospheric Research (EDGAR) inventory (Olivier et al., 2005) with regional overwrites 

over Canada (CAC; http://www.ec.gc.ca/pdb/cac/), Europe (EMEP; 

http://www.emep.int/), United States (EPA-NEI; http://www.epa.gov/ttnchie1/trends/ ), 

Mexico (BRAVO; (Kuhns et al., 2005)) South East Asia (STREETS; (Zhang et al., 

2009b)), China and India (Lu et al., 2011). When required, anthropogenic emissions were 

scaled past base years using energy statistics (Donkelaar et al., 2008) and NOx emission 

trends inferred from the OMI satellite instrument (Lamsal et al., 2011). Non-anthropogenic 

emissions include biomass burning emissions (GFED-3; (Mu et al., 2011)), biogenic 

volatile organic compounds (Barkley et al., 2011), soil NOx (Yienger and Levy, 1995), 

lightning NOx (Murray et al., 2012), and volcanic SO2 emissions (Fisher et al., 2011). 

[3] Mechanisms 

GEOS-Chem contains a detailed simulation of HOx-NOx-VOC-O3-aerosol 

chemistry. Numerous updates have been implemented since the initial description in Bey 

et al. (2001). Updates of particular relevance to this work are those concerning the aerosol 

mass simulation, which include: secondary inorganic aerosol formation (NH4
+, SO4

-
, NO3

-

) (Park et al., 2004), sea salt aerosol (Jaeglé et al., 2011), mineral dust (Fairlie et al., 2007; 

Zender, 2003) and carbonaceous aerosol (Henze et al., 2008; Liao et al., 2007; Park et al., 

2003; Wang et al., 2011a).  The simulation of aerosol-gas interactions takes place via 

heterogeneous chemistry (Evans and Jacob, 2005; Jacob, 2000) and aerosol effects of 

photolysis frequencies (Martin et al., 2003a). Wet and dry deposition is described in Bey 

et al. (2001) and Liu et al. (2001), with updates by Wang et al. (2011). 

2.7.2 Evaluation of GEOS-Chem 

The GEOS-Chem aerosol simulation has been extensively evaluated versus (i) surface in 

situ measurements (Fairlie et al., 2007; Fu et al., 2012; Heald et al., 2012; Jaeglé et al., 

2011; Leibensperger et al., 2012; Park et al., 2003, 2004, 2006; Pye et al., 2009a; Zhang et 

al., 2012a), (ii) vertical profiles from aircraft measurement platforms (Donkelaar et al., 

2008; Drury et al., 2010; Heald et al., 2011), and (iii) vertical profiles of extinction from 

http://www.ec.gc.ca/pdb/cac/
http://www.emep.int/
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CALIPSO satellite observations (Van Donkelaar et al., 2013; Ford and Heald, 2012). 

Recent work by Philip et al. (2014) examines global chemical composition of GEOS-Chem 

simulated ground-level PM2.5, its apportionment to satellite AOD, and comparison to 

speciated in situ observations. 

 Figure S2.4 shows the GEOS-Chem monthly PM2.5 time series on an absolute scale 

together with available in situ observations and combined satellite-derived PM2.5 time 

series. Over the eastern U.S. and East Asia, the GEOS-Chem simulation captures well the 

features and absolute concentrations of CALIPSO-adjusted satellite-derived PM2.5. Over 

the eastern U.S., insitu PM2.5 observations are well represented by both simulated and 

CALIPSO-adjusted satellite-derived PM2.5. Over the Arabian Peninsula, GEOS-Chem 

captures well the features of the satellite-derived time series, albeit with an increasing low 

bias as seasonal PM2.5 concentrations rise in the latter half of the time series. As described 

in Ridley et al. (2013), low biases in simulated mineral dust emissions exist when high-

resolution surface wind fields are averaged to large grid box mean values since wind-driven 

mineral dust emissions are a nonlinear function of surface wind speed.  Over South Asia, 

GEOS-Chem partially captures the large seasonal fluctuation observed in the satellite-

derived time series, albeit, is biased low by a large degree, however, displays a linear 

tendency consistent with satellite-derived time series. There is large uncertainty in South 

Asian carbonaceous particulate emissions as it is difficult to characterize and quantify the 

many small scale emissions over populated regions; the low bias in simulated South Asian 

PM2.5 depicted in Figure S2.4 may benefit from higher primary carbonaceous emissions of 

more than a  factor of two (Fu et al., 2012). 
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Figure S2.1: Difference between sampling-corrected MISR and SeaWiFS derived: (top) 

climatological PM2.5 averaged over overlapping years 2000–2010 and (bottom) slope from 

linear regression of monthly PM2.5 time series over 2000–2010. 
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Figure S2.2:  Percentage of months included in satellite-derived PM
2.5

 time series from 

MISR, SeaWiFS, and a combined MISR-SeaWiFS product.  



54 
 

 

 

Figure S2.3: Slope from linear regression of modeled η (‘PM
2.5 

/ column AOD’) time series 

coincidently sampled with a combined MISR-SeaWiFS PM2.5 monthly time series over 

1998–2012. Grey indicates missing data. Trends through a corresponding modeled time 

series with anthropogenic emissions held constant at 2005 values is shown in bottom panel. 
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Figure S2.4: Regional time series plots of CALIPSO-adjusted, satellite-derived PM
2.5

 

from a combined MISR-SeaWiFS product, the corresponding modeled species attribution 

of the observed satellite trend, and the corresponding simulated PM2.5 time series. Black 

indicates the satellite-derived time series and corresponding GLS linear fit. Magenta 

indicates the GEOS-Chem time series. Other colours indicate the satellite-derived PM2.5 

trend attributable to sulfate-nitrate-ammonium (blue), carbonaceous (red), and mineral dust 

(orange) aerosols as determined by the GEOS-Chem simulation. Green lines in the top 

panel are the in situ measured time series and corresponding GLS linear fit. 
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Figure S2.5: U.S. in situ FRM PM
2.5

 measurement density (top). Slope from linear 

regression of monthly PM
2.5

 time series at 1˚ x 1˚, aggregated from: U.S. in situ FRM PM
2.5

 

measurements (middle) and combined satellite-derived PM2.5 (bottom). Grey indicates 

missing data or water. Black dots indicate statistically significant trends (p < 0.05). 
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Table S2.1: Annual U.S. PM2.5 trends over 1999–2012 and corresponding 95% CI [µg m-3 yr-1] for regions depicted in Figure S2.5. 

Reported are annual deseasonalized linear trends inferred from monthly time series aggregated from the arithmetic mean, median, and 

geometric mean of 24-hr daily values.  

 

    Eastern U.S. California Remainder of U.S. 

  all sites urban excld. all sites urban excld. all sites urban excld. 

Regional grid box sum: 384 261 55 34 267 179 

Average number of stations per grid box: 1.94 1.53 1.89 1.51 1.48 1.29 

Arithmetic mean in situ -0.38±0.06 -038±0.06 -0.48±0.12 -0.41±0.11 -0.12±0.04 -0.11±0.04 

 satellite-derived -0.37±0.13 -0.37±0.14 -0.32±0.18 -0.33±0.19 -0.15±0.08 -0.15±0.09 

Median in situ -0.34±0.05 -0.34±0.05 -0.43±0.10 -0.37±0.09 -0.11±0.04 -0.09±0.03 

 satellite-derived -0.33±0.11 -0.35±0.10 -0.24±0.14 -0.24±0.14 -0.10±0.06 -0.11±0.07 

Geometric mean in situ -0.33±0.04 -0.32±0.04 -0.41±0.10 -0.36±0.09 -0.11±0.03 -0.09±0.03 

  satellite-derived -0.32±0.11 -0.33±0.10 -0.24±0.15 -0.24±0.15 -0.11±0.06 -0.12±0.07 
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Chapter 3 

 

Evaluation and Updates to the Oxidized Reactive Nitrogen Trace Gas 

Dry Deposition Parameterization from the GEOS-Chem Chemical 

Transport Model 

 

3.1 Abstract 

Dry deposition is a major loss pathway of reactive nitrogen species from the atmospheric 

boundary layer. Represented in chemical transport models (CTMs) as a first-order process, 

the rate of dry deposition is parameterized through a resistance-in-series method where 

component resistances representing turbulent transport (Ra), molecular diffusion (Rb), and 

surface uptake (Rc) are considered in series and expressed via the deposition velocity (Vd). 

We evaluate isolated components of the parameterization of Vd in the GEOS-Chem CTM 

by extracting the dry deposition algorithm and reimplementing to run in single-point-mode. 

Ra and Rb components are evaluated by comparing to recently published eddy covariance 

inferred daytime Vd of rapidly depositing species over a mixed temperate forest (Talladega 

National forest) for June, 2013. Modifications to Ra include the evaluation of site-specific 

roughness length, reference height, and the influence of the roughness sublayer. 

Implementation of a more accurate parameterization of molecular diffusivities in air results 

in a large (ca. 100%) increase in Rb, a much-improved daytime simulation of Vd for rapidly 

depositing species such as HNO3 (NMB reduced from 47% to 4%), and significant 

reductions to daytime Vd for NO2 (-13%) and PAN (-32%) due to the influence of molecular 

diffusivity on stomatal uptake. Resistances to surface uptake (Rc) in GEOS-Chem follow a 

modified version of the ‘big-leaf’ parameterization. We evaluate the non-stomatal branch 

of Rc(NO2) by comparing to eddy covariance inferred nocturnal Vd(NO2) over Harvard 

Forest (temperate) from April–November 2000. We eliminate a low bias of ca. -80% in 

simulated nocturnal Vd(NO2) by representing NO2 heterogeneous hydrolysis on deposition 

surfaces, paying attention to chemical flux divergence, soil NOx emissions, as well as 

canopy surface area effects. NO2 ground surface hydrolysis restores peak daytime 

simulated Vd (NO2) to base GEOS-Chem value (ca. 0.8 cm s-1). Bottom-up estimates of 
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nocturnal Vd(NO2) for Harvard Forest are computed from surface-specific NO2 uptake 

coefficients to foliar, bark, and forest floor surfaces, providing an independent method of 

interpretation of top-down observations. Finally, we evaluate the updated oxidized reactive 

nitrogen dry deposition parameterization for GEOS-Chem by comparing to eddy 

covariance inferred Vd(NOy) over Harvard Forest from June–November 2000. Simulated 

values were estimated as the sum of component deposition velocities for NOy species 

HNO3, PAN, and NO2, weighted by measured concentration fractions. A small nocturnal 

bias remains in simulated Vd(NOy) due to the compensating effects of reduced molecular 

diffusivity (decreasing Vd(HNO3)) and NO2 heterogenous hydrolysis (increases Vd(NO2)). 

A greater change in the daytime bias of simulated Vd(NOy), from 10% to -18%, is driven 

by large reductions in daytime Vd(HNO3) resulting from increased Rb(HNO3). Additionally, 

representing NO2 hydrolysis on the ground surface through GEOS-Chem’s dry deposition 

parameterization provides mechanistic utility to current understanding of dominant 

atmospheric production of HONO. 

Keywords: dry deposition, deposition velocity, NO2, HONO, HNO3, NOy, reactive 

nitrogen oxide, eddy covariance, GEOS-Chem, chemical transport model, NO2 

heterogeneous hydrolysis, roughness sublayer, molecular diffusion 

 

3.2 Introduction 

Atmospheric oxidized reactive nitrogen species (NOy) together with reactive nitrogen (Nr 

≡ NOy + reduced nitrogen species), are a central component of atmospheric chemistry, 

contributing to nitrogen loading of natural ecosystems (Clark et al., 2018) and influencing 

air quality (Fields, 2004), including modulation of the oxidative capacity of the local 

atmosphere by nitrogen oxides (NOx ≡ NO + NO2) (Crutzen, 1979a). Therefore, accurate 

knowledge of sources and sinks of Nr is vital in understanding and modeling atmospheric 

chemistry, including the sensitivity of air quality to changes in anthropogenic emissions. 

Dry deposition of Nr from the atmospheric boundary layer is an important removal process, 

typically contributing between 1/3 to 2/3 of total (wet + dry) deposition (Flechard et al., 

2011; Hanson & Linderg, 1991; Munger et al., 1998; Sparks et al., 2008; Walker et al., 

2020).  
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The atmosphere-surface exchange of Nr may be measured directly via 

micrometeorological techniques (Businger, 1985; Walker et al., 2020) or under more 

controlled conditions via enclosure techniques (Breuninger et al., 2012; Hanson and 

Linderg, 1991). Direct measurements of above-canopy air-surface exchange of Nr are 

technically complex and resource intensive, resulting in a scarcity of flux observations 

across representative land types and seasons (Walker et al., 2020). Therefore, studies of 

above-canopy dry deposition tend to be intensive in nature and are typically designed to 

characterize exchange processes rather than to monitor long-term deposition patterns. Dry 

deposition budgets thus fall to the realm of inferential methods, where deposition fluxes Fx 

are inferred from parameterizations of above-canopy deposition velocity 𝑉𝑑—a first-order 

rate constant for heterogenous surface reaction/uptake for a specific gas to a specific bulk 

surface/land type from a specified height: 

𝐹𝑥 = −𝑉𝑑 [𝑥]                                                                             (3.1) 

By convention, downward fluxes toward the surface are negative values represented by 

positive deposition velocities.  Nr component concentrations [𝑥] from which dry deposition 

budgets may be inferred have been obtained from: (i) surface networks such U.S. 

CASTNET (Clarke et al., 1997) and Canadian CAPMoN (Zhang et al., 2009), (ii) chemical 

transport models (CTMs) (Dennis et al., 2013; Zhang et al., 2012; Zhang et al., 2018), and 

(iii) satellite observations (Geddes & Martin, 2017; Kharol et al., 2018; Nowlan et al., 

2014). 

Deposition velocity represents a bulk quantity with contributions from complex 

processes including turbulent and molecular diffusion in air, meteorological influence on 

the physical, chemical, and biological state of surfaces, and species-specific interfacial 

chemistry. The most common parameterization of Vd in large-scale CTMs considers the 

deposition pathway as a series of three resistances (Baldocchi et al., 1987; Wesely and 

Hicks, 1977): 

𝑉𝑑 = 
1

𝑅𝑎(𝑧) + 𝑅𝑏(𝑥) + 𝑅𝑐(𝑥)
                                                     (3.2) 
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where for bulk canopy Vd  above a projected ground area, Ra(z) is the aerodynamic 

resistance to turbulent transport from a specified height z to the deposition surface and is 

common for all species, Rb(x) is the species-specific quasi-laminar boundary layer 

resistance to transport through the thin nonturbulent layer in direct contact with surfaces, 

and Rc(x) is the bulk canopy surface resistance for a specific land type. Expressions for Ra 

and Rb can be obtained from micrometeorological flux-gradient relationships (Garratt, 

1992) and vary as a function of surface roughness, wind speed, diabatic stability, and 

molecular diffusivity in air. For highly soluble species such as HNO3 and H2O2, 

contributions from Rc are nominally small with resulting deposition varying between Ra 

and Rb limited depending on the state of turbulence  (Nguyen et al., 2015). For species with 

low aqueous solubility or limited interfacial reactivity, Rc is the limiting term, except under 

very stable conditions (Toyota et al., 2016). Given the complexity and variability of canopy 

types and species-specific surface reactivities, Rc is difficult to treat theoretically, with 

parameterizations relying heavily on empirical formulations.  

The most common parameterization of Rc used by large scale atmospheric models, 

including the widely utilized WRF-Chem and GEOS-Chem CTMs, is the Wesely 1989 

algorithm (Wesely, 1989), or modifications thereof (Hardacre et al., 2015). In this scheme, 

the bulk canopy is treated as a single uniform surface or ‘big leaf” with stomatal and various 

non-stomatal deposition pathways acting in parallel. Furthermore, trace gas specific 

component surface resistances are calculated following basic similarity relations, including 

solubility relative to SO2 and oxidative potential relative to O3. Zhang et al. (2003) present 

a parameterization of Rc(x) for use in air quality models, including at the global scale, 

employing similarity arguments to SO2 and O3 as done by Wesely et al. (1989), however, 

having several updates to the Wesely 1989 scheme. These updates include: online 

computation of within canopy aerodynamic resistance, influence of leaf water vapour 

pressure deficit and water stress on stomatal resistance, and updated parameterizations of 

non-stomatal surface resistances for O3 (Zhang et al., 2002)  and SO2 (Zhang et al., 2003). 

Zhang et al. (2003) note that application of the algorithm to compounds for which little to 

no deposition flux observations exist will continue to be a source of significant uncertainty 

and call for efforts to study species-specific fluxes across representative land types and 

seasons.  
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Bulk-canopy surface resistances deviating from similarity to SO2 and O3 have been 

observed for PAN (Shepson et al., 1992; Sun et al., 2016; Turnipseed et al., 2006), NO2 

(Eugster & Hesterberg, 1996; Horii, 2002; Stella et al., 2013), and many other species 

(Nguyen et al., 2015). Wu et al. (2012) compare observed Vd(PAN) over a coniferous forest 

to deposition velocities parameterized according to both the Wesely 1989  (WRF-Chem) 

and Zhang 2003 (NOAH) schemes and find underestimates greater than a factor of 2, 

motivating effort to fit non-stomatal Rc(PAN) directly from above-canopy flux 

observations. Flechard et al. (2011) compare dry deposition fluxes of reactive nitrogen 

species NH3, NO2, HNO3, HONO, particulate ammonium (pNH4) and nitrate (pNO3) 

across an inferential network of 55 sites throughout Europe using four existing dry 

deposition routines and note differences between models (up to a factor of 2-3) are often 

greater than differences between sites, calling for more long-term direct Nr flux 

measurements with which to validate dry deposition algorithms. 

Of the various techniques for determining canopy-scale air-surface exchange of 

trace gases, the eddy covariance (EC) technique is the most direct approach (Businger, 

1985; Dabberdt et al., 1993; Walker et al., 2020), but requires stringent measurement 

methods, including fast-response chemical sensors (>1 Hz) (Baldocchi et al., 1988; Wesely 

and Hicks, 2000). Normalizing eddy covariance flux (𝐹𝑥 = 𝑤′𝑥′̅̅ ̅̅ ̅̅ ) by mean concentration 

over an equivalent averaging period—typically 30 min (Businger, 1985; Geddes & 

Murphy, 2014; Horii et al., 2004; Min et al., 2014; Munger et al., 1996)—results in an 

ecosystem-scale exchange velocity Vex, as in 3.1, however, with the distinction that Vex may 

take on both positive (upward) and negative (downward) values whereas Vd is assumed to 

be downward (positive) only. Eddy covariance flux measurements of Nr species, e.g. NO2, 

NH3, and NOy, represent the net result of a multitude of within canopy processes, including 

homogeneous and heterogeneous chemistry, emission, and deposition—complicating 

efforts to understand individual processes in the absence of ancillary information (Delany 

et al., 1986; Fowler et al., 2009; Geddes & Murphy, 2014; Min et al., 2014). Biogenic soil 

emissions of NO from microbial (de)nitrification reactions and subsequent within-canopy 

oxidation to NO2 may diminish, even reverse, downward above-canopy deposition fluxes 

of NO2 if the strength of local soil NO emission is sufficient to compete with, or 

overwhelm, deposition fluxes which have first-order dependence on above-canopy NO2 
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concentration (Fowler et al., 1998; Neirynck et al., 2007; Stocker et al., 1993; Walton et 

al., 1997; Weseley & Hicks, 2000).  

Aiding in the interpretation of above-canopy flux observations, chamber methods 

enable species-specific observations of Nr uptake to both foliar (Chaparro-Suarez et al., 

2011; Delaria, 2020; Hanson et al., 1989; Wang et al., 2020c) and non-foliar (Grøntoft and 

Raychaudhuri, 2004; Hanson et al., 1989; Spicer et al., 1989) surfaces. Conducted in either 

the field or lab, chamber studies can provide ‘object-level’ uptake observations under 

controlled conditions from which ‘canopy-level’ uptake may be estimated by application 

of appropriate surface area indices, i.e., leaf area index (LAI) (Delaria and Cohen, 2020; 

Rondón et al., 1993). 

A main result of Horii et al. (2004) in their analysis of an extensive eddy covariance 

flux dataset of NO2 over a Northeastern U.S. mixed forest (Harvard Forest) from April–

November 2000 was that a persistent deposition process was active at night, yielding NO2 

deposition velocities on average of ca. 0.2 cm s-1, with values up to 0.5 cm s-1 noted under 

high NO2 loads of ca. 30 ppb. This observation is contrary to the widely used Wesely 1989 

parameterization which does not allow significant surface uptake at night when leaf 

stomata are assumed closed or during vegetatively dormant seasons. Geddes et al. (2014) 

monitored eddy covariance fluxes of NO, NO2, and NOy above midlatitude (ca. 45o N) 

summertime mixed hardwood forests in Ontario (Canada) and Michigan (U.S.), finding on 

average diurnal NOx fluxes indistinguishable from zero for these relatively low NOy 

environments (< 2 ppb on average). However, infrequent nocturnal events with high 

NOx/NOy ratios and large downward NOy fluxes could be interpreted as yielding Vd(NO2) 

similar to the average values of Horii et al. (2004). Geddes et al. (2014) are careful to note 

that above canopy fluxes of NOx are influenced not only by deposition processes, but also 

by within canopy emissions and chemistry, resulting in above-canopy fluxes of NOx that 

are confounded by a combination of counteracting mechanisms which render flux 

observations difficult to interpret. Horii et al. (2004) considered below sensor chemical 

flux divergence of NO2 due to formation and subsequent hydrolysis of N2O5, showing that 

a maximum rate of loss is insufficient to account for observed downward nocturnal NO2 

flux and propose a non-stomatal hydrolysis pathway for uptake of NO2 on ground and 
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canopy surfaces—a reaction which has been suspected in the field to be of atmospheric 

relevance for some time (Harrison & Kitto, 1994; Harrison et al., 1996).  

The hydrolysis of NO2 on hydrated surfaces (R3.1) is a well-known heterogenous 

reaction yielding adsorbed HNO3 and evolved nitrous acid (HONO).  

2 𝑁𝑂2 (𝑔) + 𝐻2𝑂(𝑎𝑑𝑠)  
𝑠𝑢𝑟𝑓𝑎𝑐𝑒
→       𝐻𝑂𝑁𝑂(𝑔) + 𝐻𝑁𝑂3 (𝑎𝑑𝑠)                      (𝑅3.1)  

Despite the stoichiometry of reaction R3.1, first-order kinetics in NO2 have generally been 

observed, with a rate having dependence on surface area density (as expected for collision-

limited heterogeneous catalysis), surface water content, and other surface chemical 

properties (Finlayson-Pitts, 2009; Finlayson-Pitts et al., 2003; Lammel, 1999; Spataro and 

Ianniello, 2014). In addition to hydrated ground and aerosol surfaces, reaction R3.1 has 

been implicated on the sea surface (Wojtal et al., 2011; Yang et al., 2021; Zha et al., 2014), 

on snow and ice surfaces (Beine et al., 2001; Kim and Kang, 2010), as well as on indoor 

surfaces (Collins et al., 2018; Febo and Perrino, 1991; Spicer et al., 1993). Spicer et al. 

(1993) and Collins et al. (2018) both found an indoor lifetime of NO2 to reactive loss 

(HONO producing) on residential interior surfaces on the order of one hour in well mixed 

air—lower than typical ambient NO2 chemical lifetimes on the order of hours in regional 

(Kenagy et al., 2018; Shah et al., 2020) and urban (Laughner and Cohen, 2019) outflows, 

and remote forest environments (Browne and Cohen, 2012). Reaction R3.1 may be an 

especially important surface removal process during summertime nights or winter months 

when NO2 is longer lived with lifetimes on the order of 10 h to more than a day (Browne 

and Cohen, 2012; Kenagy et al., 2018; Martin et al., 2003b). Reaction R3.1 has also been 

implicated in the uptake of NO2 through leaf stomata, where it may be an important 

contributor to NO2 deposition within the moist and high surface area substomatal cavities 

(apoplast) of leaves (Ammann et al., 1995).  

Although the mechanism for heterogenous hydrolysis of NO2, likely involving 

disproportionation of N2O4 as a surface intermediate (Finlayson-Pitts et al., 2003), is still 

an active area of research (Bang et al., 2015; Finlayson-Pitts, 2009; Murdachaew et al., 

2012; Spataro and Ianniello, 2014), uptake coefficients for NO2  (𝛾𝑁𝑂2) to various surfaces 

have been measured. Laboratory determined values of 𝛾𝑁𝑂2 are generally in the range of 
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10-7 to 10-5  for humidified and aqueous surfaces of various composition (Ammann et al., 

2005; Bröske et al., 2003; Kleffmann et al., 1998; Kurtenbach et al., 2001), however, values 

> 10-5 (Mertes and Wahner, 1995; Msibi et al., 1993) and < 10-8  (Ammann et al., 2013) to 

bulk liquid water have been reported. Studies finding slow uptake of NO2 to bulk water 

understand the process as driven by low solubility and slow aqueous phase second-order 

hydrolysis (Cheung et al., 2000; Lee and Schwartz, 1981; Schwartz and Lee, 1995), while 

studies finding  uptake above that which can be accounted for by these solution-phase 

processes suggest heterogeneous first-order hydrolysis at the air-water interface 

(Bambauer et al., 1994; Finlayson-Pitts et al., 2003; Mertes and Wahner, 1995; Novakov, 

1995). Recent efforts to understand the orders of magnitude variation in laboratory 

determined 𝛾𝑁𝑂2 to aqueous surfaces have employed electrospray ionization (ESI) mass 

spectrometry (MS) to monitor online NO3
- formation from the reaction of NO2(g) injected 

into the ESI source region with aqueous electrosprays containing various concentrations of 

atmospherically relevant solutes, finding large enhancements in inferred 𝛾𝑁𝑂2of up to a 

factor of 104 to solutions containing halide salts NaX (X = Cl, Br, I) (Colussi and Enami, 

2019; Kinugawa et al., 2011; Yabushita et al., 2009). It was proposed that interfacial anions 

(Cl-, Br-, I-) stabilize NO2 at the air-water interface, facilitating reaction R3.1. To this end, 

it was noted that (Bambauer et al., 1994) report enhanced uptake of NO2 to aqueous 

droplets containing ca. 3mM NaCl, however, (Msibi et al., 1993) report a value of 𝛾𝑁𝑂2 to 

deionized water of 8.7 x 10-5—much greater than can be accounted for by dissolution 

followed by second-order hydrolysis, i.e., 𝛾𝑁𝑂2~ 6 x 10-9 (Ammann et al., 2013). Due to 

the unique complexity of the ESI process, further work is required before application of 

these results is made to atmospherically relevant interfacial surfaces (Gallo et al., 2019b, 

2019a; Rovelli et al., 2020). Additionally, the presence of reducing solutes such as ascorbic 

acid (Msibi et al., 1993) and phenolic humic acid precursor molecules (Ammann et al., 

2005) has been shown to significantly enhance NO2 surface uptake via one-electron 

reduction reactions yielding nitrate/HONO, and may also contribute to NO2 deposition 

within the interior of leaves (Farvardin et al., 2020). 

For use in models of atmospheric chemistry, field measured 𝛾𝑁𝑂2 have provided 

some constraint on the large variation in laboratory determined values. Kurtenbach et al. 
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(2001) studied heterogeneous HONO formation in a road traffic tunnel in Wuppertal, 

Germany, and found 𝛾𝑁𝑂2 of ca. 10-6 measured on a sample of tunnel wall residue to be in 

good agreement with first order heterogeneous formation rates of HONO from the tunnel 

experiments. Vandenboer et al. (2013) report high resolution vertical profiles (10 m 

resolution to 250 m agl; <10 min/profile) of various trace species including HONO and 

NO2 at the former Boulder Atmospheric Observatory (BAO) in Colorado, U.S.A., during 

late winter, 2011. The BAO site was situated in an agricultural region  32 km northeast of 

Boulder and was decommissioned in 2018 (Wolfe, 2018). Vandenboer et al. (2013) derive 

ground uptake coefficients for NO2 (𝛾𝑁𝑂2,   𝑔𝑟𝑜𝑢𝑛𝑑) by assuming the column integrated rate 

of change of HONO during the first half of the night (1800–2400 hrs) when HONO was 

increasing from very low daytime concentrations (mid-day photolysis lifetime of HONO 

< 15 min)  was due to R3.1 occurring on ground surfaces, and found 𝛾𝑁𝑂2,   𝑔𝑟𝑜𝑢𝑛𝑑 to vary 

between 2 x 10-6 and 1.6 x 10-5 as a function of RH for the specific wintertime land type in 

the vicinity of the BAO site (grassland and tilled fields). Ren et al. (2020) monitor NO2 

and HONO concentrations at high temporal resolution at a meadow location (grass height 

ca. 30 cm, LAI ca. 6) in Melpitz, Germany, and similarly compute NO2 uptake coefficients 

due to R3.1 during early evening when HONO is accumulating in the nocturnal boundary 

layer, finding 𝛾𝑁𝑂2 = 2.3 ± 1.9 x 10-6. Collins et al. (2018) find 𝛾𝑁𝑂2= (1–2.3) x 10-6 from 

NO2 decay, presumably via reaction R3.1, following indoor (residential) perturbation 

experiments probing the gas-surface equilibrium control over HONO concentrations for 

which surfaces have developed sufficient reservoirs of HONO/nitrite via heterogeneous 

reaction of NO2 and by deposition of HONO emitted during operation of a gas stove. 

Despite the evidence for reaction R3.1 proceeding on outdoor and indoor surfaces, 

regional and global CTMs have yet to, to our knowledge, update dry deposition 

parameterizations of NO2 to include this effect, thus potentially underestimating Vd(NO2) 

at night and throughout vegetatively senescent periods when stomatal uptake would be at 

a minimum and/or absent. In this study, we extract the trace gas dry deposition 

parameterization from a widely used global CTM (GEOS-Chem) and re-implement to run 

in single point mode to facilitate evaluation of an updated parameterization that includes 

the effect of reaction R3.1 on Vd(NO2) and Vd(NOy). We compare to observations of 
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Vd(NO2) and Vd(NOy) from an extensive publicly available dataset of NO2 and NOy eddy 

covariance flux and speciated NOy concentration measurements over Harvard Forest, 

Massachusetts, U.S. (Munger and Wofsy, 2019), paying attention to soil NOx emission and 

canopy surface area effects.  Prior to updating Rc(NO2), we evaluate the parameterization 

of Ra and Rb by comparing to recently published daytime deposition velocities of rapidly 

depositing species inferred over a Southern U.S. deciduous forest by the method of eddy 

covariance (Nguyen et al., 2015), and comment on the effects that site-specific roughness 

length, reference height, and the roughness sublayer have on daytime Ra, and the effects of 

molecular diffusivity on Rb.  

 

3.3 Reference Model and Field Measurements 

3.3.1 Dry Deposition Parameterization of Trace Gases in the GEOS-Chem CTM 

To facilitate site-specific comparisons to measured deposition velocities, we extract the 

trace gas dry deposition source code and input parameters from GEOS-Chem v10-01 

(www.geos-chem.org) and re-implement into MATLAB to run in single-point mode. We 

implement the option to use on-site meteorology and phenological characterizations (e.g. 

LAI, canopy height, and land type classification). Silva et al. (2017) note the importance 

of correct specification of deposition land type when comparing simulated Vd(O3) from 

GEOS-Chem to site-specific observations. The dry deposition flux of trace gases in GEOS-

Chem proceeds in grid cells in contact with the ground surface following the inferential 

technique according to 3.1, with species-specific deposition velocities Vd(x) computed 

following the standard resistance-in-series approach (3.2).  

Aerodynamic resistance (Ra) for the turbulent transport of scalars within surface 

grid boxes is defined by analogy to Ohm’s law, where the near surface gradient in 

horizontal wind (i.e., ‘potential difference’) is parameterized following the classic 

logarithmic wind law modified for diabatic stability according to Monin-Obukhov (M-O) 

similarity theory. Ra [s m-1] is formulated to represent the resistance to vertical transport 

from a reference height z (i.e., grid box center which is ca. 60 m agl) down to the roughness 

length zo of the surface—the height above the zero-plane displacement 𝑑 where the 
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logarithmic wind profile extrapolates to zero  (Garratt, 1992; Kaimal and Finnigan, 1994; 

Toyota et al., 2016; Wesely and Hicks, 1977): 

𝑅𝑎(𝑧) =  
1

𝑘𝑢∗
[ln (

𝑧 − 𝑑

𝑧𝑜
) − Ψℎ (

𝑧 − 𝑑

𝐿
) + Ψℎ (

𝑧𝑜
𝐿
) ]                                    (3.3) 

where k is the von Karman constant (0.4 in this study), 𝑢∗ the friction velocity—a surface 

layer velocity scale which characterizes the surface momentum flux (i.e., ‘current’), Ψℎ an 

integrated M-O stability-correction factor for sensible heat (supplemental material, section 

3.6.1, equations 3.S3 & 3.S7) which is an empirical function of the dimensionless ratio 

(𝑧 − 𝑑) / 𝐿 where 𝐿 is the Monin-Obukhov length (Monin and Obukhov, 1954). Both zo 

and d are fit parameters to the logarithmic wind profile under neutral stability (Monin and 

Obukhov, 1954) which depend on the nature of the rough surface (i.e., canopy height hc 

and  object spacing) and have commonly found empirical values of zo ~ 1/10 hc and d ~ 2/3 

hc for many naturally vegetated surfaces (Garratt, 1992; Oke, 1987). At heights well above 

the surface (z > 10hc), d may be ignored (Garratt, 1992), as is done in GEOS-Chem since 

dry deposition is referenced from surface grid box centers. Equation 3.3 applies equally to 

all trace gas and aerosol species and assumes equivalency in the turbulent transfer of 

momentum and scalers, under neutral conditions, from z to zo. It is noted that Ra according 

to 3.3 assumes a ‘no-slip’ boundary condition, that is, u(zo) = 0 m s-1, the implications of 

which are discussed in section 3.4.1.  

Across the distance zo, molecular diffusion becomes an important factor governing 

near-surface trace gas flux. The species-specific quasi-laminar boundary layer resistance 

Rb accounts for the transfer of gases from zo to the deposition surface, and is estimated 

using the semi-empirical formulation of Wesely and Hicks, 1977: 

𝑅𝑏(𝑥) =  
2

𝑘𝑢∗
(
𝜅

𝐷𝑥
)
2 3⁄

                                                          (3.4) 

where 𝜅 is the thermal diffusivity of air, and 𝐷𝑥 the molecular diffusivity of the depositing 

trace gas x. Developments to the parameterization of  𝐷𝑥 used in GEOS-Chem are 

discussed in section 3.4.2. 
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The resistance to surface uptake of trace gases (Rc) in GEOS-Chem is 

parameterized according to a modified ‘big leaf’ algorithm based on the Wesely 1989 

scheme, as is currently the case for the majority of global CTMs (Hardacre et al., 2015). 

The bulk canopy surface resistance has parallel contributions from (1) upper canopy leaf 

interiors via stomatal 𝑟𝑠 and mesophyll 𝑟𝑚 resistances, (2) upper canopy leaf cuticles 𝑟𝑙𝑢, 

(3) lower canopy elements 𝑟𝑑𝑐 + 𝑟𝑐𝑙, and (4) ground surface elements 𝑟𝑎𝑐 + 𝑟𝑔𝑐: 

𝑅𝑐(𝑥) =  [1 (𝑟𝑠 + 𝑟𝑚) + 1 𝑟𝑙𝑢 +⁄  1 (𝑟𝑑𝑐 + 𝑟𝑐𝑙) + 1 (𝑟𝑎𝑐 + 𝑟𝑔𝑐)⁄  ⁄⁄ ]
−1
                  (3.5) 

The Wesely 1989 algorithm was originally developed over the U.S. and southern Canada 

for use on 11 land types, with component resistances varying across 5 seasonal categories 

(summer, autumn, late autumn, winter, spring). Application to a variety of trace gases was 

made possible by 𝑟𝑠 dependence on molecular diffusivity, and 𝑟𝑚, 𝑟𝑙𝑢, 𝑟𝑐𝑙, and 𝑟𝑔𝑐 

dependence on (i) aqueous solubility at neutral pH via effective Henry’s solubility (H*) and 

(ii) oxidative capacity via an estimated reactivity factor (fo) categorized as unreactive (fo = 

0), slightly reactive (fo = 0.1), or as reactive as O3 (fo = 1). Categorized fo values are based 

on electron activities and rate-of-reaction with aqueous S(IV) compounds (Wesely, 1989). 

In-canopy aerodynamic resistance to turbulent transport to the lower canopy and ground 

surface is represented by land-type dependent fixed values 𝑟𝑑𝑐 and 𝑟𝑎𝑐, respectively. 

Implementation of the Wesely 1989 algorithm into GEOS-Chem included modifications 

for application to the global scale (Wang et al., 1998). Detailed descriptions of these 

modifications have been included in recent work evaluating the dry deposition of O3 in 

GEOS-Chem (Silva and Heald, 2018; Wong et al., 2019) and can be found online at 

http://wiki.seas.harvard.edu/geos-chem/index.php/Dry_deposition, last accessed 22 July, 

2020. Briefly, seasonality is represented via 𝑟𝑠 and 𝑟𝑙𝑢 dependence on leaf area index (LAI) 

(Gao and Wesely, 1995); 𝑟𝑠 being computed following a multiplicative algorithm where 

land-type dependent maximum stomatal conductances (gs = 1/rs) to water vapour are 

modified by response functions for solar radiation and temperature, with trace gas 

specificity obtained by scaling resulting gs by the ratio of molecular diffusivities 𝐷𝑥 𝐷𝐻2𝑂⁄ . 

Deposition land-types include snow/ice, deciduous forest, coniferous forest, agricultural 

land, shrub/grassland, desert, wetland, urban, and water according to Wesely et al. 1989, 

with rainforest (Jacob and Wofsy, 1990) and tundra (Jacob et al., 1992a) added as 

http://wiki.seas.harvard.edu/geos-chem/index.php/Dry_deposition
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additional land types. Meteorological inputs required in the parameterization of Vd are 

provided from assimilated meteorological fields from NASA’s Global Modeling and 

Assimilation Office (GMAO). Daily LAI values are interpolated from a gridded MODIS-

derived monthly LAI product (Myneni et al., 2002). Following the recommendations of 

Shah et al. (2018), we limit the cold temperature exponential increase in the non-stomatal 

components of Rc to a factor of 2, and impose a nominally small Rc(HNO3) = 1 s m-1
.  

3.3.2 Eddy Covariance Flux Measurements & Site Descriptions 

We evaluate parameterized species-specific deposition velocities computed using the 

extracted trace gas dry deposition scheme from GEOS-Chem against eddy covariance 

inferred deposition velocities over two mixed deciduous forests in the eastern United 

States. First, deposition velocities of  species found to dry deposit with minimal surface 

resistance, namely, H2O2, hydroxy methylhydroperoxide (HMHP), and HNO3, were 

inferred over Talladega National Forest for optimal days in June 2013 (Nguyen et al., 

2015). Second, at the Harvard Forest Environmental Monitoring Site (HFEMS), a long-

term hourly dataset of eddy covariance flux observations of NO2 and NOy, supported with 

ancillary measurements including NOy component concentrations, meteorological, and 

phenological variables enabled an in-depth evaluation of parameterized Vd(NO2) and 

Vd(NOy). 

3.3.2.1. Talladega National Forest: H2O2, HMHP, & HNO3 

Nguyen et al. (2015) present a novel dataset containing eddy covariance inferred deposition 

velocities of 16 trace gases, including species which were found to deposit with negligible 

surface resistance: H2O2, hydroxy methylhydroperoxide (HMHP), and HNO3. Evaluation 

of the resistance-in-series pathway of parameterized Vd(x) from GEOS-Chem neglecting 

the complexities of a surface resistance Rc scheme is therefore possible by comparing to 

observed deposition velocities of H2O2, HMHP, and HNO3. Observations were taken at the 

Centreville (CTR) Southeastern Aerosol Research and Characterization Study (SEARCH) 

site (32.90289 N, 87.24968 W) near Brant, Alabama, U.S. in June, 2013. The CTR site is 

situated in a grassy clearing in the Talladega National Forest with large forest fetch to the 

N, W, and E. The mixed forest consists of coniferous and deciduous tree species, with a 

mean canopy height of ca. 10 m and LAI of 4.7 m2 m-2. Eddy covariance flux observations 
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were measured at 22 m agl from a walk-up tower, with sonic anemometer (8 Hz) and inlet 

to the time-of-flight (TOF) chemical ionization mass spectrometer (CIMS) (10 Hz) facing 

North so as to capture eddies originating over forest fetch. Included in the analysis of 

Nguyen et al. (2015) are daytime (10–15 LST) mean deposition velocities, averaged across 

five ideal days in June 2013 (6th, 15th, 20th, 23rd, and 27th) where winds had exclusively 

forest fetch. To compare with the reported daytime deposition velocities of H2O2 (5.2 ± 1.1 

cm s-1), HMHP (4.1 ± 1.1 cm s-1), and HNO3 (3.8 ± 1.3 cm s-1), we average Ra and Rb 

components of the offline dry deposition algorithm, applied at the location of the CTR site, 

between 10–15 LST on the same days. Meteorological inputs required to drive the Ra and 

Rb components of the algorithm at the CTR site (u*, T, P, and sensible heat flux) were 

obtained from NASA GMAO’s Godard Earth Observing System (GEOS) Forward 

Processed (FP) assimilated meteorological fields at hourly, 0.25° x 0.3125° resolution for 

North America, which Nguyen et al. (2015) note are in excellent agreement to values 

measured at the CTR site during the measurement period.  

3.3.2.2. Harvard Forest: NO2, & NOy 

The Harvard Forest Environmental Monitoring Site (HFEMS) is located in central 

Massachusetts, U.S. (42.54 N, 72.18 W; 340 m ASL) and situated in a mature mixed 

deciduous forest with a summertime deciduous leaf area index (DLAI) of ca. 3.4, 

summertime LAI of ca. 4.3, and stem and twig area index (STAI) of ca. 0.9 (Fig. S3.1 in 

supplemental material). Canopy height is ca. 20 m. Local pollution sources include a 

secondary paved road 1.5 km to the west, a highway ca. 5 km to the north, and a small 

town more than 10 km to the northwest. Due to prevailing westerly winds, emissions from 

Boston (100 km to the east) rarely influence the site. Cool, dry and unpolluted air from the 

northwest, and warm, moist, anthropogenically influenced air from the southwest are the 

predominant influences at this site (Horii et al., 2005).  

Munger et al. (1996) describe the methodology of long-term total nitrogen oxide 

(NOy) concentration measurements for eddy covariance flux computation, as well as other 

details of the HFEMS. Briefly, NOy concentrations at 8 Hz were made by reducing NOy to 

NO on a well aged hot gold catalyst with H2, followed by detection of chemiluminescence 

from titration of resulting NO with O3. The reducing catalyst was positioned close to the 
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inlet at a height of 29 m on the 30 m walk-up tower. Additional long-term trace gas 

measurements from this tower include the vertical profiles of NO and NO2 measured with 

a NOx photolysis-chemiluminescence instrument (Munger et al., 1996). Concentration 

measurements of PAN by capillary-column gas chromatograph with electron capture 

detection was added to the 30 m walk-up tower in April 2000 (Horii et al., 2005). To an 

auxiliary 23 m scaffolding tower located ca. 100 m to the southeast of the main tower, a 

Tunable Diode Laser Absorption Spectrometer (TDLAS) was configured to measure eddy 

covariance fluxes (1 Hz) of NO2 and concentrations of HNO3 from April through 

November 2000 (Horii et al., 2004). Due to inlet wall interactions of HNO3 with a 

characteristic time constant of ca. 10 min, high frequency concentration information 

required for eddy covariance flux computation was not possible. However, it was found 

that the hourly mean concentration was not compromised, as the fluorinated silane-coated 

fused silica quartz inlet walls were not a permanent sink of HNO3, which was near 

completely transmitted to the measurement cell after sufficient equilibrium time (Horii et 

al., 2005). Although the measurement height of NOy, NO, NO2, and PAN on the main tower 

(29 m) did not match that of HNO3 and NO2 on the auxiliary tower (22 m), Horri et al. 

(2005) found the measurement heights of the two towers to be in the same flux regime by 

congruence of heat fluxes and noted as well the coherence in coincident trace gas data on 

the hourly timescale.  

Trace gas data from the HFEMS used in this study, specifically hourly eddy 

covariance fluxes of NOy and NO2, and hourly concentrations of NOy, NO, NO2, PAN, and 

HNO3 are publicly available at http://atmos.seas.harvard.edu/lab/data/nigec-data.html, last 

accessed 22 July, 2020. Eddy covariance fluxes of NOy and NO2 reported in the HFEMS 

dataset have been corrected by the ratio of observed heat flux to a mathematically smoothed 

heat flux analogous to the observed instrument response functions for NOy and NO2, which 

estimates flux lost due to instrumental smoothing of high-frequency fluctuations—

typically less than 20% (Horii et al., 2005; Munger et al., 1996). Exchange velocities (Vex) 

are computed herein by normalizing reported hourly NOy and NO2 eddy covariance fluxes 

by respective ambient hourly concentrations. Equating Vex to Vd assumes that the observed 

flux is due to surface deposition only. Deviations from these assumptions, including 

surface emission of NOx, chemical flux divergence of NO2, and a potential non-zero 

http://atmos.seas.harvard.edu/lab/data/nigec-data.html


73 
 

 

canopy accumulation rate of NOy, are discussed in later sections. Eddy covariance fluxes 

have reduced error under conditions where turbulence is well developed (Baldocchi, 2003; 

Cherin et al., 2015; Goulden et al., 1996; Nguyen et al., 2015). Turbulent threshold u* 

values in the rage 0.15 – 0.35 m s-1 (median 0.23 m s-1) have been found to be representative 

of multiple sites across many years (Cherin et al., 2015). Herein, periods of low surface 

layer turbulence (𝑢∗ < 0.2 m s-1) have been omitted from analysis (Altimir et al., 2006; Wu 

et al., 2011), resulting in ca. 25% of observed hourly nocturnal Vd(NO2) and 18% of 

observed hourly Vd(NOy) being removed from the HFEMS dataset. Outliers in the 

remaining hourly Vd(NO2) and Vd(NOy) timeseries were identified via the method of 

median absolute deviation (MAD) (Leys et al., 2013), where hourly values outside of the 

median ± 3x MAD were removed from calculations of subsequent mean values, resulting 

in ca. 20% of observed hourly nocturnal Vd(NO2) and 10% of observed hourly Vd(NOy) 

being removed from the 𝑢∗-filtered HFEMS dataset. Overall, 60% of the nocturnal Vd(NO2) 

and 74% of the Vd(NOy) hourly timeseries were retained for analysis after application of 

turbulence and outlier filters. 

Figure S3.2 (supplemental material) depicts comparisons of hourly observations of 

u*, sensible heat flux, downward shortwave radiation, T, P, and RH made over Harvard 

Forest to coincident values from NASA GMAO’s Modern-Era Retrospective analysis for 

Research and Applications version 2 (MERRA-2) assimilated meteorological fields 

(Gelaro et al., 2017), available at hourly, 0.5° x 0.625° resolution from 1980 to the present 

day. Excellent agreement (normalized mean bias NMB < 1% and R2 > 0.93) is noted for 

T, and P. RH and u* have small biases of -6% and 5%, respectively, albeit with lower R2, 

0.60 and 0.69, respectively. Sensible heat flux and downward shortwave radiation are each 

biased high by 16%, with R2 of 0.68 and 0.87, respectively. Meteorological input variables 

required in the parameterization of Vd  were taken from the HFEMS data archive, 

specifically, P, T, RH, u*, and sensible heat flux (Munger and Wofsy, 2020b) and incoming 

solar radiation (Fitzjarrald and Sakai, 2009) were available at hourly temporal resolution 

for the study period. Required meteorological variables not available from the HFEMS 

data archive (cloud fraction) where taken from MERRA-2 assimilated meteorological 

fields. Canopy specific inputs to the parameterization of Vd include zo, d, LAI, and 

deposition land-type. Land-type was set to deciduous with values for zo and d being 
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estimated as 1/10th and 2/3rd of canopy height (hc), respectively, which are values 

representative of many vegetative surfaces including crops and forests (Garratt, 1992; Oke, 

1987). We estimate daily LAI values from a fit to daily Plant Area Index measurements 

from the HFEMS, April–December, 1998–2015 (Munger and Wofsy, 2020a), corrected for 

the reported STAI of 0.9 m2 m-2 noted at the HFEMS (Horii et al., 2004) (Fig. S3.1). 

 

3.4 Model Updates, Results & Discussion 

Table 3.1 presents modifications made to the offline base dry deposition parameterization 

from GEOS-Chem. Parameterization P1 is equivalent to the current dry deposition scheme 

in GEOS-Chem, which references deposition from grid box centers (GBC) of the lowest 

model level, ca. 60 m. Modifications to P1 include changes to: (1) the height in which dry 

deposition is referenced (P2), (2) formulations to the parameterization of aerodynamic 

resistance Ra  (P3–P4), (3) parameterization of molecular diffusivity D (P5), (4) 

formulation of non-stomatal Rc(NO2) to reflect heterogeneous hydrolysis on deposition 

surfaces (P6-7), and (5) implementation of published non-stomatal Rc(PAN) to reflect 

above-canopy uptake over a forest (P8). We evaluate parameterizations P1–P5 by 

comparing to the deposition velocities of rapidly depositing species measured over 

Talladega National Forest by Nguyen et al. (2015) (Table 3.2), where it was noted that 

above-canopy deposition velocities for H2O2, HMHP, and HNO3 corresponded to 

computed theoretical maximums (i.e., surface resistances are negligible) thus enabling 

direct comparison to  the isolated component of the deposition pathway consisting of 

resistances Ra and Rb, as discussed in sections 3.4.1, and 3.4.2, respectively. 

Parameterizations P6–P7 involve modifications to the representation of Rc(NO2) by 

introducing a pathway for loss due to heterogeneous hydrolysis on ground surfaces 

(reaction R3.1), evaluated by comparison to both above-canopy nocturnal Vd(NO2) 

observed at the HFEMS (sections 3.4.1–3) and bottom-up estimates of nocturnal Vd(NO2) 

for Harvard Forest from literature values of surface-specific deposition velocities 

Vd
surf(NO2) (section 3.4.3.5). Parameterization P8 replaces the non-stomatal component of 

the upper canopy Rc term (rlu from equation 3.5) for PAN with a species-specific empirical 

fit following Turnipseed et al. (2006), as discussed in section 3.4.4. Finally, the  
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Table 3.1: Modifications to the offline dry deposition parameterization tested in this study. 

Parameterization P1 is equivalent to the current trace gas dry deposition scheme in GEOS-

Chem (GC). Modifications to P1 include changes to: reference height zref (P2), 

formulations of aerodynamic resistance Ra (P3–4), molecular diffusivity D (P5), and non-

stomatal surface resistances (Rc) of NO2 (P6–7) and PAN (P8). 

Param. 

 

zref
(a) Aerodynamic Res. 

Ra 

Diffusivity 

D 

non-stomatal 

Rc(NO2) 

non-stomatal 

Rc(PAN) 

P1 zGBC base GC 

(E3) 

base GC  

(Chapman-Enskog 

theory with 

constant mfp(b) ) 

 

base GC 

(modified  

Wesely 1989) 

 

base GC 

(modified  

Wesely 1989) 

P2 zTNF  

or 

zHFEMS 

P3 RSL, u(zo ) > 0 m s-1 

P4 RSL, u(zo ) = 0 m s-1 

P5  

RSL, u(zo) > 0 m s-1 

(AE10) 

measured & 

Fuller’s method 

(E6 & E7) 

 

P6 rhyd with α = 1 (E12) 

P7 rhyd with α = 2 (E12) 

P8 Empirical(c) 

(a) Dry deposition reference height: zGBC ~ 60 m agl,  zTNF = 20 m; zHFEMS = 29 m. 
(b) Mean Free Path (mfp) held constant across depositing trace gases.  
(c) Empirical fit of non-stomatal deposition (Turnipseed et. al., 2006) modified for LAI. 

 

parameterization of Vd(NOy) is evaluated against observations from the HFEMS, 

considering NOy components NO2, NO, HNO3, and PAN (section 3.4.4). 

3.4.1 Updates to the Parameterization of Aerodynamic Resistance: Ra 

As shown in Table 3.2, parameterization P1 overestimates daytime mean deposition 

velocities computed at the CTR site for H2O2 (+15%), HMHP (+41%), and HNO3 (+52%). 

Nguyen et al. (2015) found excellent agreement between hourly GEOS-FP assimilated 

meteorology (used herein for computation of Vd in Table 3.2) and measured u*, and sensible 

and latent fluxes at this site, however, GEOS-FP meteorology (0.25° x 0.3125°) reports zo 

= 2.2 m for June, 2013 at this location—much larger than would be expected given the 

local 10 m canopy height. Prescribing zo = 0.1 hc—in accordance with conventionally used 

values for natural vegetation and in agreement with an updated land-use module developed 

for GEOS-Chem (Geddes et al., 2016)—results in a 35% increase in Ra and notable 

reductions in Vd high biases (P1b, Table 3.2). Despite a measurement height of 22 m, P1b 

purposefully computes Ra from a reference height of 60 m while neglecting to include a 

displacement height d, following the computation of Ra in GEOS-Chem.  Neglecting d 

increases P1b daytime Ra(60 m) by ~1%, and Ra(20 m) by ~ 9%.  Although the greatest 

sensitivity of Ra to z occurs in proximity to zo, as depicted in Fig. S3.3 in the supplemental  
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Table 3.2: Effects of updates to aerodynamic resistance Ra, and quasi-laminar sublayer resistance Rb on the daytime (10–15 LT) dry 

deposition velocity Vd of rapidly depositing species (nominally small Rc) over Talladega National forest (temperate, deciduous). 

Complete parameterization descriptions are given in Table 3.1. Cumulative modifications to base parameterization P1 are highlighted. 

Mean quantities are averaged across the five daytime periods in June 2013 that Nguyen et al. (2015) use in their analysis of eddy 

covariance inferred deposition velocities. Shown are mean quantities ± standard deviations about the hourly timeseries. 

Parameterization(a)  H2O2  HMHP   HNO3  

 Ra Rb Vd NMB(b)  Rb Vd NMB(c)  Rb Vd NMB(d) 

 [s/m] [s/m] [cm/s] [%]  [s/m] [cm/s] [%]  [s/m] [cm/s] [%] 
P1. (base sim.) 9.5±2.7 7.1±2.1 6.0±1.2 15  7.7±2.9 5.8±1.1 41  7.6±2.9 5.8±1.1 52 

P1b. (zo = 0.1hc)(e) 12.8±3.4 | 5.0±1.0 -3  | 4.9±1.0 19  | 4.9±1.0 29 

P2. (zref = 20 m - d) 9.7±2.5 | 5.9±1.3 14  | 5.8±1.2 40  | 5.8±1.2 51 

P3. (RSL, u(zo)>0) 10.2±2.6 | 5.8±1.2 11  | 5.6±1.2 36  | 5.6±1.2 47 

P4. (RSL, u(zo)=0) 5.3±1.4 | 7.9±1.7 52  | 7.6±1.7 85  | 7.6±1.7 100 

P5. (D update) | 12.9±4.9 4.4±1.0 -15  14.9±5.7 4.1±1.0 -1  15.7±6.0 4.0±0.9 4 

             
(a) Refer to Table 3.1 for simulation descriptions. Note: Rc set to 1 s m-1 following minimum allowed in GEOS-Chem (section 3.3.1).  
(b) To measured (eddy covariance) daytime (10–15 LST) Vd(H2O2) = 5.2 ± 1.1 cm/s (Nguyen, 2015). 
(c) To measured (eddy covariance) daytime (10–15 LST) Vd(HMHP) = 4.1 ± 1.1 cm/s (Nguyen, 2015). 
(d) To measured (eddy covariance) daytime (10–15 LST) Vd(HNO3) = 3.8 ± 1.3 cm/s (Nguyen, 2015). 
(e) zo set to 10% of canopy height (hc) for P1b–P9. 

 

 

 

 

 

7
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77 
 

 
 

material (section 3.6), the difference between Ra computed from an above canopy 

measurement height vs. typical heights from which global CTMs reference dry deposition 

can be significant (Figs. S3.3 & S3.4). Referencing Ra from the CTR measurement height 

(22 m) results in a 42% decrease in Ra under neutral conditions (Fig. S3.3), and 23% 

decrease under daytime (10-15 LST) conditions (Table 3.2, P1b vs P2). However, due to 

the significant contributions of Rb to deposition velocities of rapidly depositing species 

(section 3.4.2), referencing Ra from GEOS-Chem grid-box-center instead of measurement 

height, as is commonly done in studies comparing CTM Vd to measured/inferred values 

(Clifton et al., 2017; Nguyen et al., 2015; Nowlan et al., 2014; Silva and Heald, 2018), 

results in a moderate (8%) decrease in Vd for the species of Table 3.2 (P5, data not shown).  

 Considering that the CTR and HFEMS measurement heights, ca. 2 hc and 1.5 hc, 

respectively, are at the upper limits of the roughness sublayer (RSL)—a region where 

turbulent mixing in the wake of roughness elements is enhanced above that predicted by 

M-O similarity theory by a factor of 2 to 3 (see section 3.6.2 in supplemental material for 

discussion of RSL)—Ra computed according to M-O similarity theory (equation 3.3) may 

be in slight underestimate due to non-zero horizontal windspeeds at zo resulting from 

enhanced downward mixing of momentum. In an effort to quantify this effect, 

parameterization P3 computes Ra corrected for RSL mixing and u(zo) > 0 following 

equation 3.S10 (in supplemental material), resulting in a small (5%) increase in Ra at the 

CTR measurement height under the daytime conditions of Table 3.2, and even smaller 

changes to Vd given the influence of Rb (section 3.4.2). The depth of the RSL, z*, was 

estimated following Physick and Garratt (1995); for neutral and unstable conditions (L-1 ≤ 

0 ) zN
* = 50zo; for very stable conditions (zN

*
 / L > 0.2 ), z* = 0.37zN

*; for moderately stable 

conditions ( 0 < zN
*

 / L < 0.2), z* is linearly interpolated between neutral and stable values. 

Given the lower relative measurement height at the HFEMS (~1.5hc), P3 Ra results in 

increases over P2 Ra by 30% (10th percentile), 20% (50th percentile) and 18% (90th 

percentile), as depicted in Fig. S3.4. Slight reductions in Vd(HNO3) over Harvard Forest 

are depicted in Fig. 3.5 and discussed in section 3.4.4.  Parameterization P4 in Table 3.2 

shows the effect of incorrectly neglecting the non-zero wind at zo in the RSL correction of 

Ra for use in Vd calculations, which results in a reduction of Ra of ca. 50%, and significant 

increases to the high bias of deposition velocities. As shown herein and in agreement with 
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previous work (Simpson et al., 1998), it may be appropriate to neglect the effects of the 

RSL on depositing species referenced at a height of at least 1.5–2 hc,  however, studies 

which endeavour to understand bidirectional exchange, or the dispersion of near surface 

emissions, should consider the effect of asymmetrical Ra that the RSL imposes, as depicted 

in Figs. S3.3 & S3.4. 

3.4.2 Update to the Parameterization of Molecular Diffusivities 

A main result of Nguyen et al. (2015) was the illustration of the importance of molecular 

diffusion in atmosphere-surface exchange of rapidly depositing compounds, where it was 

shown that maximum daytime mean deposition velocities scale with the inverse square 

root of molecular mass (M-1/2), as do gas-phase diffusion coefficients (Poling and Prausnitz, 

2004). Two diffusion-limited regimes were noted: (i) diffusion to canopy surfaces when Rc 

was negligible, and (ii) diffusion through leaf stomata for species where is rs the dominant 

term in Rc (3.5); the species presented in Table 3.2, H2O2, HMHP, and HNO3 were found 

to follow the former diffusion limited regime. As seen in Table 3.2, P3 high biases remain 

in the RSL updated parameterization. Given the dependence of maximum deposition 

velocity, Vd,max = (Ra + Rb)
-1, on molecular diffusivity through influence on Rb (Meyers et 

al., 1989), we evaluate the parameterization of molecular diffusion coefficients in GEOS-

Chem against available measurements made in air or N2 near STP of atmospherically 

relevant species. Measured diffusion coefficients of 23 inorganic (Langenberg et al., 2020; 

Massman, 1998; Tang et al., 2014), and 17 organic (Gu et al., 2018; Tang et al., 2015) 

species are compared to in Fig. 3.1. Diffusion coefficients (D) measured near STP were 

corrected to STP using (Langenberg et al., 2020): 

𝐷 =  𝐷𝑜 (
𝑃𝑜
𝑃
) (
𝑇

𝑇𝑜
)
𝑏

                                                                       (3.6) 

where we set the temperature power dependence b = 1.75 following Fuller’s method, a 

semi-empirical technique for the estimation of binary gas-phase diffusion coefficients 

(Fuller et al., 1966), discussed below. As seen in Fig. 3.1, a large high bias exists in the 

parameterized diffusion coefficients from the dry deposition module of GEOS-Chem, 

which employs the Chapman-Enskog theory for binary diffusivity (Seinfeld, 1986). The 

bias results from the use of a constant collision diameter σ = 2.7 Å for all species with air,  
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Figure 3.1: Measurements of gaseous diffusion coefficients of atmospherically relevant 

molecules in air or N2 at STP are compared to calculated values. Diffusivities calculated 

following the method used in GEOS-Chem (black) are compared to those calculated 

following Fuller’s method (red) and Graham’s Law referenced from D(CO2) (blue). 

Measured and computed (Fuller’s method) values are listed in Table S3.1.  

 

which is an underestimate for atmospherically relevant molecules, i.e., σ  for O3 with air is 

3.793 Å (Massman, 1998; Poling and Prausnitz, 2004). The collision diameter σ is a 

pairwise characteristic length scale of the Lennard-Jones intermolecular force, which is not 
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readily available for many atmospheric trace species (Tang et al., 2014). Several semi-

empirical methods have been proposed for the estimation of D in low pressure binary 

systems (Poling and Prausnitz, 2004). Fuller et al. (1966) developed a simple and 

generalized semi-empirical correlation equation for the estimation of binary gas-phase 

diffusion coefficients using additive atomic diffusion volumes 𝑉𝑖 for each species ∑ 𝑉𝑖𝐴  

and ∑ 𝑉𝑖𝐵 . The diffusion coefficient D [cm2 s-1] for trace gas A in bath gas B is given by 

𝐷 =  
10−3 𝑇1.75  (1 𝑀𝐴

⁄ + 1 𝑀𝐵
⁄ )

1/2

𝑃 [ (∑ 𝑉𝑖𝐴 )1/3  +  (∑ 𝑉𝑖𝐵 )1/3 ]2
                                                      (3.7) 

where P is the pressure [atm], T is the temperature [K], and M is the molecular mass [g 

mol-1].  Atomic, and in some cases molecular, diffusion volumes were obtained from 

regression analysis of 153 binary systems across 340 T-P states and are summarized in 

Poling et al. (2004), Tang et al. (2014), and Tang et al. (2015). As seen in Fig. 3.1, diffusion 

coefficients computed using Fuller’s method result in a much-improved comparison to 

measurements, with better agreement to organic species (R2 = 0.99, and NMB = -3%) than 

to inorganics (R2 = 0.88, and NMB = 13%), consistent with the findings of Tang et al. 

(2014 & 2015) from an evaluation of a comprehensive diffusivity dataset of 

atmospherically relevant reactive trace gases for which Tang et al. have made publicly 

available.  

Figure 3.1 also depicts molecular diffusion coefficients approximated by Graham’s 

law of effusion, i.e., 𝐷1𝑘 = 𝐷2𝑘√𝑀2 𝑀1⁄  (Mason and Evans, 1969), where (continuum) 

diffusion coefficients D are approximated by Knudsen diffusion coefficients Dk— an 

oversimplification of 3.7, albeit, a strategy used in the atmospheric science community 

nonetheless (Nguyen et al., 2015; Weber and Renenberg, 1996; Wesely, 1989). Resulting 

diffusion coefficients scaled from measured 𝐷𝐶𝑂2 correlate well with measured values (R2 

= 0.91), with NMB to inorganic and organic species of 3% and 20%, respectively. In a 

review of molecular diffusivities of atmospherically relevant molecules, Massman et al. 

(1998) note misapplication of Graham’s law to molecular diffusivities can lead to errors of 

up to 23%. Referencing Graham’s law from measured 𝐷𝐻2𝑂2, as done in Nguyen et al. 

(2015), degrades comparison to inorganic diffusivities (NMB ~ -14%), improves 
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comparison to organics (NMB < 2%), and has no effect on correlation (R2 = 0.91) (data 

not shown). Sensitivity of Graham’s law to choice of reference species is not surprising 

given the deviation of the √𝑀2 𝑀1⁄  dependence from the functional form of 3.7. Measured 

and parameterized (Fuller’s method) diffusion coefficients presented in Fig. 3.1 are 

tabulated in Table S3.1 in the supplemental material. We do not differentiate between 

diffusivity measurements carried out in air or N2 in Fig. 3.1 or Table S3.1 as differences 

are expected to be small, i.e., a 2% difference in 𝐷𝑂3 at STP in air vs N2 according to 

Fuller’s method, and we assume an air bath gas for all diffusion coefficients computed via 

Fuller’s method.  

 Parameterization P5 in Table 3.2 computes Rb according to 3.4, using measured 

diffusion coefficients when available (i.e., HNO3 and H2O2 from Table S3.1), adjusted to 

ambient T-P according to 3.6, and diffusion coefficients according to Fuller’s method (3.7) 

in the absence of measured values. Eliminating the high bias in parameterization of 

molecular diffusivities resulted in a near doubling of Rb for the species in Table 3.2, 

yielding a much-improved comparison to the daytime deposition velocities of HMHP 

(NMB -1%) and HNO3 (NMB 4%). The increase in Rb for H2O2 results in a low bias of -

15%, but well within the large relative uncertainty for Rb due to variations in canopy 

structures (Massman, 1994; Sievering et al., 2001).   

As previously mentioned, molecular diffusivity is involved in the parameterization 

of Rc via influence on stomatal resistance rs, which is scaled by the ratio 𝐷𝐻2𝑂 𝐷𝑥⁄  in dry 

deposition parameterizations commonly used in chemical transport models (Wesely, 1989; 

Zhang et al., 2003a). Effects of updated molecular diffusivity on the parameterization of 

Rc in GEOS-Chem is significant for molecules which dry deposit under stomatal control, 

i.e., limited aqueous solubility or surface reactivity (discussed in section 3.4.4 and depicted 

in Figs. 3.4 & S3.9). 

As noted by Nguyen et al. (2015), the practice of setting Vd for rapidly depositing 

species equal to Vd(HNO3) neglects species-specific diffusion limitations, which can be 

important under turbulent conditions when Ra is at a minimum. For example, Rb for 

isoprene nitrate is estimated to be 23% higher than for HNO3, translating to a -12% bias in 
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Vd under the median mid-day conditions at the HFEMS (Ra(60 m) = 8.6 s m-1, Rb(HNO3) = 

12 s m-1, Fig. S3.9). 

3.4.3 Updates to the Parameterization of Resistance to Surface Uptake for NO2: 

Rc(NO2)  

3.4.3.1. Eddy Covariance Inferred Vd(NO2) over the HFEMS 

We restrict our analysis of eddy covariance inferred Vd(NO2) over the HFEMS to nighttime 

(20:00 to 04:00 LST), when above canopy NO2 : NOx ~ 1 and photochemical flux 

divergence of the NO-NO2-O3 triad due to the presence of a vertical gradient in irradiance 

through the forest canopy (Gao et al., 1993) is absent. Nocturnal above-canopy hourly eddy 

covariance fluxes of NO2 over Harvard Forest are predominantly (ca. 70%) downward, 

especially at higher ambient NO2 concentrations (Fig. S3.5). Nocturnal mean (median) ± 

1σ NO2 fluxes from April through November 2000 are -0.8 (-0.3) ± 2 ppb cm s-1. These 

downward (p < 0.01) above-canopy aggregate fluxes of NO2 are comparable in magnitude 

to counteracting peak summertime nocturnal soil NO emissions, estimated by Munger et 

al. (1996) through a mass-balance approach to be ca. 0.9 μmole m-2 h-1 (3.5 ng N m-2 s-1, or 

0.62 ppb cm s-1) at the HFEMS. Munger et al. (1996) note nocturnal NO elevated near the 

forest floor by 50 ppt on average and Horii et al. (2004) show decreasing within-canopy 

nocturnal NO profiles with above-canopy concentrations and fluxes indistinguishable from 

zero despite net downward fluxes of NO2. This presumably due to titration of soil-emitted 

NO by O3 on a timescale (minutes) much shorter than in-canopy vertical mixing, followed 

by nocturnal canopy loss processes for NO2. Studies have noted the importance of 

knowledge of local soil NO emissions and within-canopy processes involving NOx when 

interpreting above-canopy NO2 fluxes (Delaria and Cohen, 2020; Eugster and Hesterberg, 

1996; Flechard et al., 2011; Min et al., 2014). Using measured soil NO emissions from a 

Ponderosa Pine plantation 75 km from Sacramento, California, Min et al. (2014) calculate 

an NO2 flux resulting from the reaction of soil NO with O3 to be 3.5 times greater than the 

observed above-canopy eddy covariance NO2 flux, indicating in-canopy NO2 loss 

processes which authors mostly attribute to daytime organic nitrate production. Eugster et 

al. (1996) in their analysis of eddy covariance flux observations of NO2 over a managed 

grassland in central Switzerland (Hesterberg et al., 1996) found that accounting for 
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counteracting fluxes of soil-emitted NO, oxidized to NO2 below the height of the sensor 

(ca. 2.7 – 3.6 ng N m-2 s-1), resulted in an increase in inferred nocturnal Vd(NO2) by up to a 

factor of 2. Sensitivity tests showed a 50% change in estimated soil NO emission resulted 

in a change in inferred Vd(NO2) on the order of 25% (Eugster and Hesterberg, 1996).  

In an effort to isolate the contribution that dry deposition makes to nocturnal above-

canopy eddy covariance fluxes (FEC) of NO2, we infer Vd(NO2) following 3.8 to account 

for the effects of: (i) nocturnal chemical flux divergence (Vchem) and (ii) counteracting soil 

NO emissions assumed to rapidly titrate with O3 and ventilate the canopy as NO2 (Fsoil). 

The resulting Vd(NO2) is a best estimate of the nocturnal dry deposition pathway with 

which to evaluate parameterizations: 

𝑉𝑑  +  𝑉𝑐ℎ𝑒𝑚  =  −𝑉𝑒𝑥 = −
(𝐹𝐸𝐶 − 𝐹𝑠𝑜𝑖𝑙)

[𝑁𝑂2]
                                                     (3.8) 

where Vex is the eddy covariance observed NO2 exchange velocity which does not assume 

predominant deposition and therefore has sign convention analogous to FEC; Vchem  

represents an estimate of below sensor nocturnal chemical loss of NO2 via formation and 

loss of N2O5, limited by the rate of oxidation of NO2 with O3 (Browne and Cohen, 2012; 

Jacob, 2000). We use an estimate of the maximum rate of nocturnal chemical loss of NO2 

proposed by Horii et al. (2002) in their analysis of the data used herein, Vchem ~ 0.05 cm s-

1, which translates to a below sensor (< 29 m) nocturnal chemical lifetime of NO2 to 

oxidation by O3 of ca. 16 h at this site.  

Within-canopy NOx loss processes removing up to 70–80% of soil-emitted NO in 

mature forest ecosystems have been required to reconcile measured soil NO emissions with 

above-canopy NOx observations (Jacob and Wofsy, 1990; Lerdau et al., 2000; Min et al., 

2014). Emitted from soils as NO and deposited within canopies as NO2, deposition-based 

parameterizations of soil NOx canopy reduction factors (CRF) for use in large-scale CTMs 

yield global mean reductions in above-canopy soil NOx fluxes from ca. 20% (Wang et al., 

1998) to 50% (Yienger and Levy, 1995). We estimate hourly soil NO fluxes ventilated 

from the canopy as NO2 (Fsoil) by: 

𝐹𝑠𝑜𝑖𝑙(ℎ𝑟) =  𝐹𝑁𝑂,𝑚𝑎𝑥 𝜅 [1 − 𝐶𝑅𝐹(ℎ𝑟)]                                       (3.9)   
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where 𝐹𝑁𝑂,𝑚𝑎𝑥 is the reported summertime peak nocturnal soil NO emission flux at the 

HFEMS (0.6 ppb cm s-1), and 𝜅  is a month-specific scale factor obtained by normalizing 

simulated monthly mean nocturnal soil NO emission output at the location of the HFEMS 

from a high resolution (0.25° x 0.3125°) GEOS-Chem simulation by the peak monthly mean 

simulated emission (July at the location of HFEMS) (Fig. S3.6). Soil NO in GEOS-Chem 

follows the Berkeley-Dalhousie Soil NOx Parameterization (Hudman et al., 2012), where 

60% of dry and wet deposited reactive nitrogen contributes to an available soil nitrogen 

reservoir which decays with an e-folding lifetime of 6 months. We parameterize 𝐶𝑅𝐹 at 

hourly resolution following the method used in GEOS-Chem, as implemented by Wang et 

al. (1998): 

𝐶𝑅𝐹 =  
𝑘𝑑

𝑘𝑣 + 𝑘𝑑
                                                                       (3.10) 

where 𝑘𝑣 [m s-1] is the canopy air exchange/ventilation coefficient (Martens et al., 2004; 

Trumbore et al., 1990) and 𝑘𝑑 [m s-1] the deposition coefficient for NO2 in canopy air. 𝑘𝑣 

is an empirical function of land-type, surface wind speed, and LAI and is tuned to yield 

canopy air residence times for soil-emitted inert tracers in the Amazon Rainforest of 1 h 

during daytime and 5 h at night (Jacob and Wofsy, 1990). Nocturnal canopy air residence 

times on the order of 2 to 10 h for the Amazon Rainforest have been estimated from in-

canopy measurements of soil-emitted 222Rn (Martens et al., 2004; Trumbore et al., 1990). 

Application of 𝑘𝑣 to additional land types in GEOS-Chem follows: 

𝑘𝑣 = 𝑘𝑣
𝑅𝐹 √

𝑢2

9
 
7

𝐿𝐴𝐼
 
  𝛾𝑅𝐹

𝛾
                                                                (3.11) 

where u is the wind speed 10 m above the displacement height,  𝑘𝑣
𝑅𝐹 is the gas exchange 

coefficient tuned for the Amazon Rainforest (LAI = 7, u = 3 m s-1) with daytime and 

nighttime values of 1x10-2 m s-1 and 2x10-3 m s-1, respectively, and 𝛾 a nondimensional 

extinction coefficient for in-canopy wind speed with a value of 4 for both Rain Forest and 

temperate forest ecosystems (Wang et al., 1998). The deposition coefficient 𝑘𝑑 in GEOS-

Chem is taken as  Rc(NO2)
-1. Hudman et al. (2012) show this representation of the CRF in 

GEOS-Chem results in a 16% global reduction in above-canopy NOx emission. Herein we 
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compute the CRF following 3.10 and 3.11 using site specific meteorology and canopy 

parameters. We set 𝑘𝑑 = [(𝑅𝑐(𝑁𝑂2)
−1 + 𝑅𝑐ℎ𝑒𝑚(𝑁𝑂2 → 𝑁2𝑂5)

−1], where in addition to 

canopy uptake as described through Rc(NO2), we include an estimate of the minimum 

canopy resistance to nocturnal chemical loss of NO2,  𝑅𝑐ℎ𝑒𝑚(𝑁𝑂2 → 𝑁2𝑂5) = Vchem
-1 ~ 

2000 s m-1. We note that 𝑘𝑑 following this approach assumes that soil NO is oxidized to 

NO2 by O3 on a much shorter timescale (minutes) than nocturnal vertical mixing of ground-

level air parcels—a reasonable assumption given that: (i) nocturnal in-canopy O3 

concentrations on the order of 10 to 25 ppb are much greater than NO concentrations at 

this site (Horii et al., 2004; Munger et al., 1996) and (ii) air-parcel residence times for stable 

evening/nighttime conditions are on the order of tens of minutes to hours in the lower 

canopy of mature forests (Bannister et al., 2022; Martens et al., 2004; Trumbore et al., 

1990). Recent observations of daytime air-parcel residence times in mature forest canopies 

are on the order of tens of seconds to a few minutes (Bannister et al., 2022; Martens et al., 

2004)—much less than 1 h to which daytime 𝑘𝑣
𝑅𝐹 in 3.11 is tuned. Although beyond the 

scope of this work, updating the parameterization of 𝑘𝑣 in GEOS-Chem to yield more 

realistic daytime canopy air residence times, i.e., (Gerken et al., 2017), seems warranted. 

Reductions in simulated daytime canopy air residence times would result in commensurate 

reductions to CRF following 3.10 due to reduced time for deposition of NO2 prior to 

canopy ventilation, however, incorporation of canopy NOx chemistry into CRF 

parameterization could partially offset these reductions (Delaria and Cohen, 2020; Min et 

al., 2014). Given the nocturnal focus of this study, we proceed herein using the CRF 

parameterization from GEOS-Chem, modified to include nocturnal chemical loss of NO2 

in addition to deposition, as previously discussed. 

3.4.3.2. Evaluation of Parameterized Vd(NO2) 

Figure 3.2 depicts monthly nocturnal Vd(NO2) measured over the HFEMS from April–

November 2000 alongside coincidently-sampled simulated values from parameterizations 

P5–7. Table 3.3 presents measured and simulated values of Vd(NO2) aggregated across all 

months, as well as associated canopy reduction factors (CRF) used to adjust measured 

Vd(NO2) for soil-emitted NO. As previously mentioned, observed hourly Vd(NO2) were 

subjected to an outlier filter (Fig. S3.5) prior to computation of mean values, whereas  
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Figure 3.2: Monthly nocturnal (20:00–04:00 LST) NO2 deposition velocities Vd(NO2) over 

Harvard Forest. Measured values (un)corrected for soil NO are shown in (red) black for 

mean (—), median (+), and the ratio of ‘monthly mean NO2 flux–to–monthly mean NO2 

concentration’ (∗). Coincidently sampled (hourly) simulated monthly mean Vd(NO2) is 

depicted for parameterizations P5 (blue), P6 (green dashed) and P7 (green solid) which 

have rhyd (E17) α values of 0, 1, and 2, respectively. Measured monthly mean Vd(NO2) 

corrected for soil NO emission use simulated soil NO canopy reduction factors (E16, Fig. 

A6) computed with Rc(NO2) (E16) from parameterizations P5 (black dotted), P6 (black 

dashed), and P7 (black solid). Standard deviation about simulated monthly mean values, 

as well as measured mean values corrected for soil NO emission using CRF P7, are 

depicted as shaded areas. Also depicted are the number of hourly observations contributing 

to mean quantities (orange). Insufficient data prevented analysis for May and June (Fig. 

S3.8). 

 

median and ‘monthly mean flux–to–monthly mean concentration’ ratios  

( 𝐹̅ [𝑁𝑂2]̅̅ ̅̅ ̅̅ ̅̅⁄  ) were not, and instead computed directly from u* filtered (> 0.2 m s-1) hourly 

data as the latter two statistics are less influenced by outliers than arithmetic means. 

Aggregate values of 𝐹̅ [𝑁𝑂2]̅̅ ̅̅ ̅̅ ̅̅⁄  in Fig. 3.2 and Table 3.3 are in the same units as Vd(NO2)
 

[cm s-1] and include corrections for Fsoil and Vchem as do mean and median quantities 

computed from hourly values following 3.8. Assuming first order dependence of dry  
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Table 3.3: Nocturnal (20:00–04:00 LST) NO2 deposition velocities over Harvard Forest 

aggregated from April – November 2000. Measured values, with and without soil NO 

corrections estimated using canopy reduction factors (CRF) corresponding to 

parameterizations P5, P6, and P7 are shown along with coincidently sampled (hourly) 

simulated values. 

    Vd(NO2) [cm s-1] 

 CRF  230 hourly obs. (u* > 0.2 m s-1) 

 [%]   mean(a) median 𝐹̅ [𝑁𝑂2]̅̅ ̅̅ ̅̅ ̅̅⁄  

Measured      

no soil NO N/A  0.15 ± 0.34 (185) 0.13 0.21 

soil NO, CRF(P5) 31  0.28 ± 0.35 (181) 0.25 0.30 

soil NO, CRF(P6) 47  0.25 ± 0.34 (181) 0.22 0.28 

soil NO, CRF(P7) 59  0.23 ± 0.35 (183) 0.21 0.26 

Parameterization      

P5 (D update) N/A    0.04 ± <0.01 0.04 - 

P6 (α = 1) N/A  0.12 ± 0.02 0.13 - 

P7 (α = 2) N/A  0.24 ± 0.04 0.24 - 
(a) measured Vex(NO2) were subjected to an outlier filter (Fig. S3.5) prior to computing mean 

Vd(NO2); remaining number of hourly observations are included adjacent corresponding mean 

values. 

 

deposition for NO2, computing values of 𝐹̅ [𝑁𝑂2]̅̅ ̅̅ ̅̅ ̅̅⁄  over long averaging times is a strategy 

to reduce the influence of random variability in deposition velocity estimates, especially 

under low NO2 conditions as depicted in Fig. S3.5. Although below and in subsequent 

sections we report biases between simulated and measured Vd(NO2) using mean values, 

median and 𝐹̅ [𝑁𝑂2]̅̅ ̅̅ ̅̅ ̅̅⁄  values of Vd(NO2) are included for comparison in some depictions. 

We begin discussion of eddy-covariance inferred (measured) bulk canopy Vd(NO2) below, 

followed by discussion of the bias in simulated values stemming from the widely used 

Wesely 1989 parameterization of surface resistances. In subsequent section 3.4.3.3 we 

discuss mechanistic updates to the parameterization of NO2 surface resistance (i.e., P5 & 

P7) developed to remedy large biases in nocturnal Vd(NO2) computed following Wesely 

1989 (i.e., P5). 

Measured Vd(NO2) uncorrected for the influence of soil-emitted NO (i.e., Fsoil = 0) 

show monthly mean values in the range of 0.1 – 0.2 cm s-1, with maximums in Vd(NO2) 

occurring in spring and fall months, possibly an artifact from neglecting soil NO influence 
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on measured NO2 fluxes. For cooler months, soil NO emissions are a much smaller fraction 

of the peak summertime value (Fig. S3.6)—April (25%), October (50%), and November 

(25%). Although variability in measured nocturnal Vd(NO2) is large with standard 

deviations greater than mean values, corrections for above-canopy soil NOx emission 

results in a significant (p < 0.03) increase in measured nocturnal Vd(NO2) yielding monthly 

mean values in the approximate range of 0.2 – 0.3 cm s-1 with potential seasonality being 

less apparent. Large variability in eddy covariance observed NO2 flux and resulting 

deposition velocities have been noted in other studies (Eugster and Hesterberg, 1996; 

Farmer et al., 2006; Geddes and Murphy, 2014), wherein authors restrict analysis to 

temporally averaged values in order to reduce the effects of variability in these complex 

ecosystem-scale observations (Baldocchi, 2003). There are many contributions to variance 

in eddy covariance observations that dry deposition parameterizations would not be 

expected to capture, including intermittent turbulence, advection of air masses resulting in 

symmetrical canopy breathing fluxes, and instrumentation noise (Delany et al., 1986; 

Munger et al., 1996; Stella et al., 2012). Herein, we restrict analysis to aggregate values of 

at least one month, as simple resistance-in-series parameterizations of dry deposition 

employing ‘big leaf’ representations of Rc are designed for computational expediency, 

general applicability over a wide range of compounds and land-types, and to reflect average 

estimates over weeks to months and therefore lack the necessary complexity to capture the 

full range of short-term variability in deposition velocities at specific sites (Wesely, 1989). 

Our objective is to address potential long-term biases in the parameterization of non-

stomatal Vd(NO2) in GEOS-Chem, noted to be significant by Horii et al. (2002) in their 

initial presentation of this dataset.    

 Parameterization P5, which computes Rc(NO2) following the Wesely 1989 

representation in GEOS-Chem, yields simulated nocturnal Vd(NO2) biased low by nearly 

4x compared to observed nocturnal mean Vd(NO2) uncorrected for soil-emitted NO, 

increasing to a 7x low bias after correction for soil-emitted NO with a nocturnal CRF of 

31% (Table 3.3). This underestimate is driven by a large nocturnal  Rc(NO2) of ca. 2,700 s 

m-1 in parameterization P5 (Fig. S3.8), and has been noted in previous studies comparing 

NO2 dry deposition simulated by the Wesely 1989 parameterization to eddy covariance 

flux observations over forest (Horii, 2002) and grassland (Eugster and Hesterberg, 1996) 
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ecosystems. In particular, Eugster et al. (1996) infer a nocturnal non-stomatal Rc(NO2) 

median value of 700 s m-1 (range 500 – 950 s m-1) over a managed grassland in central 

Switzerland—a surface resistance on the order of 4x lower than predicted by0 the Wesely 

1989 algorithm.  

3.4.3.3 Representation of NO2 Hydrolysis on Deposition Surfaces 

Hori et al. (2004) note that observed nocturnal dry deposition of NO2 may result from a 

surface hydrolysis reaction following R3.1. We replace the non-stomatal components of 

the bulk surface resistance scheme (3.5) for NO2 in the base parameterization (P5) with a 

dry deposition pathway representing NO2 hydrolysis on ground surfaces 𝑟ℎ𝑦𝑑 [s m-1], 

formulated from the rate of molecular collisions with ground surfaces (Cano-Ruiz et al., 

1993): 

𝑟ℎ𝑦𝑑 = 
4

𝛾𝑔,𝑁𝑂2 𝑣𝑡̅  𝛼
                                                                          (3.12) 

where 𝛾𝑔,𝑁𝑂2 is a ground uptake coefficient for NO2 resulting from heterogeneous 

hydrolysis on deposition surfaces (R3.1), 𝑣𝑡̅ the mean thermal speed of NO2, and 𝛼 a 

dimensionless scale factor introduced herein to facilitate application of 3.12 across land-

types of varying surface area densities. Lammel et al. (1996) recommend reaction R3.1 be 

parameterized in atmospheric chemistry models using field-derived uptake coefficients, as 

realistic conditions (i.e., surface area density) are difficult to reproduce in the lab. We 

employ the field-derived ground uptake coefficient 𝛾𝑔,𝑁𝑂2 from VandenBoer et al. (2013), 

determined from resulting HONO emitted into the nocturnal boundary layer over a 

wintertime agricultural region in Colorado, U.S.A. (former BAO site). Consistent with the 

heterogenous hydrolysis of NO2 requiring adsorbed water to proceed, VandenBoer el al. 

(2013) parameterize 𝛾𝑔,𝑁𝑂2 as a function of RH [%] according to 3.13 to capture the factor 

of 2 variability in 𝛾𝑔,𝑁𝑂2 on either side of their best fit value (8 x 10-6): 

𝛾𝑔,𝑁𝑂2 = 
𝑅𝐻

50
 8 𝑥 10−6                                                           (3.13) 

Parameterization P6 computes 𝑟ℎ𝑦𝑑 with 𝛼 = 1, resulting in a simulated nocturnal 

mean Vd(NO2) of 0.12 ± 0.02 cm s-1, a threefold increase over P5 and satisfactory agreement 
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with observed mean Vd(NO2) uncorrected for soil-emitted NO, however, underestimating 

soil NO corrected observations by ca. 50%  (Table 3.3). The larger nocturnal mean CRF of 

47% for parameterization P6 is due to reduced nocturnal Rc(NO2) (median value ca. 750 s 

m-1
 for P6), resulting in a small (11%) decrease in observed mean Vd(NO2) from 

parameterization P5. Increasing the rate of non-stomatal uptake of NO2 by computing 𝑟ℎ𝑦𝑑 

with 𝛼 = 2 resulted in an unbiased simulation of nocturnal mean Vd(NO2) of 0.24 ± 0.04 

cm s-1 compared to observed mean Vd(NO2) of 0.23 ± 0.35 cm s-1 after correction for soil-

emitted NO with nocturnal mean CRF of 59% (Table 3.3). Although parameterization P7 

results in satisfactory simulation of nocturnal Vd(NO2) at the HFEMS when averaged across 

all months (April–November), intra- and inter-month variability in observed Vd(NO2) is 

not captured in simulated values, as seen in Fig. 3.2. Physical justification for the scale 

factor value 𝛼 = 2 necessary to match simulated with observed nocturnal mean Vd(NO2) 

could stem from a larger surface area available for NO2 heterogeneous hydrolysis in a 

mature forest environment compared to the U.S. Midwest wintertime agricultural region 

over which VandenBoer et al. (2013) derived 𝛾𝑔,𝑁𝑂2. Heterogeneous reactions not limited 

by transport or diffusion to reaction surfaces are governed by a collision-limited rate which 

scales linearly with the surface area–to–volume ratio of the reaction vessel or environment 

(Jacob, 2000). Heterogeneous hydrolysis of NO2 may proceed on any surface 

accommodating adsorbed water, including foliar surfaces, bark, or elements of the forest 

floor (i.e., rock, soil, and debris). Despite the hydrophobic nature of many foliar surfaces, 

thin aqueous films have been observed on coniferous needles (Altimir et al., 2006; 

Burkhardt and Gerchau, 1994) and stomata-bearing surfaces of deciduous leaves 

(Burkhardt et al., 1999) at ambient humidities well below saturation. In addition to 

radiative cooling, elevated humidity within the thin laminar boundary layer surrounding 

leaves may result from stomatal transpiration (Burkhardt and Hunsche, 2013) or the 

hydraulic activation of stomata (HAS) where liquid water is drawn from sub-stomatal 

cavities along stomatal walls to hygroscopic material on the leaf surface (sect. 3.4.3.4) 

(Burkhardt, 2010). Surface area indices [m2 m-2] for various components of the HFEMS 

have been estimated (Fig. S3.1), including for stems and twigs (STAI = 0.9), coniferous 

needles (CAI = 0.8), and deciduous leaves (DLAI = 3.4 summertime maximum). Assuming 

round stems and twigs (Sörgel et al., 2011) and oblate coniferous needles (Oren et al., 1986; 
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Riederer et al., 1988), the total wintertime canopy surface area is estimated as πSTAI + 

2.7CAI ~ 5 m2 m-2. We estimate the summertime canopy surface area to be ca. 12 m2 m-2 

accounting for both sides of deciduous leaves or ca. 9 m2 m-2 neglecting the non-stomatous 

adaxial (top) surface of deciduous leaves, in agreement with typical macroscopic surface 

area indices for temperate and boreal forest canopies of 12 m2 m-2 (range 5 – 14 m2 m-2) 

(Lammel, 1999). The surface area of the forest floor, including debris, would also be much 

larger than the planar ground area, and that of tree bark larger than the simple geometric 

surface area (see section 3.4.3.5, Table S3.2).  

The lack of seasonality in observed nocturnal Vd(NO2) depicted in Fig. 3.2 may 

reflect an interseasonal buffering of available surface area for reaction of above canopy 

NO2 due to increased air-parcel mixing throughout the lower canopy in the absence of 

deciduous leaves (see section 3.4.3.5). We did not attempt to parameterize non-stomatal 

deposition of NO2 to upper and lower canopy elements separately in our top-down 

optimization of Rc(NO2), as is currently the approach in the Wesely 1989 and Zhang 2003 

dry deposition schemes. Due to the lack of discernible seasonal variability in observed 

nocturnal Vd(NO2), observations were insufficient to justify additional variables. We 

acknowledge that the nocturnal canopy environment to which we optimize simulated 

Vd(NO2) is under reduced turbulent mixing compared to daytime when the forest would 

experience enhanced vertical exchange (Bannister et al., 2022; Sörgel et al., 2011; Thomas 

and Foken, 2007). Although daytime surface area available to above-canopy deposition is 

therefore likely greater than at night, nighttime sensitivity of Vd(NO2) to 𝛼 is much greater 

than during the day when stomata are open and foliar uptake of NO2 a more substantial 

pathway to deposition than non-stomatal uptake (Figs. 3.5 & S3.8). Increasing 𝛼 from 1 to 

2 results in a 73% increase in Vd(NO2) at night but only a 13% increase during the day (Fig. 

3.5). 

The canopy compensation point for NO2 is the ambient above-canopy 

concentration at which point consumption (i.e., dry deposition) and production (i.e., soil 

emission) are in balance (Duyzer et al., 1995). Studies of above-canopy NO2 exchange 

have observed aggregate fluxes to be upward (Min et al., 2014; Vaughan et al., 2016), 

downward (Coe and Gallagher, 1992; Horii et al., 2004; Walton et al., 1997), and not 
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significantly different from zero (Geddes and Murphy, 2014)—highlighting the importance 

of knowledge of below-canopy NOx emission and subsequent uptake and reaction in the 

interpretation of above-canopy fluxes. Although foliar compensation points for NO2—a 

concentration below which vegetation was proposed to become a net source of NO2—have 

been observed in the past via leaf-level chamber measurements to be generally < 2 ppb 

(Geßler et al., 2002; Sparks et al., 2001; Weber and Renenberg, 1996), recent chamber 

studies employing highly specific NO2 detection methods have failed to observe such foliar 

emission (Breuninger et al., 2013; Chaparro-Suarez et al., 2011; Delaria et al., 2020, 2018; 

Wang et al., 2020c). Although these chamber studies generally observe first-order uptake 

of NO2 under controlled conditions, constant Vd(NO2) inferred from linear regression of 

eddy covariance fluxes of NO2 vs. concentration is not expected due to variability in 

turbulence and surface conditions affecting uptake (i.e., surface wetness, stomatal aperture, 

and surface area). By restricting analysis to nocturnal conditions when RH is generally high 

(Fig. S3.2, Table S3.3), stomata assumed closed, and turbulence well established (u* > 0.2 

m s-1), we find monthly aggregate Vd(NO2) relatively constant in the range 0.2 – 0.3 cm s-

1 across April – November, with expected large variability on finer timescales (i.e., σ = 

0.35 cm s-1 across the hourly dataset). Linear regression of hourly nocturnal NO2 flux vs 

ambient NO2 concentration (Fig. S3.5) yields Vex(NO2) of  -0.40 cm s-1
 (p < 0.01) over the 

entire NO2 concentration range (up to ca. 30 ppb), and -0.26 cm s-1 (p < 0.01) when the 

four outlying hourly observations around 30 ppb NO2 are excluded—consistent with the 

findings of Horri et al. (2004) in their initial presentation of this data. Inferred Vd(NO2) = 

0.21 cm s-1
 is obtained from Vex(NO2) = -0.26 cm s-1 after subtraction of Vchem = 0.05 cm s-

1—similar to aggregate values presented in Table 3.3. The y-axis intercept of 0.11 ppb cm 

s-1, although not significant (p > 0.1), is in line with the mean (April–November) above-

canopy NO2 flux of 0.13 ppb cm s-1 resulting from estimates of soil NO emission with an 

average canopy reduction factor of 59% (Table 3.3, Fig. S3.6). A CRF of ca. 70% is 

obtained from the ratio of y-axis intercept (0.11 ppb cm s-1
, Fig. S3.5) to seasonal mean 

below-canopy soil NO flux (0.39 ppb cm s-1). An NO2 canopy compensation point for 

Harvard Forest is approximated by the x-axis intercept of ca. 0.4 ppb (Fig. S3.5). 

 By replacing the non-stomatal pathways of NO2 deposition from the Wesely 1989 

algorithm with 𝑟ℎ𝑦𝑑 according to 3.12, we assume that non-stomatal deposition of NO2 is 
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due entirely to heterogeneous hydrolysis (R3.1). The once assumed mechanism of NO2 

uptake to the interior of leaves was thought to involve second-order aqueous phase 

hydrolysis of dissolved NO2 yielding nitrite and nitrate within the moist leaf interior 

(apoplastic space) (Park and Lee, 1988). Ramge et al. (1993) note that second-order 

hydrolysis of aqueous NO2 is too slow to explain observed rates of foliar uptake, proposing 

instead an additional pathway involving NO2 scavenging by antioxidants, namely 

ascorbate. (Teklemariam and Sparks, 2006) found foliar uptake of NO2 correlated with leaf 

ascorbate concentrations, although variation in plant ascorbate was induced in part by 

growth under variable light conditions which is known to influence leaf mesophyll cell 

density and therefore apoplastic surface area available for reaction (Nobel et al., 1975). 

Ammann et al. (1995) propose that first-order heterogenous hydrolysis of NO2 (R3.1) be 

considered as a possible mechanism contributing to foliar uptake given the large apoplastic 

surface area within the interior of leaves—a factor of 10-50 greater than the corresponding 

LAI (Nobel et al., 1975). Zhang et al. (2003) neglect solubility contributions to NO2 uptake 

in their dry deposition scheme, relying entirely on similarity to O3 reactivity. The Wesely 

1989 dry deposition scheme assigns NO2 to the ‘slightly reactive’ category, intended for 

substances with limited biological reactivity but still requiring very small leaf mesophyll 

resistances so as to deposit under stomatal control. This classification of the Wesely 

scheme does not result in significant non-stomatal deposition, yielding a non-stomatal 

Rc(NO2) of ca. 2,700 s m-1 at the HFEMS—much above inferred values, as previously 

discussed. Adding 𝑟ℎ𝑦𝑑 in parallel to the Wesely 1989 non-stomatal deposition pathway, 

instead of in replacement of, results in a slight increase in simulated mean Vd(NO2) over 

the HFEMS for parameterization P7 of ca. 10%—still supporting P7 with 𝛼 > 1, but 

possibly not as large as 𝛼 = 2. Variability in observed Vd(NO2) and uncertainties in the 

assumption of a non-stomatal Rc(NO2) pathway following similarity to SO2 and O3 uptake 

make more precise recommendations difficult.  

Given the dependence of 𝑟ℎ𝑦𝑑 on surface area, land-type specific 𝛼 values evaluated 

across seasons would be desirable to improve confidence for use in global CTMs. As 

previously mentioned, Eugster et al. (1996) infer a nocturnal non-stomatal Rc(NO2) median 

value of 700 s m-1 (range 500 – 950 s m-1) over a managed grassland in central Switzerland 

from soil NO corrected eddy covariance observations—similar to the median value of 750 
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s m-1 simulated herein over the HFEMS (Fig. S3.9) following 3.12 with 𝛼 = 1. Pilegaard 

et al. (1998) report nocturnal Rc(NO2) of 771 ± 111 s m-1 inferred from eddy covariance 

observations over a harvested wheat field (with re-growth) in southern Germany during 

mid-September. Although soil NOx contributions to above-canopy NO2 flux were not 

considered in the analysis, given the high nocturnal NO2 concentrations of 10 -30 ppbv at 

this location, soil NOx most likely had a reduced relative effect on resulting Vd(NO2) 

compared to the large influence noted by Eugster et al. (1996) where nocturnal NO2 < 10 

ppbv for periods when soil NOx emission would occur (T > 5 °C). Coe et al. (1992) use 

eddy covariance to estimate a non-stomatal Rc(NO2) of 548 s m-1 over a Heather moorland 

located in southern Netherlands. Plake et al. (2015) find a maximum median nocturnal bulk 

Rc(NO2) over a natural grassland site in Mainz, Germany (August–September 2011) of 560 

s m-1 via the dynamic chamber approach, attributing all flux of NO2 to deposition as soil 

NO emissions for this nutrient poor site were below detection limits of the chamber. The 

nocturnal Rc(NO2) values reported by Coe et al. (1992) and Plake et al. (2015) are 

intermediate between rhyd values computed using α = 1 & 2. Assigning α = 1 for low 

roughness vegetative land-types appears reasonable, but may yield slight underestimates 

in nocturnal aggregate Rc(NO2) under some conditions.   

Reaction R3.1 has been observed to proceed efficiently on ice surfaces, even at low 

temperatures (<170 k) (Bang et al., 2015; Kim and Kang, 2010). Stocker et al. (1995) 

observe via eddy correlation nocturnal deposition of NO2 to a snow-covered grassland in 

northern Colorado and report a median resistance to surface uptake of 740 s m-1—similar 

to rhyd of 725 s m-1 following 3.12 with α = 1, mean thermal speed (𝑣𝑡̅) computed at 260 

K, and 𝛾𝑔,𝑁𝑂2 following 3.13 at 100% RH for snow covered ground. If NO2 deposition 

persists into winter months at levels observed for late fall (Fig. 3.2), this represents a 

significant depositional sink for wintertime NO2 not currently represented in CTMs when 

both the lifetime and near surface concentrations of NOx are at a maximum. 

3.4.3.4 Assumption of Nocturnal Stomatal Closure 

Many estimates of non-stomatal dry deposition for various atmospheric trace gases have 

been made from nighttime data under the assumption that stomata are closed and therefore 

nocturnal stomatal conductance negligible—an assumption also made herein. Stomatal 
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pores exist in leaves to optimize plant water-use-efficiency—the number of molecules of 

H2O transpired per molecule of CO2 fixed via photosynthesis. Stomatal aperture is  under 

guard cell regulation in response to environmental conditions such as solar radiation, guard 

cell CO2 concentration, soil moisture, water vapor pressure deficit (VPD),  and temperature 

(Costa et al., 2015; Nobel, 2009). Fully open stomata occupy ca. 0.2% – 2% of leaf surface 

area, with a density of ca. 50 to 300 stomata per mm2 on the stomata containing surfaces 

of leaves of temperate terrestrial plants, making available a moist interior leaf surface area 

to photosynthetic mesophyll cells that is in the range of 10–50 times larger than the 

projected leaf area (LAI) (Nobel, 2009; Nobel et al., 1975).  

Stomatal aperture is interdependent on several factors and has proven difficult to 

generalize. Despite longstanding uncertainty regarding nocturnal stomatal behavior (Caird 

et al., 2007; Costa et al., 2015; Dawson et al., 2007), it is generally assumed that at night 

in response to elevated guard cell CO2 concentrations due to cellular respiration and the 

absence of photosynthetically active radiation (PAR), the stomata of C3 and C4 plants are 

nearly closed (Nobel, 2009), therefore shunting trace gas exchange. In both the widely used 

Wesely 1989 and Zhang 2003 dry deposition schemes, stomata are assumed to be closed 

at night and therefore all nocturnal deposition parameterized through non-stomatal 

pathways. This despite studies on a number of plant species that have noted up to 75% of 

species exhibit nocturnal transpiration above that expected from cuticular water loss when  

stomata are fully closed (Caird et al., 2007; Snyder et al., 2003). Although branch enclosure 

(chamber) studies consistently find stomatal control dominates daytime foliar uptake of 

NO2, uncertainty remains regarding the importance of non-stomatal pathways at night. 

Some studies note negligible non-stomatal contributions to NO2 deposition, attributing 

observed nocturnal/dark uptake to partially open stomata (Chaparro-Suarez et al., 2011; 

Delaria et al., 2020; Gebler et al., 2000; Rondón et al., 1993; Sparks et al., 2001), while 

others find non-stomatal contributions to be non-negligible (Geßler et al., 2002; Hanson et 

al., 1989; Thoene et al., 1996; Wang et al., 2020c; Weber and Renenberg, 1996). This 

amalgam of contradicting results warrants further consideration. 

Both canopy-scale and leaf-level observations of trace gas uptake attempt to 

separate stomatal from non-stomatal pathways. A simple approach is to assign 
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nocturnal/dark uptake as entirely non-stomatal, dependent on the assumption of stomatal 

closure. Chamber studies may induce stimuli known to reduce stomatal aperture, such as 

water stress, elevated CO2, and the plant hormone abscisic acid (ABA) (Chaparro-Suarez 

et al., 2011; Costa et al., 2015; Delaria et al., 2020). Trace gas specific stomatal 

conductance (gsx) may also be deduced by scaling stomatal conductance to water vapor 

(gs)—inferred in chamber studies by normalizing measured water vapor flux by leaf VPD 

(Delaria et al., 2020; Thoene et al., 1996; Wang et al., 2020c), and in canopy-scale studies 

by inversion of the Penman-Monteith equation using above-canopy water vapor flux 

(Lamaud et al., 2009)—by the ratio of diffusivities 𝐷𝑥 𝐷𝐻2𝑂⁄  in air. Estimates of stomatal 

conductance enable separation of non-stomatal from stomatal uptake, including estimates 

of mesophilic resistance to the leaf interior, by non-linear fits to plots of Vd(x) vs gsx 

(Delaria et al., 2020). However, this method assumes that the measured evaporative flux is 

due entirely to gaseous diffusion of water vapor through stomatal pores, without 

contribution from other sources including evaporation from soil or moisture that may be 

present on canopy elements as a result of precipitation, dew, or elevated humidity. 

Significant scatter and elevated values in inferred stomatal conductance have been noted 

at the canopy scale for RH > 60% and for a period of time (days) following rainfall, 

motivating effort to fit relations of gs to CO2 assimilation flux (which assume nocturnal 

stomatal closure) on ideal days for application across all conditions of canopy moisture 

(Lamaud et al., 2009; Plake et al., 2015; Stella et al., 2013).  

Mounting evidence exists for the presence of thin aqueous films on foliar surfaces 

at ambient humidities well below saturation, resulting from the deliquescence of deposited 

hygroscopic material in the high humidity laminar boundary layer of transpiring leaves 

(Burkhardt et al., 1999, 2001a; Burkhardt and Gerchau, 1994; Burkhardt and Hunsche, 

2013; Grantz et al., 2018). Concentrated solutions of deliquesced material have sufficiently 

low surface tension to spread over  hydrophobic leaf cuticles and penetrate stomatal pores 

as thin liquid films (< 100 nm thick), connecting to apoplastic liquid water within the leaf 

interior—a process known as ‘hydraulic activation of stomata’ (HAS) (Burkhardt, 2010). 

An osmotic gradient in water potential drives water movement through hydraulically 

activated stomata to the leaf exterior where evaporation occurs uncoupled from stomatal 
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aperture—a process known as ‘wicking’. This additional pathway for water efflux escapes 

stomatal regulation, therefore reducing plant water-use-efficiency and drought tolerance. 

Significant increases in minimum cuticular conductance to water on the order of 23% - 

30% have been noted across both coniferous and deciduous tree species for foliage exposed 

to ambient air (ionic aerosol concentration of 4.9 μg m-3) compared to filtered air (ionic 

aerosol concentration of 0.67 μg m-3), with leaf cuticle loads of ionic mass of 1.66 μg cm-

2  and 9.01 μg cm-2 after 1 and 2 yr of exposure, respectively (Burkhardt et al., 2018); it 

was noted that this ambient ionic aerosol concentration, consisting mostly of nitrate, was 

about half of that implicated in causing widespread forest decline over northeastern Bavaria 

during the late 1980’s. Similar experiments conducted on shorter lived faba beans (Vicia 

faba) across multiple seasons noted significant increases in both minimum cuticular 

conductance (16% average, 80% max. for July) and nocturnal stomatal conductance (ca. 

40%) to water (Grantz et al., 2018). Foliar exposure studies to elevated concentrations of 

hygroscopic aerosol have found large increases in nocturnal stomatal conductance (80–

90%) when stomatal aperture was at a minimum, decreasing to less than 30% for: (i) fully 

open stomata when water vapor dominates transpiration (Burkhardt et al., 2001b) and (ii) 

7 h post exposure presumably due to stomatal uptake of dissolved ions through thin 

aqueous films (Motai et al., 2018). The latter indicating that wicking of water via HAS 

requires continuous deposition of hygroscopic material to leaf cuticles in order to maintain 

a sufficient osmotic gradient. Cuticle loads of hygroscopic material of up to 50 μg cm-2 in 

these exposure studies were in the range found on urban trees (Burkhardt, 2010). 

 Considering the evidence for a liquid phase water loss pathway via HAS on plants 

exposed to modest levels of hygroscopic aerosol, overprediction of stomatal conductance 

inferred from water vapor flux or sap flow measurements may exist in studies conducted 

near urban environments—especially under dark conditions when stomatal aperture is at a 

minimum and wicking from HAS is a larger relative fraction of total foliar water loss. 

Chamber studies may be particularly susceptible to this overprediction given the 

mechanically mixed conditions often used to minimize diffusive boundary layer resistances 

(Burkhardt et al., 2001b; Pariyar et al., 2013). This confounds partitioning of non-stomatal 

and stomatal deposition pathways, especially at night, from scaled estimates of stomatal 

conductance to water vapor. Additionally, nocturnal ambient RH is often elevated at 
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locations with lush vegetation, as it is during summer at the HFEMS (RH ~ 90%, Table 

S3.3), when growth of aqueous films have been observed to occlude stomatal pores (Grantz 

et al., 2018). Heterogeneous hydrolysis of NO2 would be expected to proceed on foliar as 

well as other surfaces under these conditions. Thoene et al. (1996) monitor NO2 uptake to 

Norway Spruce (Picea abies) using a branch enclosure and note positive correlation of 

NO2 uptake to daytime RH between 5% to 60% that cannot be explained by changes in 

stomatal conductance, proposing thin water films forming on needle surfaces as a plausible 

explanation. Nocturnal uptake of NO2 to urban-influenced vegetated surfaces through a 

mechanism involving HONO production has been implicated in the field on several 

occasions (Harrison and Kitto, 1994; Ren et al., 2020; Stutz et al., 2002), including the RH 

dependence of this NO2 reactive uptake (Stutz et al., 2004; VandenBoer et al., 2013). 

We compare the efficiency of NO2 uptake to both non-foliar and foliar surfaces by 

compiling NO2 uptake coefficients 𝛾𝑁𝑂2 inferred from literature values of surface-specific 

(leaf-level) deposition velocities Vd
surf (Table S3.2). All surface-specific NO2 deposition 

velocities were obtained from chamber studies with the exception of uptake to snow which 

was inferred from the eddy covariance method. Values of leaf-level Vd
surf

 for both 

deciduous and coniferous species were averaged across periods of minimum stomatal 

conductance resulting from the absence of PAR or the influence of ABA, and are 

interpreted herein for the purpose of computing resulting 𝛾𝑁𝑂2 as non-stomatal. Surface 

areas used in flux normalization are reported when available and care must be taken when 

comparing surface-specific Vd
surf and 𝛾𝑁𝑂2 as various surface area indices are used (i.e., 

planar, geometric, LAI, and total leaf area). Indeed, some studies report Vd
surf to coniferous 

species normalized to total leaf area (Breuninger et al., 2013; Hanson et al., 1989) as 

stomata are distributed across the whole needle surface (amphistomatic), while others 

normalize to projected LAI as is routinely done for deciduous leaves which generally have 

stomata on the lower (abaxial) leaf surface; failing to recognize this difference would result 

in a misrepresentation of Vd
surf by a factor of ca. 2.7 for coniferous species (Riederer et al., 

1988).  

Inferred values of 𝛾𝑁𝑂2 in Table S3.2 fall within the range of values expected for 

uptake due to NO2 heterogenous hydrolysis, generally 10-6 to 10-5, supporting the 
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possibility that R3.1 is the predominant mechanism driving uptake to both the non-foliar 

and dark/ABA influenced foliar surfaces presented. Three features stand out in the 

tabulated values of Vd
surf and 𝛾𝑁𝑂2 presented in Table S3.2. First, an apparent dependence 

on surface moisture. Teflon, a hydrophobic and inert material, exhibits negligible uptake 

(albeit at an unknown RH), while large RH dependence is seen for uptake to tree bark, 

wood board, and wool carpet. The RH dependence of uptake to bark and wool is similar to 

the factor of two increase in 𝛾𝑔,𝑁𝑂2 between RH 50% – 100% (3.13), while for foliar 

surfaces which have more accurately quantified surface areas, normalized uptake was not 

observed to exceed that of a planar surface of distilled water (discussed further below).  

Secondly, surface area available for heterogeneous reaction has direct influence on 

resulting material-specific uptake, as expected for a collision-limited heterogeneous 

process such as R3.1. Surfaces with complex and undetermined microscopic surface areas 

(i.e., bark, wool carpet, forest floors, and snow) exhibit much higher Vd
surf and resulting 

𝛾𝑁𝑂2— a factor of 3 to 30 larger than to surfaces normalized by accurate predictions of 

available surface area (i.e., bulk water and foliar). This increased uptake to convoluted 

surfaces could be an indirect measure of the total microscopic surface area available for 

reaction, thus highlighting the utility of using field-derived uptake coefficients in 

parameterizing dry deposition models. Thirdly, an interesting feature stands out between 

NO2 uptake to coniferous vs. deciduous leaves when stomatal aperture is at a minimum. 

Normalized by LAI, Vd
surf and inferred 𝛾𝑁𝑂2 to coniferous species are on average 2.7x 

larger than to deciduous species, a factor equal to the ratio of ‘total needle surface area to 

projected LAI’ (Riederer et al., 1988). Since coniferous needles have stomata distributed 

across the entire leaf surface, whereas most deciduous trees have stomata located on the 

lower (abaxial) leaf surface and a thicker hydrophobic wax cuticle on the upper (adaxial) 

leaf surface, the 2.7-fold larger uptake to LAI normalized coniferous species may reflect 

the absence of thin water films on the adaxial surface of deciduous leaves. These inferences 

are consistent with the work of Summer et al. (2004) where similar rates of NO2 

heterogeneous hydrolysis across a variety of hydrophilic and hydrophobic surfaces were 

understood in the context of available surface areas supporting thin water films.  



100 
 

 

Surface area also plays an important role in trace gas uptake within the interior of 

leaves. Nobel et al. (1975) found that a 4-fold increase in CO2 uptake per unit LAI between 

shade and sun leaves of the deciduous species ‘Creeping Charlie’ (Plectranthus 

parviflorus) can be explained by the corresponding increase in mesophyll cell surface area 

per unit LAI (Ames/LAI), and that internal leaf resistance to CO2 per unit area of mesophyll 

cells remained constant. To our knowledge, no such analysis has been conducted for foliar 

uptake of NO2. Delaria et al. (2020) provide estimates of mesophilic resistance (rm) of NO2 

to six coniferous and four deciduous tree species native to California, with values of rm 

ranging between 20 s m-1 to 130 s m-1 (median: 48 s m-1, mean: 57 s m-1) per unit LAI, 

which at the forest canopy scale would represent a small (< 5%) and modest (ca. 15%) 

fraction of bulk canopy Rc(NO2) for nighttime and daytime conditions at Harvard Forest, 

respectively, during summer (Fig. S3.8 & Table S3.3). Nonetheless, using the Ames/LAI 

value of 50 corresponding to deciduous sun leaves from Nobel et al. (1975) and the NO2 

uptake coefficient to distilled water of 2.3 x 10-6 (Table S3.2), an estimate of rm due to 

uptake on moist intercellular leaf surfaces is ca. 100 s m-1. This suggests, on average, an 

additional pathway for NO2 uptake to leaf interiors with a resistance on the order of 100 s 

m-1
 is acting in parallel to reaction R3.1, such as NO2 scavenging by apoplastic antioxidants 

(Farvardin et al., 2020; Msibi et al., 1993; Ramge et al., 1993; Teklemariam and Sparks, 

2006). However, the assumption that the ratio Ames/LAI = 50 is representative and constant 

across the species examined by Delaria et al. (2020) is a generalized approximation and 

further work is required to understand the mechanisms driving intra- and interspecies 

variability in rm. Future leaf-level study into the mechanism of foliar NO2 uptake would 

benefit from consideration of Ames/LAI as well as apoplastic antioxidant concentrations. 

3.4.3.5 Bottom-up Estimates of Nocturnal Vd(NO2) at the HFEMS  

Surface-specific NO2 uptake coefficients (𝛾𝑁𝑂2) to both foliar and non-foliar forest 

elements (Table S3.2) facilitate bottom-up estimates of nocturnal bulk canopy Rc(NO2) and 

resulting Vd(NO2) to forest environments when corresponding surface area scale factors 

(i.e., DLAI, CLAI, and STAI) and meteorological data (i.e., wind speed, friction velocity, 

temperature, and RH) are available. Bottom-up estimates of nocturnal Rc(NO2) for Harvard 
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Forest were computed as parallel contributions of uptake to leaves, bark, and the forest 

floor: 

𝑅𝑐(𝑁𝑂2) =  [1 𝑟𝑙𝑒𝑎𝑓 + 1 𝑟𝑏𝑎𝑟𝑘⁄ + 1 (𝑟𝑎 + 𝑟𝑓𝑙𝑜𝑜𝑟) ⁄⁄ ]
−1
                                        (3.14)  

where in-canopy aerodynamic resistance ra was computed according to Zhang et al. (2003) 

as a prescribed land-type specific value with LAI and friction velocity (u*) dependence (see 

Table S3.3). NO2 uptake to snow is ca. 1/3 that of the forest floor (Table S3.2) and we 

make the assumption that the forest floor is snow covered in winter months (DJFM) when 

ambient temperature is below 0°C. Fig. 3.3 depicts monthly estimates of nocturnal 

component resistances (rc) and resulting bottom-up bulk-canopy Rc(NO2) following 3.14 

and Vd(NO2) following 3.2. Also depicted are monthly estimates of top-down Rc(NO2) from 

rhyd following 3.12 and resulting Vd(NO2) following 3.2. Due to the compensating seasonal 

contributions of rleaf and rfloor to total NO2 deposition, bottom-up nocturnal Vd(NO2) shows 

little seasonality and is in the range of eddy covariance inferred Vd(NO2) (ca. 0.2–0.3 cm s-

1) observed from spring through fall. Bottom-up and top-down estimates of Vd(NO2) agree 

to within 17% over the twelve month period when top-down Vd(NO2) is computed using α 

= 2, diverging to 83% difference using α = 1. Computing NO2 uptake to bark using the 

lower (dry) uptake coefficient of 𝛾𝑁𝑂2
𝑏𝑎𝑟𝑘 = 5.0 x 10-6 from Table S3.2 results in bark/twig 

surfaces contributing about half of total nocturnal canopy dry deposition of NO2. Although 

this chamber-measured uptake coefficient to bark is in line with additional observations of 

uptake to coarse wood board for RH > 50% (Table S3.2), uncertainty exists in the 

applicability of this single value of 𝛾𝑁𝑂2
𝑏𝑎𝑟𝑘 to all stem and twig surfaces of the canopy—

specifically, RH-dependence and microscopic surface area variation are absent. A 

sensitivity test involving a 50% reduction in 𝛾𝑁𝑂2
𝑏𝑎𝑟𝑘 to 2.5 x 10-6 increases 𝑟 𝑐

𝑏𝑎𝑟𝑘  to 1.5–1.6 

x 103 s m-1, reducing canopy uptake to bark surfaces from 47% to 31% over all seasons 

(data not shown). Resulting bottom-up Vd(NO2) (seasonal mean of 0.22 cm s-1) is still 

within the range of eddy covariance inferred values (Fig. 3.2) and in better agreement with 

top-down estimates. 

These simple estimates of bottom-up bulk canopy Vd(NO2) provide a useful sanity 

check on eddy covariance inferred values and are a starting point for a mechanistic  
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Figure 3.3: (TOP) Component canopy resistances rc for nocturnal NO2 uptake to leaves, 

bark, and the forest floor at Harvard Forest, and resulting ‘bottom-up’ bulk-canopy Rc. Also 

included are ‘top-down’ optimized bulk canopy resistances rhyd. (BOTTOM) Resulting 

‘bottom-up’ and ‘top-down’ canopy-scale deposition velocities Vd(NO2), including 

fractional contributions of leaf, bark, and forest floor surfaces to total canopy NO2 uptake. 

Monthly values of resistances, deposition velocities, and meteorological inputs are 

included in Table S3.3.  
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explanation of the lack of seasonality in inferred nocturnal Vd(NO2), namely, from a 

buffering of available forest surface area for uptake of above-canopy NO2 across seasons. 

3.4.3.6 HONO Emission from NO2 Dry Deposition 

Given the evidence for heterogeneous reaction of NO2 on ground surfaces being the 

dominant source of near-surface nocturnal HONO outside of proximity to primary 

emissions (Ren et al., 2020; VandenBoer et al., 2013; Wong et al., 2011), recent 

implementation of R3.1 into CTMs was motivated by efforts to address widespread 

underestimates in simulated HONO mixing ratios. CTMs with representation of this 

mechanism include the Community Multiscale Air Quality (CMAQ) model (Czader et al., 

2012; Gonçalves et al., 2012; Sarwar et al., 2008; Zhang et al., 2012b) and Weather 

Research and Forecasting model coupled with Chemistry (WRF-Chem) (Li et al., 2010; 

Zhang et al., 2016). To date, these implementations have followed a collision-limited 

heterogeneous rate constant 𝑘ℎ𝑒𝑡 for ground surface NO2 uptake: 

𝑘ℎ𝑒𝑡 = 
 𝛾𝑁𝑂2 𝑣𝑡̅

4
 (
𝑆𝑔

𝑉
)                                                            (3.15) 

where 𝑘ℎ𝑒𝑡 [s-1] describes the first-order loss of NO2 from the CTM’s lowest level. 

Following R3.1, the rate of production of HONO would require 𝑘ℎ𝑒𝑡 to be scaled by a 

factor of ½. Sg/V is the surface area density of ground surface elements within the lowest 

model level. In lab studies, S/V ratios may be computed from the geometry of well mixed 

reaction vessels; in the field, Sg/V ratios are land-type specific and dependent on 

atmospheric stability. Models often parameterize Sg/V for foliar surfaces as 2LAI/H, where 

H is the height of the lowest model level (ca. 17 m for CMAQ and 30 m for WRF-Chem) 

and both sides of deciduous leaves are assumed to support aqueous films sufficient for R3.1 

to proceed. As discussed in section 3.4.3.4, the upper (adaxial) surface of deciduous leaves 

may not support sufficient water at humidities below saturation. The accurate 

determination of complex microscopic surface area of natural (and indoor) surfaces, 

together with dynamic turbulence conditions, renders Sg/V a difficult parameter to pin-

down.  
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Implementing reaction R3.1 on the ground surface via 3.15 neglects aerodynamic 

(Ra) and diffusive (Rb) transport terms, a reasonable assumption if Ra + Rb << Rc. Nocturnal 

median Rc(NO2) updated herein over Harvard Forest was found to be ca. 370 s m-1 for 𝛼 = 

2—much greater than either the nocturnal median Ra(29 m) of 22 s m-1 or Rb(NO2) of 18 s 

m-1 (Fig. S3.8). Continuing to reference Ra from the 29 m reference height at the HFEMS, 

ca. 9% of Ra(29m) > 100 s m-1 and 4% of Ra(29m) > 400 s m-1
 across hourly observations 

from June–November 2000 (Fig. S3.4); neglecting Ra under these conditions yields 

overestimates in resulting Vd(NO2) of 30% and 100%, respectively. Referencing Ra from 

the center of GEOS-Chem’s lowest model level (ca. 60 m) results in 14% of Ra(60 m) > 

100 s m-1 and 6% of Ra(60 m) > 400 s m-1. Considering the large range of Ra in global 

CTMs due to variability in surface roughness conditions and diabatic stabilities, with 

frequent occurrences of Ra > 1000 s m-1 under very stable nocturnal conditions (Toyota et 

al., 2016), implementation of R3.1 into global CTMs favours the approach developed 

herein where ground surface hydrolysis of NO2 is treated in the context of a resistance-in-

series dry deposition parameterization. Study of reactive uptake of gasses to indoor 

surfaces has found a transport-limited rate (i.e., Rc may be neglected) when 𝛾 > ~ 3x10-4 

for typical indoor turbulence conditions, and a collision-limited rate (i.e., Ra + Rb may be 

neglected) when 𝛾 < ~ 5x10-7
 (Cano-Ruiz et al., 1993)—the 𝛾𝑔,𝑁𝑂2 values for R3.1 are 

intermediate between these regimes, thus supporting the inclusion of both transport and 

surface uptake resistances. 

Although the focus of this work is on the effect that R3.1 has on Vd(NO2), there is 

much interest in an accurate HONO simulation given that the nocturnal build-up of  

HONO, both in near-surface air and on deposition surfaces, results in an early morning 

burst of OH and NO radicals as HONO photolyzes (Finlayson-Pitts, 2009; Ren et al., 

2020), initiating photochemistry prior to other HOx precursors (Platt et al., 1980). The 

effect of updates to Vd(NO2) via R3.1 on the HONO simulation in GEOS-Chem is the 

subject of Chapter 4 of this thesis. 

3.4.4 Evaluation of Parameterized Vd(NOy ) 

The utility of the HFEMS for evaluating parameterizations of atmosphere-surface 

exchange stems from the extensive datasets of meteorological, phenological, and trace gas 
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observations spanning many months to years at high temporal (hourly) resolution. Of 

particular interest for the evaluation of simulated Vd(NOy) is the period from June–

November 2000, when hourly observations of above-canopy HNO3 concentration—a 

significant contributor to NOy dry deposition at this location (Horii et al., 2005)—was 

added to the suit of long-term measurements which include hourly concentrations of total 

NOy and component species NO, NO2, and PAN alongside hourly measurements of eddy 

covariance NOy flux (Fig. S3.7). Fig. 3.4 (top) shows a smoothed diel climatology of total 

NOy, NO, NO2, HNO3 and PAN, averaged across June–November 2000–2002. Also 

depicted is inferred NOy calculated from the sum of aforementioned component species. 

Fig. 3.4 (middle) depicts species-specific fractional contributions to measured NOy. On 

average, NOy inferred from the sum of measured component species is 77% of measured 

NOy, with component species contributing 48% (NO2), 16% (HNO3), 8% (PAN), and 4% 

(NO) to measured NOy. As discussed in Horii et al., (2005), the HFEMS is influenced by 

two predominant airmasses: (i) northwesterly flow which brings cool, dry, and less polluted 

air with an NOy concentration budget that is mostly closed by NOx, HNO3, and PAN, and 

(ii) southwesterly flow consisting of warmer, humid, and significantly more polluted air 

wherein up to 50% of the NOy budget remains unaccounted for, although the rank of 

measured contributions remains in the order NO2 > HNO3 > PAN > NO. The flux budget 

analysis of Horii et al., (2005) in their initial presentation of this dataset supported the 

presence of an unidentified rapidly depositing NOy species in southwesterly flows, 

corroborating estimates that alkyl nitrates resulting from oxidation of biogenic isoprene 

and monoterpenes in the presence of NOx could contribute up to 25% of summertime NOy 

deposition at the HFEMS (Munger et al., 1998). 

To compare to Vd(NOy) inferred from measured fluxes, we compute simulated 

deposition velocities Vd,sim(NOy) from a linear combination of parameterized component 

deposition velocities Vd(xi) weighed by species-specific concentration fractions  (Michou 

et al., 2005; Wu et al., 2011): 

𝑉𝑑,𝑠𝑖𝑚(𝑁𝑂𝑦) =  
∑ [𝑥𝑖] 𝑉𝑑(𝑥𝑖)𝑖

∑ [𝑥𝑖]𝑖
                                                       (3.16)    
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Figure 3.4: (TOP) Diel climatology of observed NOy and component species NO2, HNO3, 

PAN, and NO measured at Harvard Forest, MA, U.S., between June–November 2000–

2002. Solid lines depict a smoothing spline fit to hourly mean concentrations (dotted). Also 

shown is the sum of smoothed NOy component species concentrations. (MIDDLE) 

Fractional contributions of NOy component species to measured NOy computed from ratios 

of smoothed diel mean concentrations (top panel). Shown are individual NOy species 

fractions (colored, as above), and sum of species fractions (dashed, black). (BOTTOM) 

Fraction of hourly component NOy species concentrations (colored, as above) that are 

inferred (equation 3.17) as a gap-filling strategy in the calculated Vd(NOy) hourly time 

series (equation 3.16) spanning June–November 2000.  

 



107 
 

 

However, due to the large number of coincident hourly observations required for the 

comparison, only 19 coincident hourly values exist across the entire data set consisting of 

over 2000 hourly measurements of Vd(NOy) from June–November 2000. For this reason, a 

gap-filling method is employed to estimate date (d) and hour (h) specific missing NOy 

component concentrations [𝑥𝑖]𝑑,ℎ
𝑖𝑛𝑓𝑒𝑟

 of NO2, NO, HNO3, and PAN from measured NOy: 

[𝑥𝑖]𝑑,ℎ
𝑖𝑛𝑓𝑒𝑟

= (
[𝑥𝑖]̅̅ ̅̅ ̅

ℎ
𝑚𝑒𝑎𝑠

[𝑁𝑂𝑦]
̅̅ ̅̅ ̅̅ ̅̅

ℎ

𝑚𝑒𝑎𝑠)
𝑐𝑙𝑖𝑚

[𝑁𝑂𝑦]𝑑,ℎ
𝑚𝑒𝑎𝑠

                                           (3.17)       

where the diel climatology of component fractions [𝑥𝑖]̅̅ ̅̅ ̅ℎ
𝑚𝑒𝑎𝑠 [𝑁𝑂𝑦]

̅̅ ̅̅ ̅̅ ̅̅
ℎ

𝑚𝑒𝑎𝑠
⁄ , depicted in Fig. 

3.4, are computed over June–November 2000–2002 and subjected to a smoothing spline 

fit. This method of gap-filling was employed by Wu et al., (2005) in their application of 

this dataset to evaluate simulated NOy deposition velocities from the WRF-Chem and 

NOAH-GEM dry deposition modules—a difference being that herein we compute 

component fractions as the ratio of smoothed means rather than the mean of ratios to reduce 

the effect of outliers (data not shown). The fraction of inferred species-specific hourly 

concentrations for the study period is depicted in Fig. 3.4. A high fraction of inferred values 

for PAN results from the absence of hourly observations for August–November 2000, thus 

relying on years 2001–2002 to inform the climatology for use in 3.17 (Fig. S3.7). HNO3 is 

also inferred to a large degree; although hourly concentrations were measured fairly 

consistently from June–November 2000, monthly coverage was only about 20% (Fig. 

S3.7). 

 Figure 3.5 depicts simulated diel mean deposition velocities for HNO3, PAN, and 

NO2 over Harvard Forest, aggregated from hourly values computed using observed 

meteorological (Fig. S3.2) and phenological (LAI) (Fig. S3.1) inputs. Simulated 

component resistances Ra, Rb, and Rc for HNO3, NO2, and PAN are depicted in Fig. S3.8. 

Shown for Vd(HNO3) include parameterizations P2 (base GEOS-Chem with Ra(29m)), P3 

(RSL corrections to Ra(29m) assuming u(zo)>0 m/s), and P5 (improved calculation of 

molecular diffusivity). The small increase in daytime Ra of ca. 15% due to the incorporation 

of the effects of the RSL according to equation 3.S10 in the supplemental material results 

in a small (ca. 7%), yet significant (p<0.05) decrease in daytime Vd(HNO3)—a slightly  
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Figure 3.5: Simulated diel mean deposition velocities for HNO3, PAN, and NO2 over 

Harvard Forest (June–November 2000). Diel mean values are from a continuous hourly 

dataset computed with observed meteorological and phenological (e.g. LAI, zo) inputs. 

Depicted parameterizations from Table 3.1 include: P2, P3, P5’s effect on quasi-laminar 

sublayer resistance Rb and resistance to stomatal uptake rs, and P8’s effect on Vd(NO2) and 

Vd(PAN). Dotted lines depict P8 Vd referenced from the center of GEOS-Chem’s lowest 

grid box (~60 m agl) instead of measurement height (29 m). Changes in component 

resistances Ra, Rb, and Rc are shown in Fig. S3.8. 
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greater change than observed over Talladega National Forest (section 3.4.1, Table 3.2) 

where the higher relative measurement height (2 hc vs 1.5 hc at HFEMS) would reduce the 

effects of the RSL on Ra. P3 has a reduced effect on nocturnal Vd(HNO3) resulting from 

the lower depth of influence of the RSL under stable conditions. Due to the low aqueous 

solubility of NO2 and PAN, Rc is the dominant term in the resistance pathway for these 

species (Fig. S3.8) outside of very stable nocturnal conditions (Fig. S3.4); accordingly, 

RSL corrections to Ra have negligible influence on resulting deposition velocities for these 

species. Large reductions in simulated Vd(HNO3) are seen for P5, where the use of accurate 

molecular diffusivities results in a significant increase to Rb(HNO3) of ca. 95%. Increases 

in Rb(NO2) and Rb(PAN) of ca. 60% and 110%, respectively, result in insignificant 

reductions to Vd(NO2) across all times of day and small reductions in daytime Vd(PAN) of 

7% due to the dominant contributions of Rc for these species (Fig. S3.8). In addition, due 

to the dependence of trace gas specific stomatal conductance on the ratio of molecular 

diffusivities 𝐷𝑥 𝐷𝐻2𝑂⁄ , further reductions are seen in daytime mean Vd of up to 13% and 

32% for NO2 and PAN, respectively. At night when stomates are assumed to be closed (rs 

> 104 s m-1), non-stomatal branches of Rc become limiting, reducing the effects of updates 

to molecular diffusivity for species of low aqueous solubility. Included in Fig. 3.5 for 

simulated Vd(NO2) is the effect of replacing the non-stomatal branch of Rc with rhyd 

according to 3.12, resulting in large increases in nocturnal Vd(NO2) from a negligibly small 

value of 0.04 cm s-1 in the P5 parameterization. The relative increase in daytime Vd(NO2) 

is much less (24% for α = 2) due to competing stomatal uptake, however, enough to restore 

peak daytime Vd(NO2) to P2-base levels. The reduced diurnal variability in simulated 

Vd(NO2) for parameterization P8, ca. 4-fold compared to 20-fold for P2, is consistent with 

diurnal cycles in Vd(NO2) inferred from canopy-scale observations where daytime values 

are on the order of 2–7x larger than at night (Eugster and Hesterberg, 1996; Hanson and 

Linderg, 1991; Plake et al., 2015; Rondón et al., 1993; Stella et al., 2013; Walton et al., 

1997). Greater diurnal variation is seen in leaf-level uptake, with daytime deposition 

velocities ca. 10-fold larger on average than in the absence of photosynthetically active 

radiation (Delaria et al., 2020, 2018).  

Turnipseed et al. (2006) present eddy covariance flux observations of PAN over a 

coniferous forest ecosystem, noting significant nocturnal non-stomatal uptake increasing 
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when surfaces are wet, and that the assumption of negligible non-stomatal loss in the 

Wesely 1989 parameterization appears to be in contradiction to a growing body of evidence 

suggesting nighttime deposition of PAN. We therefore implement the recommended 

empirical updates developed by Turnipseed et al. (2006) into parameterization P8, which 

include replacing the non-stomatal resistance to cuticular deposition (rlu in 3.5) with 250 s 

m-1
 to dry surfaces and 125 s m-1 to wet surfaces, scaled by the ratio LAIHFEMS / 3.5, where 

3.5 m2 m-2 was the LAI at the study site. Turnipseed et al. (2006) define the surface as wet 

during and immediately following precipitation events, or when ambient RH > 96%; 

herein, we define the canopy as wet when RH > 96%. It is noted that this empirical update 

is not mechanistically based, nor is it clear as to the general applicability to other land 

types. As is often the case in parameterizations of dry deposition, further study across many 

land-types and seasons is warranted. The update to non-stomatal uptake of PAN reduces 

median nocturnal Rc(PAN) from ca. 1000 s m-1 to 200 s m-1 (Fig. S3.8), resulting in an 

increase to Vd(PAN) of ca. 2.5x at night, and 60% during the day (Fig. 3.5). As is the case 

with NO2, recent chamber studies of foliar uptake of PAN both question (Place et al., 2020) 

and support (Sun et al., 2016) the role of non-stomatal deposition, rendering dry deposition 

of PAN an active area of research. 

Stomatal conductance in GEOS-Chem, and other large scale CTMs, is dependent 

on land type, temperature, and solar radiation. Long-term ozone-meteorology correlations 

(Kavassalis and Murphy, 2017) and recent leaf-level NO2 uptake observations (Delaria et 

al., 2020) have highlighted the importance of representing water vapor pressure deficit and 

soil moisture, respectfully, in parameterizations of stomatal conductance in dry deposition 

algorithms. Recent model intercomparison studies examining the influence of these 

hydrometeorological variables on stomatal conductance, deposition velocities, and surface 

trace gas concentrations (Delaria and Cohen, 2020; Wong et al., 2019) corroborate calls to 

include response functions for these variables in parameterizations of stomatal 

conductance, as is done in the generalized bulk surface resistance scheme of Zhang 2003. 

We have not included these recommendations herein, but note the 20–30% reduction in 

July mean daytime Vd(O3) over the Northeastern U.S. depicted in Wong et al., (2019) 

resulting from the implementation of the Zhang 2003 surface resistance scheme into 

GEOS-Chem.       
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As previously discussed in section 3.4.1, studies comparing CTM-simulated 

deposition velocities to measurement-inferred values often reference Ra from CTM grid-

box-center instead of measurement height (Clifton et al., 2017; Nguyen et al., 2015; 

Nowlan et al., 2014; Silva and Heald, 2018). Increases in Ra when referenced from the 

center of GEOS-Chem’s lowest level (ca. 60 m) instead of the 29 m measurement height 

over Harvard Forest results in moderate, although significant (p<0.05), reductions in 

simulated Vd(HNO3) of 10% (daytime) to 20% (nighttime), as depicted in Fig. 3.5. 

However, these moderate increases in Ra are insufficient to cause significant change to 

either Vd(PAN) or Vd(NO2) which deposit under Rc control.  

Observations of hourly above-canopy NOy fluxes at the HFEMS are mostly 

downward (>99%, Fig. S3.9), regardless of adjustment for soil-emitted NO. Figure 3.6 

depicts eddy covariance inferred diel mean Vd(NOy) alongside simulated (3.16) values for 

parameterizations P2, P5, and P8. Inferred Vd(NOy) was calculated from observed Vex(NOy) 

(Fig. S3.9) adjusted for estimates of soil-emitted NO ventilating the canopy as NO2, 

analogous to Vd(NO2) in 3.8. As seen in Fig. 3.6, soil-NO corrections to observed Vex(NOy) 

result in small increases to inferred Vd(NOy)—ca. 9% for parameterizations P2 and P5 

reducing to ca. 4% for P8 due to a simulated increase in the canopy reduction factor (3.10, 

Fig. S3.6) from updates to non-stomatal NO2 uptake. By far the largest contributor to 

simulated Vd(NOy) is HNO3, contributing over 75% to 24-hr NOy flux for parameterization 

P2 (Table 3.4). Despite significant nocturnal mean NO2 concentrations of over 3 ppb (Fig. 

3.4), NO2 makes near-negligible contributions to nocturnal Vd(NOy) in parameterizations 

P2 and P5. Updates to the parameterization of molecular diffusivity (P5) results in large 

reductions in simulated Vd(NOy) and resulting 24-hr depositional flux (26% reduction, 

Table 3.4) due to large reductions in Vd(HNO3), exposing a morning peak in inferred 

Vd(NOy) which simulated values fail to capture. By monitoring the rate of change of 

vertically-integrated in-canopy concentration profiles, Munger et al. (1996) showed that 

canopy storage contributions to above-canopy NOx and O3 fluxes were small at Harvard 

Forest, however, as noted by Horii et al. (2005), NOy fluxes measured at the HFEMS did 

not include a storage term as canopy vertical profiles of NOy were not available. Geddes et 

al. (2014) measured eddy covariance fluxes of NOy, NO, and NO2 above two midlatitude 

mixed hardwood forests and noted problematic interpretation of NOy fluxes between the  
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Table 3.4: Inferred mean fluxes of NOy and measured component species over Harvard 

Forest. 

Parameterization  Flux [ngN m-2 s-1](a) 

 HNO3 NO2 PAN NOy
(b) 

P2 19 ± 24 4.4 ± 7.1 1.1 ± 1.4 25 ± 30 

P3, Ra update 18 ± 22 4.3 ± 7.0 1.1 ± 1.5 23 ± 29 

P5, D update 13 ± 16 3.7 ± 5.9 0.7 ± 0.9 17 ± 21 

P7, Rc(NO2), α = 2 13 ± 16 5.8 ± 7.4 0.7 ± 0.9 19 ± 22 

P8, Rc(PAN) 13 ± 16 5.8 ± 7.4 1.3 ± 1.4 20 ± 23 
(a) 24 hr mean (± σ) fluxes inferred from the product of simulated Vd(x) and gap-filled  

  measured concentrations over June – November 2000. 
(b) inferred NOy flux from the sum of inferred component HNO3, NO2, and PAN. 

 

hours 07:30 – 11:00 LST due to suspected canopy storage contributions. Due to the absence 

of in-canopy NOy measurements from which to evaluate canopy storage, Geddes et al. 

(2014) considered observations of above-canopy NOy flux unrepresentative of the 

depositional flux over this timeframe and excluded observations during these hours from 

analysis. The anomalous morning peak in eddy covariance inferred Vd(NOy) depicted in 

Fig. 3.6 could, in part, be due to canopy storage contributions at Harvard Forest. It is also 

possible that the morning low bias in simulated Vd(NOy) results from heavy reliance on the 

climatological diel profile of HNO3 (Fig. 3.4) due to the paucity of hourly HNO3 

observations (Fig. S3.7). It is conceivable that mixing down of rapidly depositing NOy 

species (i.e., HNO3 or organic nitrates) as growth of the morning boundary layer erodes 

the residual layer above could induce a downward spike in above-canopy NOy flux. Future 

analysis of this measurement-model discrepancy would benefit from in-canopy vertical 

profiles of NOy and component species at hourly resolution. Updates to non-stomatal 

deposition of NO2 and PAN in parameterization P8 result in noticeable increases in 

simulated Vd(NOy) and an 18% increase in inferred 24-hr NOy flux due to large increases 

in inferred dry deposition of NO2 (56%) and PAN (85%) (Table 3.4).  

 Also depicted in Fig. 3.6 is the effect on eddy covariance inferred Vd(NOy) from a 

maximum estimate of emitted HONO due to the heterogeneous hydrolysis of NO2 (R3.1) 

on deposition surfaces. Assuming complete HONO emission to the gas phase, and 

subsequent ventilation from the canopy, results in a 4% increase in eddy covariance 

inferred Vd(NOy). Uncertainties exist around the nature of the dynamic equilibrium that  
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Figure 3.6: Diel NOy deposition velocity Vd(NOy) climatology over Harvard Forest (June–

November 2000). Observed mean Vex(NOy) (grey) is depicted with estimated contributions 

to Vd(NOy) from soil NOx (white) and HONO (black) emission. Simulated Vd(NOy) are 

depicted as the sum of contributing NOy components: NO2 (red), HNO3 (green), and PAN 

(blue) for three simulation types: (Top) base (P2), (Middle) updated Ra and diffusivity D 

(P5), and (Bottom) updated Rc(NO2) and Rc(PAN) (P8). 
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establishes between evolved and adsorbed HONO (Collins et al., 2018; Harrison et al., 

1996; Lee, 2012; Spicer et al., 1993; Wojtal et al., 2011) and implications of a nocturnal 

reservoir of deposited HONO as a  daytime source of HONO to the atmospheric surface 

layer (He et al., 2006; Ren et al., 2020; VandenBoer et al., 2014, 2015). Lee et al. (2012) 

monitor near continuous above-canopy NO2 and HONO concentrations and eddy 

covariance fluxes at the HFEMS during 2011 and find nocturnal enhancements in HONO 

concomitant with NO2, especially at elevated concentrations. Neither upward nor 

downward fluxes of HONO were observed, suggestive of establishment of dynamic 

equilibrium between HONO emission and deposition at the HFEMS where perturbation 

fluxes are below detection limits. Measurements of HONO and NO2 fluxes over grassland 

and sugar beet surfaces have highlighted the bi-directional nature of HONO exchange—

HONO emission was found to dominate the bi-directional flux under elevated NO2 

concentrations (ca. >10 ppb for the land-types studied) while deposition was noted to be 

dominant at lower ambient NO2 concentrations (Harrison et al., 1996; Harrison and Kitto, 

1994). The diel flux behaviour of HONO is likely multifactorial, depending on land-type, 

meteorology, and trace gas and particulate concentrations (Pusede et al., 2015a; 

VandenBoer et al., 2015). The absence of significant fluxes of HONO at the HFEMS noted 

by Lee et al. (2012), despite observed downward nocturnal fluxes of NO2 and nocturnal 

enhancement of HONO, does not exclude NO2 heterogeneous hydrolysis as a precursor for 

HONO, rather, indicates the importance of deposition and re-emission processes from 

canopy surfaces which may dominate HONO behaviour at rural forest sites (Ren et al., 

2011, 2020; Sörgel et al., 2011; Zhou et al., 2002) in the absence of strong pulses of ambient 

NO2 perturbing the dynamic equilibrium between adsorbed and gas phase HONO—as is 

routinely observed in laboratory studies (Finlayson-Pitts et al., 2003; Spicer et al., 1993).  

Figure 3.7 compares inferred diel mean Vd(NOy) with simulated values according 

to parameterization P8 which includes all updates discussed herein (Table 3.1). Inferred 

Vd(NOy) was corrected for soil-emitted NO but not for potential HONO emission given the 

findings of Lee et al. (2012). Also depicted for inferred Vd(NOy) are diel medians and ratios 

of ‘mean flux–to–mean concentration’ (−𝐹𝑁𝑂𝑦
̅̅ ̅̅ ̅̅   [𝑁𝑂𝑦]

̅̅ ̅̅ ̅̅ ̅̅⁄ ). As with our analysis of Vd(NO2), 

we restrict our comparison to aggregate values of Vd(NOy) in order to reduce the effects of  
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Figure 3.7: Diel NOy deposition velocity Vd(NOy) climatology over Harvard Forest (June–

November 2000). Measured Vd(NOy) is depicted in black as mean (—), median (+), and 

ratio of ‘mean NOy flux–to–mean NOy concentration’ (*). Simulated mean Vd(NOy) 

(coincidently sampled with hourly obs.) is shown in green for an optimized simulation 

(Table 3.1, P8). Standard deviations about corresponding mean values are depicted as 

shaded areas. Also depicted are the number of hourly values contributing to mean 

quantities (black dotted), and an inset quantifying normalized mean bias (NMB) between 

measured and simulated mean Vd(NOy) with the number of contributing hourly 

observations tabulated (N). 

 

random variability as is commonly done in comparison of eddy covariance inferred 

exchange velocities with parameterized values (Clifton et al., 2017; Eugster and 

Hesterberg, 1996; Turnipseed et al., 2006). By randomly sampling a cumulative number of 
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days over 104 iterations, we find that R2 and NMB between eddy covariance inferred and 

simulated Vd(NOy) stabilize after ca. 30 days of observation (Fig. S3.10), converging to 

0.9, and -17%, respectively, after the 110 days of observation available for this dataset 

between June–November 2000. The large number of days required for stabilization of 

model-measurement comparison could result from the high fraction of inferred 

concentrations of HNO3 (Fig. 3.4)—the main contributor to Vd(NOy)—along with the 

incomplete closure of the NOy budget. As seen from Fig. 3.7, a moderate underestimate of 

17% exists in simulated Vd(NOy), with a slightly higher daytime bias (-18%) than at night 

(-10%). Excluding the period from 07:00–11:00 reduces the daytime bias in simulated 

Vd(NOy) to -12%, and 24-hr bias to -13%. As previously mentioned, the NOy concentration 

budget at the HFEMS is closed to 77% on average from observations of NOx, HNO3, and 

PAN. Horii et al. (2005) provide evidence of a rapidly depositing unidentified NOy species 

at this site, especially under southwesterly flow, and speculate the unidentified NOy species 

as organic nitrates.  

 

3.5 Conclusions 

Extraction of the trace gas dry deposition algorithm from GEOS-Chem and implementation 

to run offline in single point mode enabled detailed evaluation of various branches of the 

algorithm against eddy covariance inferred deposition velocities over two North American 

forest ecosystems. Observations of deposition velocities for species that deposit under 

dynamical control (i.e., nominally small Rc) facilitated the identification of a large high 

bias in the parameterization of molecular diffusivity in GEOS-Chem, which after 

correction resulted in improved representation of simulated Vd(NOy) to an extensive dataset 

spanning many months. Site-specific roughness length and reference height were found to 

be an important constraint on Ra for rapidly depositing species, whereas corrections for the 

influence of the roughness sublayer (RSL) were found to be minor at the measurement 

heights involved, and negligible at the dry deposition reference height used in GEOS-

Chem.  

A large low bias in simulated nocturnal Vd(NO2) was addressed by representing 

NO2 heterogeneous hydrolysis in the calculation of non-stomatal surface resistance. A 
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literature review of surface-specific deposition velocities to both non-foliar and nocturnal 

foliar surfaces highlight the importance of considering microscopic surface area for 

heterogeneous reaction, and enabled estimates of bottom-up Vd(NO2) for Harvard Forest 

which agree well with parameterized values optimized from eddy covariance inferred 

values. Consideration of soil NOx emission on eddy covariance inferred Vd(NO2) was found 

to be important. 

 We persist with the assumption that nocturnal uptake of NO2 follows non-stomatal 

pathways, as is currently the case in dry deposition schemes widely used in atmospheric 

CTMs. Meanwhile, the nocturnal behavior of stomata remains an active area of research. 

Confounding processes such as the hydraulic activation of stomata (HAS) complicate the 

inference of stomatal conductance to trace gases from observations of water vapor flux, 

especially in the dark in well mixed chambers. It would be helpful for future enclosure 

studies of NO2 uptake to consider the effects of disproportion of NO2 on foliar surfaces, as 

well as potential biases in estimates of stomatal conductance resulting from possible HAS.  

We recommend the implementation of a mechanistic non-stomatal surface 

resistance scheme for NO2 in atmospheric CTMs. We present two approaches that result 

in general agreement for a mature mixed-deciduous forest ecosystem. The simplest 

approach being to represent non-stomatal resistance to NO2 uptake as rhyd with 𝛼 = 2 for 

high surface area land-types such as urban and forest, and 𝛼 = 1 for remaining land types. 

Long-term field studies quantifying atmosphere-surface exchange across a variety of land-

types and seasons would facilitate further development of species-specific dry deposition 

pathways. 

 

3.6 Supplemental Material 

3.6.1 Aerodynamic Resistance (Ra) in the Surface Layer 

Turbulent vertical transport of scalars within the atmospheric surface layer, often described 

as the lowest 10% of the planetary boundary layer where fluxes of momentum, heat, and 

mass are assumed to be constant with height, is an important process governing surface-

atmosphere exchange. Aerodynamic resistance (Ra) to turbulent transport, most commonly 
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parameterized in CTMs following 3.3, can take on a large range of values depending on 

the state of surface layer turbulence. Cumulative distributions of hourly values computed 

over Harvard Forest (June–November 2000) using MERRA-2 assimilated meteorology are 

depicted in Fig. S3.4 for two reference heights, 29 m and 60 m, along with Ra inferred from 

measured horizontal wind and friction velocity (u*) at 29 m, Ra(29m) = u(29m) u*
-2

,
 

assuming a no-slip boundary condition, i.e., u(zo) = 0 m s-1. Computed from the center of 

the lowest level in GEOS-Chem, P1 Ra(60 m) ranges from ~6 s m-1 (5th percentile) to ~400 

s m-1 (95th percentile) with 50th percentile Ra(60m) ~18 s m-1. Thus, Ra has variable 

influence to total resistance represented through Vd, ranging from minor under well mixed 

conditions for species with significant Rc, i.e., O3 (Massman, 1994), HCN (Nguyen et al., 

2015), and NO2 (herein), to significant for species with negligible Rc under typical diabatic 

conditions, to dominant under conditions of very high stability and intermittent turbulence 

(Toyota et al., 2016).  

An equivalent formulation of Ra to that of 3.3 may be expressed as a vertical 

integration of eddy diffusivity Kc (Garratt, 1992): 

𝑅𝑎 = ∫
1

𝐾𝑐(𝑧)
 𝑑𝑧

𝑧−𝑑

𝑧𝑜

                                                                      (3. 𝑆1) 

Kc is the eddy diffusivity for scalar quantities which is commonly represented as the 

product of characteristic surface layer scaling parameters friction velocity u* and height z 

above the displacement length d (Kaimal and Finnigan, 1994), corrected for non-neutral 

conditions via an empirically determined, dimensionless, flux-gradient relation for sensible 

heat ϕℎ commonly used interchangeably for scalar quantities:  

𝐾𝑐 = 
 𝑢∗𝑘(𝑧 − 𝑑)

ϕℎ(𝜁)
                                                                           (3. 𝑆2) 

where k = 0.4 is the von Karman constant, ϕℎ is a function of the dimensionless M-O 

stability parameter 𝜁 = (z − d) / L, where L is the M-O length (Monin and Obukhov, 

1954). Dimensionless flux-gradient relations used to compute surface layer Ra in GEOS-

Chem have the following functional (ϕℎ) and integral (Ψℎ) forms: 

Unstable conditions (𝜁 < 0) (Garratt, 1992; Holtslag et al., 1990) 
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ϕℎ = (1 − 15 𝜁)
−1 2⁄                                                                      (3. 𝑆3) 

Ψℎ = 2ln [
1 + ϕℎ

−1

2
]                                                                   (3. 𝑆4) 

Stable conditions (0 < 𝜁 ≤ 1) (Dyer, 1974) 

ϕℎ = 1 + 5𝜁                                                                                   (3. 𝑆5) 

Stable conditions ( 1 < 𝜁 ) (Holtslag et al., 1990) 

ϕℎ = 5 + 𝜁                                                                                      (3. 𝑆6) 

Stable conditions (0 < 𝜁 ) (Holtslag and Bruin, 1988) 

Ψℎ =  − [𝑎𝜁 + 𝑏 ( 𝜁 −
𝑐

𝑑
) 𝑒−𝑑 𝜁 + 

𝑏𝑐

𝑑
]                                                      (3. 𝑆7) 

where a = 0.7, b = 0.75, c = 5, and d = 0.35. 

3.6.2 Roughness Sublayer (RSL) 

Within a distance of 2–3x the canopy height (hc) above the surface, the so called roughness 

sublayer (RSL), turbulent eddy structure is significantly different from that of the 

remaining surface layer above (Finnigan et al., 2009; Raupach et al., 1996). Turbulent 

flows in the wake of roughness elements are dominated by structures of a larger length 

scale than predicted by 3.S2 where turbulent eddies are parameterized to scale on a distance 

z above d (Finnigan, 2000). Near the canopy top, Kc is enhanced over that predicted by M-

O similarity theory by a factor of 2 to 3 (Cellier and Brunet, 1992; Raupach et al., 1996), 

reaching agreement by ca. 2hc (Simpson et al., 1998). To avoid underestimating turbulent 

transport of momentum, heat, and mass, models that employ gradient transport theory (K-

theory) may scale eddy diffusivities within the RSL to values above those predicted by M-

O similarity theory (Bryan et al., 2012; Mölder et al., 1999; Neirynck and Ceulemans, 

2008; Sellers et al., 1986; Stroud et al., 2005). RSL functions  𝜙𝑥̂ designed as perturbations 

to the dimensionless universal M-O functions 𝜙𝑥(𝜁) can be applied in multiplicative form 

yielding modified M-O stability functions Φ𝑥: 

Φ𝑥 = 𝜙𝑥(𝜁) 𝜙𝑥̂                                                                                     (3. 𝑆8) 
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where x refers to either momentum, heat, or scalar quantities. Several RSL functional forms 

have been proposed of varying complexity, all of which contain an additional RSL length 

scale, i.e., z* in 3.S9. Computing mean wind and scalar profiles requires integral forms of  

corresponding non-dimensional M-O stability functions (Panofsky, 1963), and some RSL 

modified M-O stability functions have analytical solutions to integral forms  (Arnqvist and 

Bergström, 2015; de Ridder, 2010), while others require numerical integration (Cellier and 

Brunet, 1992; Garratt, 1980; Harman and Finnigan, 2007; Mölder et al., 1999; Wenzel et 

al., 1997). Physick and Garratt, (1995) implement a simple RSL lower boundary correction 

into a mesoscale model using the RSL function: 

 𝜙𝑀̂ = 𝜙ℎ̂ = 0.5 exp [0.7 
(𝑧 − 𝑑)

(𝑧∗ − 𝑑)
]                                                   (3. 𝑆9) 

where the RSL correction is treated the same for both momentum  𝜙𝑀̂ and sensible heat 

𝜙ℎ̂ and is independent of buoyancy. Turbulent mixing within the upper canopy at d is 

enhanced by ca. 2-fold, with 𝜙𝑀̂ and 𝜙ℎ̂ decaying to unity at the top of the RSL z*. It is 

noted that the additional mixing in the wake of roughness elements within the RSL reduces 

vertical gradients from those of M-O adjusted logarithmic values extrapolated from above 

the RSL; as such, the flux-gradient wind profile adjusted for stability and RSL effects can 

no longer be integrated assuming u(zo) = 0 for z < z*. An updated formulation of Ra which 

accounts for RSL effects and u(zo) > 0 can be expressed as (Physick and Garratt, 1995): 

𝑅𝑎(𝑧 < 𝑧
∗) =  

1

𝑘𝑢∗
[ln (

𝑧 − 𝑑

𝑧𝑜
) − Ψℎ (

𝑧 − 𝑑

𝐿
) + Ψℎ (

𝑧𝑜
𝐿
) + ∫ ϕℎ (1 − 𝜙ℎ̂)𝑧

−1𝑑𝑧
𝑧∗

𝑧

] 

                                                 (3.S10) 

At the top of the RSL where z = z* and 𝜙ℎ ̂ ~ 1, Ra from 3.3 & 3.S10 become equivalent. 

Above the RSL (z > z*) M-O similarity theory applies, and Ra follows 3.3.  

Figure S3.3 depicts the effects of enhanced RSL mixing on Kc and Ra as a function 

of reference height z above the displacement height d for a rough surface (zo = 1 m) under 

neutral stability conditions (L-1 ~ 0) and light winds (u* = 0.2 m s-1). 𝐾𝑐 and 𝐾𝑐
−1 calculated 

using the RSL modified M-O stability function Φ𝑥 from 3.S8 are shown in Fig. S3.3a & b, 

respectively (red trace), and are compared to values from M-O similarity theory which 
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neglects RSL effects (green trace). The largest relative difference in RSL corrected Kc 

occurs at zo, where the effect of 3.S9 is largest. Shown in Fig. S3.3c is Ra(z) computed 

following M-O similarity theory (3.3, green trace) alongside Ra(z) according to 3.S10 (blue 

trace); the integral in 3.S10 was evaluated numerically via Simpson’s method. Enhanced 

RSL mixing results in a weaker above-canopy vertical gradient in Ra, while allowing u(z-

o)>0 in 3.S10 results in a large displacement of Ra(zo) as there is now aerodynamic 

resistance required to extinguish the non-zero wind at this height. Ra following 3.3 and 

3.S10 asymptotically converge to equivalency by z = z*, with good and excellent agreement 

by z = 2hc (10%) and z = 3hc (3%), respectively, under these neutral test conditions. 

Reduced gradients in Ra with height results from growth of turbulent eddies (Kc) according 

to mixing length z - d. As previously noted, Ra computed from integration of Kc
-1 (3.S2) 

where Kc is corrected for buoyancy following ϕℎ is equivalent to Ra computed following 

3.3, both being depicted in Fig. S3.3c (green trace). Integration of Kc
-1 where Kc is corrected 

for buoyancy and RSL effects following the modified M-O stability correction 𝜙ℎ̂ is not 

equivalent to RSL Ra computed following 3.S10, as seen in Fig. S3.3c (red trace)—the 

former assumes u(zo) = 0, and the later u(zo)>0. The vertical gradients of these two methods 

are identical, however, Ra corrected for the RSL following 3.S10 is shifted by Ra(zo).  

It is noted that RSL corrected Ra has directional asymmetry, where aerodynamic 

resistance to upward transport of surface emissions (red trace in Figs. S3.3 & S3.4) is 

significantly less than aerodynamic resistance to dry deposition (blue trace in Figs. S3.3 & 

S3.4). This directional asymmetry is intuitive, as resistance to upward mixing of surface 

emissions would not be impeded, but enhanced, by non-zero wind at zo, whereas dry 

deposition of uniformly mixed trace species from aloft require contact with surface 

elements for removal. It is also noted that many efforts to simulate bidirectional surface 

exchange of atmospheric trace species employ Ra following standard M-O similarity theory 

according to 3.3 for both emission and deposition pathways, thus failing to account for 

directional asymmetry in resulting fluxes (Haghighi and Or, 2015; Karamchandani et al., 

2015; Nemitz et al., 2000; Su et al., 2011; Wen et al., 2014; Wentworth et al., 2014). To 

prevent the underestimation of upward sensible and latent heat fluxes, Sellers et al. (1986) 

in their formulation of a Simple Biosphere Model (SiB) for use in General Circulation 

Models (GCMs) impose an aerodynamic resistance to emission from an integration of a 
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RSL modified Kh, which would be similar to that presented in Fig. S3.3c (red trace). In 

Chapter 4 of this thesis, directional asymmetry of Ra is implemented into a simple model 

of subgrid dry deposition of near-surface emitted NOx. 
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Figure S3.1: Observed plant area index (PAI) and deciduous leaf area index (DLAI) at 

Harvard Forest. Leaf area index (LAI) includes both deciduous and coniferous foliage and 

is computed herein as a spline-fit to observed PAI corrected for reported stem and twig 

area index (STAI, 0.9). Also depicted is MODIS LAI for the corresponding 0.25o x 0.25o 

grid cell for the year 2005, as is used in GEOS-Chem for simulation years prior to 2005. 

Measurements of PAI and DLAI were obtained from the Harvard Forest Data Archive 

(Munger and Wofsy, 2020a). STAI = 0.9 was reported by Horii et al. (2005). 
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Figure S3.2: Comparisons of hourly observations of u*, sensible heat flux, downward 

shortwave radiation, T, P, and RH, made over Harvard Forest to coincident values from 

GEOS assimilated meteorological fields (MERRA2 @ 0.5 o x 0.625 o). Striations in 

comparison of pressure result from measured values reported on 133 Pa intervals. 
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Figure S3.3: (a) Turbulent eddy diffusivity K(z) above a rough surface (zo = 1 m) computed via 

standard Monin-Obukhov similarity theory according to equation 3.S2 (green) and using a 

perturbed Monin-Obukhov form (3.S8) to account for enhanced mixing within the roughness 

sublayer (red). (b) K(z)-1 depicts the integrand of corresponding aerodynamic resistance 

calculations (3.S1). (c) Aerodynamic resistance Ra(z) computed from K(z)-1 (3.S1) with stability 

correction functions according to M-O similarity theory (green) and a roughness-sublayer perturbed 

from (3.S8) (red), both of which assume zero wind at the roughness length zo. Ra(z) which accounts 

for both enhanced roughness sublayer mixing and non-zero wind at zo is depicted in blue according 

to 3.S10. Note: (1) calculations of K(z) and Ra(z) commence from zo and are dependent on the 

altitude z above the displacement height d = 2/3hc of the surface. Roughness elements are of height 

hc above ground level (agl), yielding a roughness sublayer height z*
 above d; (2) meteorological 

conditions are taken as light winds (u* = 0.2 m/s) and a neutrally stable atmosphere (L-1 ~ 0  m-1 ). 
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Figure S3.4: Cumulative distributions of hourly aerodynamic resistance Ra over Harvard 

Forest from June – November 2000. Observed Ra(29 m) = u(29 m)/u*
2, is compared to 

coincidently-sampled (hourly) simulated values P1&2, P3, and P4 integrated from both the 

measurement height at Harvard Forest, 29 m (solid lines) and the approximate midpoint of 

GEOS-Chem’s 1st level, ca. 60 m (dashed lines).   
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Table S3.1: Species specific comparison of parameterized diffusivities (Fuller’s method) 

to referenced measured values in air or N2.  Diffusivities are reported at 273 K and 

101325 Pa following equation 3.6. 

Species 

Fuller's 

Method Measured Ref.(a) 

 Do Do  

  (cm2 s-1) (cm2 s-1)   

inorganics     

HNO3 0.130 0.099  ± 0.008 1 

NO3 0.142 0.105  ± 0.053 1 

HONO 0.151 0.110  ± 0.03 1 

NH3 0.228 0.201  ± 0.011 1 

SO2 0.115 0.107  ± 0.015 1 

H2SO4 0.094 0.085  ± 0.011 1 

H2O2 0.168 0.133  ± 0.04 1 

HOBr 0.115 0.096  ± 0.01 1 

HBr 0.127 0.109  ± 0.033 1 

HCl 0.148 0.135  ± 0.008 1 

Cl2 0.106 0.107  ± 0.011 1 

I2 0.083 0.061  ± 0.015 1 

Br2 0.096 0.086  ± 0.007 1 

NO2 0.157 0.145  ± 0.001 2 

N2O4 0.111 0.084  ± 0.004 2 

N2O5 0.103 0.081  ± 0.005 2 

ClONO2 0.100 0.085  ± 0.001 2 

O3 0.152 0.153  ± 0.001 2 

H2O 0.229 0.218   3 

CO2 0.133 0.138   3 

N2O 0.164 0.144   3 

CO 0.161 0.181   3 

NO 0.199 0.180   3 

organics     

methane 0.181 0.190  ± 0.006 4 

ethane 0.122 0.129  ± 0.006 4 

propane 0.097 0.098  ± 0.006 4 

ethylene 0.129 0.140  ± 0.006 4 

benzene 0.077 0.081  ± 0.003 4 

toluene 0.069 0.076  ± 0.005 4 

xylene 0.064 0.061  ± 0.006 4 

methanol 0.138 0.142  ± 0.012 4 

ethanol 0.106 0.111  ± 0.008 4 

acetone 0.091 0.092  ± 0.006 4 
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methyl ethyl ketone 0.082 0.078  ± 0.002 4 

formic acid 0.125 0.131  ± 0.005 4 

acetic acid 0.100 0.106  ± 0.006 4 

peroxyacetyl nitrate 0.080 -  - 

Hydroxymethyl 

hydroperoxide 0.107    

CCl4 0.070 0.069  ± 0.003 5 

CH2Cl2 0.090 0.089  ± 0.005 5 

CHCl3 0.078 0.078  ± 0.003 5 

CHBr3 0.073 0.066  ± 0.001 5 
(a) References for measured diffusion coeficients: 

 (1) Tang et al. (2014) 

 (2) Langenberg et al. (2020) 

 (3) Massman et al. (1998) 

 (4) Tang et al. (2015) 

 (5) Gu et al. (2018) 
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Figure S3.5: Nocturnal (20–4 LST) hourly eddy covariance NO2 flux (TOP) and resulting 

hourly exchange velocities 𝑉𝑒𝑥(𝑁𝑂2) (BOTTOM) as a function of NO2 concentration. 

These publicly available measurements (Horii, 2004) were taken over an established mixed 

deciduous forest (Harvard Forest, MA, USA) from April–November 2000. Estimated 

above-canopy soil NOx flux was subtracted from measured hourly NO2 fluxes in order to 

estimate Vex(NO2) due to deposition (red dots, BOTTOM). Dashed lines in bottom plot 

depict boundaries of an outlier filter applied to hourly Vex(NO2) prior to calculation of 

means. Data points excluded from analysis based on visual inspection are circled. Hourly 

observations coincident with u* < 0.2 m s-1 were excluded from analysis.  
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Figure S3.6: (TOP) Normalized monthly nocturnal soil NO emissions from GEOS-Chem 

(1/4o x 5/16o) at the location of the HFEMS for 2013. (BOTTOM) Diel climatology (April, 

July–November 2000) of the soil NOx canopy reduction factor from GEOS-Chem (3.10) 

shown for parameterizations P1–5, P6, and P7&8 (Table 3.1). 
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Table S3.2: Inferred NO2 uptake coefficients 𝛾𝑁𝑂2 to both non-foliar and foliar materials from literature values of surface deposition 

velocities Vd
surf

. Abbreviations used: Eddy Covariance (EC), Non-Stomatal (NS), Leaf Area Index (LAI), Table (T), Figure (F). 

Material 

Measurement 

Technique Vd
surf 𝜸𝑵𝑶𝟐

(a) Surface Area(b) T  RH Ref.(i) 

  method/location/condition [cm s-1] (unitless)   [°C] [%]   

Non-Foliar Surfaces        

teflon chamber/ lab ~ 0  ~ 0 total  29.4 ? 1 

distilled water chamber/ lab 0.021 2.3 x 10-6 total (planar)  29.4 N/A  

wet bark chamber/ lab 0.093 1.0 x 10-5 total (geometric) 29.4 N/A  

dry bark chamber/ lab 0.047 5.0 x 10-6 total (geometric) 29.4 ?  

wood board (untreated,   chamber/ lab 0.0023 2.5 x 10-7 total (geometric) 22 0 2 

hard, fine)  0.0050 5.4 x 10-7   50  

  0.020 2.2 x 10-6   90  
wood board (untreated, soft, 

coarse) chamber/ lab 0.010 1.1 x 10-6 total (geometric) 22 0 2 

  0.022 2.4 x 10-6   50  

  0.089 9.7 x 10-6   90  

wool carpet chamber/ lab 0.051 5.5 x 10-6 planar  0 2 

  0.073 7.9 x 10-6   50  

  0.13 1.4 x 10-5   90  

forest floor (hardwood) chamber/ lab 0.47 5.0 x 10-5 planar 29.4 ? 1 

forest floor (coniferous) chamber/ lab 0.48 5.1 x 10-5 planar    

forest floor chamber/ field  0.40 4.3 x 10-5 planar 10 to 22 ambient 3 

snow EC/ prairie/ winter 0.14 1.6 x 10-5 planar -20 to 0 N/A 4(c) 

        

Foliar Surfaces         

White pine (Pinus strobus) chamber/field/NS 0.043 4.6 x 10-6 LAI 30 67 5 

  0.016 1.7 x 10-6 total leaf area(d) 
   

10 tree species: 6 conif., 4 decid. chamber/ lab    20 <90 6(i) 
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Coniferous, avg. of 6 species  dark 0.034 (0.009–0.087) 3.7 x 10-6 LAI   T2(f) 

  0.013 1.4 x 10-6 total leaf area(d) 
   

Deciduous, avg. of 4 species  dark 0.017 (0.004–0.037) 1.9 x 10-6 LAI   T2(f) 

  0.0090 9.8 x 10-7 total leaf area(d,e)    

 CA Oak (Quercus agrifolia)  chamber/ lab/ dark 0.015 1.6 x 10-6 LAI 22 50–65 7 

  0.0080 8.7 x 10-7 total leaf area(d,e) 
   

5 tree species: 4 decid., 1 conif. chamber/ lab   "leaf area"   8(h) 

avg. of 4 conif. species abscisic acid 0.013 (0–0.025) 1.4 x 10-6  20–25 50–60 F5(g) 

avg. of all 5 species dark 0.012 (0.004–0.021) 1.3 x 10-6  20 50 F7(f) 

2 conif. species: pine & spruce chamber/ field/ dark 0.056 (0.03–0.08) 6.2 x 10-6 LAI 10–14 50–70 3(h) 

  0.021 2.3 x 10-6 total leaf area(d) 
   

8 tree species: 3 conif., 5 decid. chamber/ lab    29.4 ? 1 

Coniferous, avg. of 3 species dark (min gs) 0.015 (0.003–0.03) 1.6 x 10-6 total leaf area   F4(g) 

Deciduous, avg. of 5 species NS at gs= 0 0.014 1.5 x 10-6 LAI   T2(g) 

    0.007  7.5 x 10-7  total leaf area(d.e)       

Norway Spruce (Picea abies L.) chamber/ field/ dark 0.014 1.5 x 10-6 total leaf area 11.3±2.8 85.4±11.1 9, T2(g,h) 

Deciduous leaves (average)  0.015 1.7 x 10-6 LAI   all 

Deciduous leaves (average)  0.007 7.5 x 10-7 total leaf area(d)   all 

Coniferous leaves (average)  0.015 1.7 x 10-6 total leaf area(d)   all 
(a) Uptake coefficients for NO2 inferred herein from literature values of surface deposition velocities: 𝛾𝑁𝑂2 = 4 𝑣𝑑

𝑠𝑢𝑟𝑓
𝑣̅𝑡
−1, where 𝑣𝑡̅ is the mean thermal speed of 

NO2, and 𝑣𝑑
𝑠𝑢𝑟𝑓

 the material-specific deposition velocity measured from well-mixed (minimal Ra + Rb) chamber studies, with the exception of uptake to snow 

which was measured via the EC method. 
(b) Surface area used to normalize material-specific deposition fluxes in the computation of material-specific 𝑣𝑑

𝑠𝑢𝑟𝑓
.  

(c) 𝑣𝑑
𝑠𝑢𝑟𝑓

 to snow was computed herein from reported EC-inferred Rc(NO2) to snow of 740 ± 210 s m-1
. 

(d) Reported 𝑣𝑑
𝑠𝑢𝑟𝑓

normalized to LAI (projected leaf area) were scaled herein to reflect uptake to total leaf surface area—a factor of two for deciduous leaves and 

2.7 for coniferous needles (see section 3.4.3.4). 
(e) Non-stomatous adaxial (top) side of deciduous leaves may not have sufficient thin water films (Burkhardt et al., 1999) to support NO2 uptake via hydrolysis.  
(f) Mean value averaged herein from reported values. 
(g) 𝑣𝑑

𝑠𝑢𝑟𝑓
 computed herein by normalizing reported mean NO2 flux by mean concentration.  

(h) References which find stomatal conductance sufficient to explain observed NO2 uptake. 
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(i) References for material-specific 𝑣𝑑
𝑠𝑢𝑟𝑓

(𝑁𝑂2) 
(1) Hanson et al. (1989) 

(2) Grøntoft et al. (2004) 

(3) Rondón et al. (1993) 

(4) Stocker et al. (1995) 

(5) Wang et al. (2020) 

(6) Delaria et al. (2020) 

(7) Delaria et al. (2018) 

(8) Chaparro-Suarez et al. (2011) 

(9) Breuninger et al. (2013) 
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Table S3.3: Calculated monthly nocturnal above-canopy Vd(NO2) at Harvard Forest using bulk-canopy Rc(NO2) computed from: (1) 

bottom-up estimates of component canopy surface resistances using surface-specific NO2 uptake coefficients (Table S3.2) and relevant 

surface area scaling; (2) rhyd (equation 3.12) with top-down constraints on the surface area scaling term α. 

  Jan. Feb. March April May June  July Aug. Sept. Oct. Nov. Dec. 

Canopy Conditions(a) 
      

 
      

T [°C](b) -7.2 -6.2 -0.2 4.5 9.7 15  17 18 14 7.2 3.0 -2.0 

RH [%](b) 82 73 79 72 79 88  89 88 91 85 84 79 

LAI 0.83 0.83 0.83 0.88 2.3 4.0  4.2 4.2 3.9 2.5 1.1 0.83 

u* [m s-1](c) 0.57 0.62 0.59 0.51 0.47 0.42  0.38 0.38 0.41 0.45 0.57 0.60 

Aerodynamic Res.(d) 
      

 
      

Ra(29 m) [s m-1] 11.6 10.1 11.3 13.9 13.2 14.9  16.9 17.3 15.7 14.6 10.7 12.0 

Quasi-Laminar Res.(d) 
      

 
      

Rb(NO2) [s m-1] 14.0 12.1 12.8 14.9 14.8 16.4  17.8 16.7 16.3 15.4 12.6 12.5 

Bottom-up Vd(NO2)(e) 
      

 
      

rc, leaf [s m-1] 3010 3010 2970 2870 1710 1010  960 980 1090 1610 2660 2980 

rc, bark [s m-1] 809 807 798 792 784 777  774 772 779 788 794 801 

ra, canopy [s m-1]  573 495 561 679 872 1180  1380 1390 1180 988 579 512 

rc, floor [s m-1]  684 657 513 261 258 256  255 254 256 259 261 571 

Rc, canopy [s m-1]  414 392 372 361 334 314  322 318 323 342 323 377 

Vd [cm s-1] 0.23 0.25 0.27 0.27 0.29 0.3  0.29 0.29 0.29 0.28 0.31 0.26 

Top-down Vd(NO2)(f) 
      

 
      

Rc = rhyd(α=1) [s m-1] 719 773 864 1108 970 822  795 728 774 903 862 759 

Rc = rhyd(α=2) [s m-1] 406 445 452 554 485 411  397 364 387 452 431 423 

Vd (α=1) [cm s-1] 0.13 0.13 0.12 0.1 0.11 0.12  0.12 0.13 0.13 0.11 0.12 0.13 

Vd (α=2) [cm s-1] 0.23 0.22 0.22 0.19 0.21 0.24  0.24 0.26 0.24 0.22 0.23 0.23 
(a) T, RH, and u* are nocturnal (2000 – 0400 LST) monthly medians computed from an hourly data set spanning 2000 – 2002. 
(b) Temperature and RH at 15 m.  
(c) Periods of low turbulence, indicated by u* < 0.2 m s-1, were excluded.  1
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(d) Above-canopy aerodynamic resistance computed as Ra(29m) = u (29 m)/u*
2; quasi-laminar boundary layer resistance Rb computed following 

equation 3.4. 
(e) Bottom-up Vd(NO2)  computed following 3.2, with 𝑅𝑐 = [ 1 𝑟𝑙𝑒𝑎𝑓 + 1 𝑟𝑏𝑎𝑟𝑘⁄ + 1 (𝑟𝑎 + 𝑟𝑓𝑙𝑜𝑜𝑟) ⁄⁄ ]

−1
. Component 𝑟𝑐 = 4 (𝑣̅𝑡 𝛾 α)⁄ ,  where 

uptake coefficients are averaged from Table S3.2 values: 𝛾̅𝑙𝑒𝑎𝑓 = 1.7 x 10-6
, 𝛾̅𝑏𝑎𝑟𝑘 = 5.0 x 10-6, 𝛾̅𝑓𝑙𝑜𝑜𝑟 = 4.3 x 10-5, 𝛾̅𝑠𝑛𝑜𝑤 = 1.6 x 10-5. The forest floor 

was assumed snow covered  for months DJFM when T < 0 °C. Canopy component surface area scale factors where: α𝑙𝑒𝑎𝑓 =

[1 (𝑅𝐻 < 95%) or  2 (RH > 95%)]𝐷𝐿𝐴𝐼 + 2.7𝐶𝐴𝐼, where CAI = 0.83, and DLAI = LAI – CAI are the projected areas of coniferous needles and 

deciduous leaves; α𝑏𝑎𝑟𝑘 = πSTAI, where STAI = 0.9 is the projected area of tree branches; α𝑓𝑙𝑜𝑜𝑟 = 1 as 𝛾̅𝑓𝑙𝑜𝑜𝑟 and 𝛾̅𝑠𝑛𝑜𝑤 from Table S3.2 are 

reported for planar surface areas. Note, NO2 hydrolysis is assumed to occur on the stomatal surfaces of leaves (lower for deciduous and total for 

coniferous) due to the presence of thin water films (see section 3.4.3.4). In-canopy aerodynamic resistance (ra) follows Zhang et al. (2003) ra = Rac0 

LAI0.25 u*-2, where Rac0 are landtype specific prescribed values. 
(f) Top-down Vd(NO2) computed following 3.2 and rhyd following 3.12. Note, snow is assumed present for months DJFM when T< 0 °C where 

𝛾̅𝑠𝑛𝑜𝑤 = 1.6 x 10-5
 is used for all available surface area for rhyd, α = 1, and ½ of available surface area for rhyd, α = 2. 
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Figure S3.7: Hourly coverage of above-canopy trace gas and deposition velocity (Vd) 

measurements at HFEMS. Concentration measurements include NO2, NO, HNO3, PAN, 

and NOy. Measurements taken during conditions of low turbulence (u* < 0.2 m s-1) where 

omitted from analysis. 
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Figure S3.8: Median component resistances Ra, Rb, and Rc of deposition velocities for 

HNO3 (green), NO2 (red), and PAN (blue). Aerodynamic resistance Ra is common to all 

species and depicted for parameterizations P2 (black, dashed) and P3 (black, solid) 

computed from the 29 m measurement height; P3 Ra(65 m) is shown as dotted. Quasi-

laminar boundary layer resistance Rb is shown for all species according to 

parameterizations P1 (dashed) and P5 (solid). Surface layer resistances Rc are depicted for 

parameterizations P1(dashed), P5 (dotted), P6 (dot-dash), and P8(solid). 

 

 

 



138 
 

 

 

 

 

Figure S3.9: Hourly NOy flux (Top) and resulting exchange velocities Vex(NOy)  (Bottom) 

as a function of NOy concentration. These publicly available measurements (Horii, 2004) 

were made via eddy covariance over an established mixed deciduous forest (Harvard 

Forest, MA, U.S.) from June-November 2000. Estimated above-canopy soil NOx flux was 

subtracted from measured hourly NOy fluxes in order to estimate Vex(NOy) due to 

deposition (red dots, BOTTOM). Data excluded by a nighttime and daytime Vex(NOy) 

outlier filter are shown in blue. Data points excluded from analysis based on visual 

inspection are circled. Hourly observations coincident with u* < 0.2 m s-1 were excluded 

from analysis. 
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Figure S3.10: Coefficient of determination R2 (black) and normalized mean bias NMB 

(green) between 24-hr average observed and parameterized (P8) Vd(NOy) as a function of 

the number of days contributing to the average. Standard deviations were obtained by 

randomly sampling the corresponding number of days over 104 iterations and are depicted 

as shaded regions.  
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Chapter 4 

 

Implications of Subgrid Dry Deposition of NO2 with a Pathway for 

Ground Surface Hydrolysis and HONO Production in a Global 

Chemical Transport Model (GEOS-Chem) 

 

4.1 Abstract 

Near-surface concentrations of nitrous acid (HONO), an important photolytic source of 

OH, are biased low in atmospheric models that neglect formation via heterogeneous 

hydrolysis of NO2 on ground surfaces. We implement this reaction pathway into the GEOS-

Chem chemical transport model (CTM) as a dry deposition process, resulting in large 

(>100%) increases in near-surface HONO concentrations and improved comparison to 

HONO observations from the WINTER aircraft campaign over the northeastern U.S. where 

a significant low bias in nocturnal near-surface (<120 m) HONO of more than 60% was 

reduced to ca. 20%. Although improved, daytime low biases in simulated HONO persist 

and are discussed in the context of several other potential sources of daytime HONO not 

currently included in GEOS-Chem. In addition to providing mechanistic utility for a 

dominant nocturnal HONO source, NO2 hydrolysis on ground surfaces provides a non-

stomatal pathway for NO2 dry deposition at locations and times when uptake would 

otherwise be near negligible in GEOS-Chem, such as at night and vegetatively senescent 

periods. A 4% increase in NOy total (wet + dry) deposition results over wintertime eastern 

North America, with much larger increases of up to 100% close to NOx sources for high-

latitude cities. 

In addition, we develop a simple method for large scale CTMs to reconcile subgrid 

dry deposition of near-surface emitted species that have chemical lifetimes much longer 

than the timescale for turbulent vertical mixing within the lowest model level. We 

implement our parameterization of subgrid dry deposition into GEOS-Chem via a 4-D 

look-up table and apply it to near-surface anthropogenic emissions of NOx and nocturnal 

HONO. Significant diel variation exists in resulting effective reductions of NOx emissions 

due to subgrid dry deposition, with nocturnal reductions of 10–20% and daytime reductions 
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near-negligible outside of high latitudes during winter months. An effective reduction of 

4% is noted for total annual NOx emitted over eastern N.A. Large increases in NOy total 

deposition for urban centers, driven predominantly by subgrid dry deposition, are in the 

range 20–100% for summertime and a factor of 2–3 for wintertime, shifting the deposition 

pattern of oxidized reactive nitrogen closer to source and reducing the export of NOy out 

of Canada and the U.S. 

Despite reductions in ground-level NO2 concentrations on the order of 5–20%, with 

commensurate reduction in regional concentrations of total nitrate (TN = HNO3 + pNO3), 

increases in daytime TN at urban centers of up to 60% during winter correlate with large 

increases in HONO and OH, highlighting the important role of HONO as a photolytic 

source of OH during times of reduced solar radiation, and the influence on secondary 

chemistry. 

 

Keywords: NO2 heterogeneous hydrolysis; disproportionation; dry deposition; subgrid; 

HONO; OH; chemical transport model; GEOS-Chem 

 

4.2 Introduction 

A fundamental challenge models of atmospheric chemistry face is representativeness of 

scale—processes, many of which are non-linear, must be simulated across large domains 

to be tractable. As computational capability improves, so too does the resolution amenable 

to simulation, however, if a variable cannot be resolved at an operational resolution and 

this variable is involved in a non-linear process, a subgrid scale results (Ridley et al., 2013). 

Methods such as targeted high resolution simulation (Bindle et al., 2020; Yu et al., 2016) 

and parameterization of subgrid scale processes (Brasseur and Jacob, 2017; Stevens and 

Pierce, 2013; Vinken et al., 2011) have greatly improved the capability of global chemical 

transport models (CTMs), yet many subgrid processes remain unrepresented. One such 

underrepresentation is the dry deposition of species emitted/formed in proximity to 

deposition surfaces.  
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Near-surface emitted species are assumed to mix instantaneously within the 

ground-level grid boxes of atmospheric models, which for global CTMs can span over 100 

m vertically. Subsequent unidirectional dry deposition typically follows a ‘second-

generation’ type resistance-in-series model (Wesely and Hicks, 2000), where deposition is 

parameterized to occur from grid cells at the lowest model level to a single uniform surface 

(‘big-leaf’) according to a parameterized first-order rate constant known as the deposition 

velocity (Vd) which has contributions from turbulent transport, molecular diffusion, and 

surface uptake reactions. This method assumes a positive concentration gradient is 

maintained from the surface to the height at which deposition velocity calculations are 

referenced, typically the center of the lowest model level—an assumption that holds for 

secondary species such as O3 and SO2, but fails near-source for surface emitted species 

such as NH3 and NO2. Potential underestimates in the dry deposition of near-surface 

emitted species results from the combination of (i) the vertical extent of surface grid boxes 

failing to capture near-surface concentration gradients and (ii) imposition of a resistance to 

turbulent transport computed to grid box centers. In a Large-Eddy Simulation (LES) of 

turbulent dispersion with dry deposition of NH3 emitted from an area source modeling a 

cattle feedlot in Fort Collins, Colorado, Lassman et al. (2020) find that 20% of emitted 

NH3 dry deposits within the first 5 km downwind of the feedlot under neutral to somewhat 

unstable daytime summer conditions. It was noted that most deposition occurs within 3 km 

and very little over the next 10 km as near-surface layers become depleted of NH3. Lassman 

et al. (2020) comment that under extremely unstable atmospheric conditions, concentrated 

plumes may rapidly mix away from the surface resulting in almost no near-source 

deposition, while under stable conditions a concentrated plume would be expected to linger 

along the surface. Given the high vertical resolution of their LES simulation—5 m near-

surface increasing to 60 m at 1 km—these results would be a subgrid process in a global 

CTM such as GEOS-Chem, thus requiring parameterization.  

The potential underestimate in dry deposition of near-surface emitted NOx is of 

particular interest given the influence that NOx has on photochemistry and the oxidizing 

power of the atmosphere (Crutzen, 1979a; Jacob et al., 1992b), air quality (Fields, 2004; 

Pusede et al., 2015b), and the eutrophication of natural ecosystems including potential for 

loss of biodiversity (Obbink et al., 2010; Paulot et al., 2013; Zhang et al., 2012a). Given 
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that NOx is predominantly a near-surface emitted species, large vertical gradients in 

concentration often exist, especially in proximity to urban landscapes (Dieudonné et al., 

2013). A large fraction of anthropogenic NOx emission occurs near the ground surface via 

the combustion of fossil fuels (McDuffie et al., 2020).  In the U.S., mobile sources 

accounted for ca. 60% of NOx emissions in the year 2002 (U.S. EPA, 2008, 2010), 

decreasing to ca. 40% or less in summer months for recent years (Travis et al., 2016). A 

large fraction of natural NOx emission occurs from the ground surface via microbial 

(de)nitrification reactions (Medinets et al., 2015), and within-canopy reductions of up to 

70–80% have been required to reconcile measured soil emissions with above canopy 

observations (Jacob and Wofsy, 1990; Lerdau et al., 2000). Subsequent development of 

deposition-based canopy reduction factors (CRF) for use in large-scale CTMs reduce 

global mean above-canopy soil NOx fluxes by 20–50% (Wang et al., 1998; Yienger and 

Levy, 1995). Although the mechanism of this subgrid process is still an active area of 

research (Min et al., 2014), a recent canopy-resolving 1-D model study highlights the 

importance that foliar dry deposition of NO2 makes to in-canopy soil NOx reductions, 

removing as much as 60% of soil emitted NOx prior to canopy ventilation (Delaria and 

Cohen, 2020). Travis et al. (2016) note that zeroing out soil NOx emissions (18% of total 

NOx emitted to the summertime southeast U.S.) halves the necessary reduction in 

anthropogenic non-powerplant surface NOx emissions (from 60% to 30%) required to 

reconcile GEOS-Chem simulated fields, in particular a daytime high bias in O3, with a suite 

of aircraft- and surface-based observations over the summertime southeastern U.S. In 

addition to uncertainties in soil NOx emissions and subsequent canopy uptake, subgrid dry 

deposition of anthropogenic near-surface emitted NOx could potentially further explain a 

portion of this necessary reduction.  

In Chapter 3, section 3.4.3, a large low bias in GEOS-Chem simulated nocturnal 

Vd(NO2) was eliminated by representing the heterogeneous disproportionation of NO2 on 

wet/humidified ground surfaces—a well-known phenomenon that has been studied in the 

lab (Finlayson-Pitts et al., 2003; Kleffmann et al., 2003; Spicer et al., 1993) and field 

(Harrison et al., 1996; Harrison and Kitto, 1994; Kurtenbach et al., 2001; Ren et al., 2020; 

VandenBoer et al., 2013; Wojtal et al., 2011) for some time. Although the reaction 

mechanism is still an active area of research (Spataro and Ianniello, 2014), the 
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stoichiometric equation yielding adsorbed nitric acid (HNO3) and evolved nitrous acid 

(HONO) is shown in reaction R4.1. HONO is also formed in the atmosphere by the 

homogeneous reaction of NO with OH (reaction R4.2), however, efficient photolysis 

(Kraus and Hofzumahaus, 1998) (reaction R4.3) generally results in much lower daytime 

concentrations than at night when near-surface HONO accumulates due to R4.1—an 

exception being the remote tropical marine boundary layer where, away from strong NOx 

sources, HONO has the opposite diel profile with peak daytime concentrations correlating 

to a photolytic source (Kasibhatla et al., 2018; Reed et al., 2017). 

2 𝑁𝑂2 (𝑔) + 𝐻2𝑂(𝑎𝑑𝑠)  
𝑠𝑢𝑟𝑓
→    𝐻𝑂𝑁𝑂(𝑔) + 𝐻𝑁𝑂3 (𝑎𝑑𝑠)                              (𝑅4.1) 

𝑁𝑂(𝑔) + 𝑂𝐻(𝑔) +𝑀 →  𝐻𝑂𝑁𝑂(𝑔) +𝑀        (𝑀 = 𝑁2, 𝑂2)                              (𝑅4.2) 

𝐻𝑂𝑁𝑂(𝑔)  
ℎ𝑣 
→   𝑂𝐻 + 𝑁𝑂   (𝜆 < 400 𝑛𝑚)                              (𝑅4.3) 

Reactions R4.1–3 are included in GEOS-Chem, however, R4.1 is represented on aerosol 

surfaces only. It is generally believed that R4.1 is the predominant nocturnal source of 

atmospheric HONO in anthropogenically influenced regions (Kanaya et al., 2007; Li et al., 

2011; Sarwar et al., 2008; Zhang et al., 2016), with ground surfaces dominating boundary 

layer production (Gonçalves et al., 2012; Harrison et al., 1996; Harrison and Kitto, 1994; 

Kleffmann et al., 2003; Laufs et al., 2017; Meng et al., 2020; Qin et al., 2009; VandenBoer 

et al., 2013; Vogel et al., 2003; Wong et al., 2011; Yu et al., 2009). Except under extreme 

haze episodes, ground surfaces typically provide 1–2 orders of magnitude more surface 

area for heterogeneous reaction than does typical boundary layer aerosol, thus enabling 

R4.1 to proceed at appreciable rates despite small NO2 reactive uptake coefficients (𝛾𝑁𝑂2 

< 5 x 10-5 Table S3.2 from Chapter 3). However, this is not universally true, as was recently 

shown by Meng et al. (2020) in their analysis of high-resolution vertical profiles of HONO 

and NO2 over Beijing, severe haze episodes (PM1 ~100–200 μg m-3) can provide sufficient 

aerosol surface area (ca. 30% of that of the ground surface) that aerosol surfaces may 

dominate nocturnal HONO production aloft in the residual layer.  

Given the importance of the hydroxyl radical (OH) as an oxidant in the atmosphere 

(Gligorovski et al., 2015; Levy, 1971; Thompson, 1992), there is much interest in an 
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accurate HONO simulation due to reaction R4.3 as a direct source of OH. Owing to its 

nocturnal accumulation and efficient photolysis, HONO is a dominant early morning 

source of OH in polluted environments at a time when other sources, such as the photolysis 

of O3 and formaldehyde (HCHO), are small (Alicke et al., 2003; Platt et al., 2002; Winer 

and Biermann, 1994). Additionally, the photolysis of HONO can make significant 

contributions to near-surface daytime OH, contributing to as much as half of primary OH 

production over a 24-hr period (Finlayson-Pitts, 2009; Gligorovski et al., 2015), and has 

been found to dominate daytime production under polluted wintertime conditions 

(Elshorbany et al., 2010; Kim et al., 2014; Ren et al., 2006; Villena et al., 2011), as well as 

being an important contributor to OH in the polluted marine boundary layer (Cui et al., 

2019; Wen et al., 2019). As a result, HONO has been implicated in photochemical smog 

events (Tan et al., 2019; Zhang et al., 2019), as well as in wintertime high O3 episodes 

(Rappenglück et al., 2014).   

In addition to emission via R4.1, surface uptake of HONO has been identified as a 

key process in governing boundary layer concentrations. HONO is a photolabile weak acid 

(pKa = 3.3 at 25 °C) with limited undissociated solubility (Henry’s solubility 𝐻𝐻𝑂𝑁𝑂 = 49 

M atm-1 vs 𝐻𝐻𝑁𝑂3= 2.1 x 105 M atm-1 (Sander, 2015)), resulting in a diel pattern of surface-

dependent dynamic equilibria that establish between deposition and re-emission. Nocturnal 

evolution of near-surface concentrations typically follow a pattern of evening build-up to 

a pseudo-steady-state characterized by concomitant emission (R4.1) and dry deposition 

(Stutz et al., 2004). Accordingly, field studies endeavoring to measure ground uptake 

coefficients for both NO2 and HONO have exploited this typical diel pattern by attributing 

early evening build-up of HONO to R4.1 and late evening approach to pseudo-steady-state 

to dry deposition, noting possible re-emission the following day due to dew evaporation 

(He et al., 2006; Ren et al., 2020) or reactive displacement (VandenBoer et al., 2015). 

Wentworth et al. (2016) quantify the role of dew as a nocturnal reservoir and morning 

source of NH3 at a remote summertime grassland, noting that other atmospheric trace gases 

with effective Henry’s solubilities H* > 105 M atm-1 (𝐻𝐻𝑂𝑁𝑂
∗  = 2.6 x 105 M atm-1 at pH 7 

(Park and Lee, 1988)) might also be influenced by dew formation and evaporation in a 

similar manner—an assertion which (Ren et al., 2020) corroborates for HONO over a rural 

summertime grassland. Other studies have highlighted the gas-surface dynamic 



146 
 

 

equilibrium that establishes from a surface reservoir of HONO/nitrite, resulting in periods 

of apparent zero order formation (Wojtal et al., 2011), or re-emission buffering changes in 

concentration from rapid air mass exchange (Collins et al., 2018; Febo and Perrino, 1991; 

Spicer et al., 1993; Wainman et al., 2001; Wang et al., 2020a, 2020b).  

Currently, GEOS-Chem represents bidirectional exchange, i.e., for NH3, as 

independent emissions and deposition processes. In an effort to address the bidirectional 

nature of the dynamic equilibrium that HONO establishes with surfaces, Karamchandani 

et al. (2015) developed a process-based surface model framework for the heterogeneous 

formation of HONO in the Comprehensive Air quality Model with extensions (CAMx) 

CTM, where processes including (de)sorption, leaching into soils and penetration into 

vegetation, surface chemistry, and re-emission into air were simulated from a reservoir of 

deposited species (NO2, HNO3, and HONO). Surface model parameters were refined by 

comparing sensitivity simulations to measurements of NO2, HNO3, and HONO made 

during the Study of Houston Atmospheric Radical Precursors (SHARP) campaign, April–

May 2009, where authors acknowledge uncertainties in model parameters, but note the 

useful scaffold from which to build on as future measurement data becomes available and 

understanding evolves. A point of interest is that Karamchandani et al. (2015) use the 

unmodified CAMx dry deposition parameterization of Wesely et al. (1989), which does 

not take into account the increased uptake of NO2 from reaction R4.1 occurring on ground 

surfaces. Reaction R4.1 has the potential to significantly increase the dry depositional sink 

of NO2 at night and during vegetatively senescent periods (Chapter 3, section 3.4.3.3). 

Furthermore, box model analysis of urban areas have parameterized ground surface HONO 

emission by assuming NO2 surface uptake is driven entirely by reaction R4.1 with resulting 

HONO emitted at a 50% yield using values for Vd(NO2) from either the Wesely 1989 

deposition model (Aumont et al., 2003) or assuming a constant value for Vd(NO2) of 0.1 

cm s-1 (Kanaya et al., 2007). Both box model studies include simultaneous dry deposition 

of HONO according to Wesely et al. (1989) and find that urban HONO resulting from this 

parameterization makes significant contributions to daytime OH in winter, and morning 

OH in summer.  
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Many atmospheric chemical transport models, including the widely utilized GEOS-

Chem and WRF-Chem CTMs, have yet to represent (to our knowledge) some key HONO 

pathways, including (i) updates to dry deposition parameterizations to include the effects 

of R4.1 on ground surfaces, and (ii) HONO as a species that is dry deposited and possibly 

re-emitted from surface reservoirs. In an effort to address widespread underestimates in 

simulated HONO concentrations, some CTMs, including CMAQ (Czader et al., 2012; 

Gonçalves et al., 2012; Sarwar et al., 2008; Zhang et al., 2012b) and WRF-Chem (Li et al., 

2010; Zhang et al., 2016), have implemented reaction R4.1 on ground surfaces via a 

collision-limited heterogeneous rate constant 𝑘ℎ𝑒𝑡 describing first-order loss of NO2  to 

ground surfaces from the lowest model level: 

𝑘ℎ𝑒𝑡 = 
 𝛾𝑁𝑂2 𝑣𝑡̅

4
 (
𝑆𝑔

𝑉
)                                                                          (4.1) 

where 𝛾𝑁𝑂2 is the reactive uptake coefficient (reaction probability) for NO2 resulting from 

heterogeneous hydrolysis, 𝑣𝑡̅ is the mean molecular (thermal) speed of NO2 in air, and Sg/V 

the surface area density of the ground surface within the lowest model level. Following the 

stoichiometry of R4.1, the rate of HONO production from heterogeneous hydrolysis of 

NO2 would require 𝑘ℎ𝑒𝑡 to be scaled by a factor of ½. Implementing reaction R4.1 on the 

ground surface via 4.1 neglects aerodynamic transport and diffusive terms, a reasonable 

assumption for heterogeneous reactions with small enough uptake coefficients (𝛾 < ~ 5 x 

10-7) where very slow surface reaction is rate controlling (Cano-Ruiz et al., 1993). 

However, NO2 ground uptake coefficients are generally in the range 2 x 10-6 < 𝛾𝑁𝑂2 < 5 x 

10-5 (Chapter 3, equation 3.13, and Table S3.2), thus supporting the inclusion of both 

transport and surface-uptake resistances such as through a standard resistance-in-series 

parameterization of dry deposition (Chapter 3, section 3.4.3.6 for further discussion). 

Additionally, including R4.1 in a parameterization of dry deposition provides mechanistic 

utility to HONO emission via subgrid dry deposition of near-surface emitted NOx—a main 

component of this study. 

 This Chapter implements into the GEOS-Chem CTM recommended updates to 

trace gas dry deposition from Chapter 3, including (i) an updated calculation of molecular 

diffusivities to address high biases and (ii) reaction R4.1 on ground surfaces to address a 
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low bias in nocturnal Vd(NO2) as well as to provide mechanistic utility to near-surface 

HONO production. HONO wet and dry deposition are also implemented. In addition to the 

updates recommended from Chapter 3, this chapter develops and implements into GEOS-

Chem a simple method to reconcile subgrid dry deposition of near-surface emitted species 

that have chemical lifetimes (i.e., hours for NOx) much longer than the timescale for 

turbulent vertical mixing within the lowest model level (i.e., minutes during daytime to ca. 

1 h at night). We apply our method of subgrid dry deposition to near-surface anthropogenic 

emissions of NOx and nocturnal HONO.  Results are discussed in the context of a high 

resolution nested North American simulation for the year 2013. In addition, relevant 

updates are evaluated against HONO observations from the WINTER aircraft campaign 

which took place over the Northeastern U.S. from February to March 2015.  

 

4.3 GEOS-Chem 

The GEOS-Chem 3-D chemical transport model (Bey et al., 2001) version 10.01 

(http://geos-chem.org) was used for this study. GEOS-Chem is driven by assimilated 

meteorological fields produced by the Global Modeling and Assimilation Office (GMAO) 

at NASA (http://gmao.gsfc.nasa.gov). We use GEOS-FP assimilated meteorology 

(Lucchesi, 2013) at the native horizontal resolution of 1/4° x 5/16° and temporal resolution 

of 3-hr for 3-D fields and 1-hr for 2-D fields. For our study area of the U.S. and Canada, 

we run a nested configuration of GEOS-Chem over North America and adjacent oceans 

(130–60°W, 9.75–60°N) at native resolution (1/4° x 5/16°), with user-defined dynamic 

(advection, vertical mixing, cloud convection, and wet deposition) and chemical 

(emissions, dry deposition, and chemistry) time steps of 5 min and 10 min, respectively. 

Dynamic boundary conditions to the nested simulations were archived from global 

simulations at a horizontal resolution of 2° x 2.5° following six months of model spin-up 

to reduce the effects of initial conditions. The GEOS-Chem simulations have 47 vertical 

levels from the surface to 0.1 hPa (ca.80 km), including ca. 35 levels within the troposphere 

and 8 levels below 1 km where vertical grid resolution increases from ca. 120 m to 150 m. 

We analyze simulated output from 1 December 2012 to 31 November 2013, and periods 

between 1 February to 15 March 2015 coincident in time and space with the WINTER 

http://geos-chem.org/
http://gmao.gsfc.nasa.gov/
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aircraft campaign over the northeast U.S., as discussed below in section 4.5.2. Nested 

simulations commence 14 days prior to the start date of data analysis. 

4.3.1. General Description of Base Simulation 

GEOS-Chem includes a detailed simulation of HOx-NOx-VOC-O3-BrOx-aerosol chemistry 

(Fisher et al., 2016; Mao et al., 2010, 2013a; Travis et al., 2016) with over 550 reactions 

and transporting 66 tracers in the standard tropospheric chemistry scheme, which was 

selected for use herein. A variety of externally mixed aerosol species including the sulfate-

nitrate-ammonium complex (SNA), hydrophobic and hydrophilic organic aerosol (OA), 

black carbon (BC), dust, and sea salt are represented (Kim et al., 2015). The simulation of 

aerosol-gas interaction takes place via heterogeneous chemistry (Evans and Jacob, 2005; 

Jacob, 2000; Mao et al., 2013b), thermodynamic partitioning of the SNA complex 

according to the ISORROPIA II equilibrium model (Fountoukis and Nenes, 2007; Pye et 

al., 2009b) and aerosol effects on photolysis frequencies (Martin et al., 2003a). The vertical 

mixing of tracers between model levels within the planetary boundary layer (PBL) follows 

a K-theory parameterization with nonlocal mixing under unstable conditions as formulated 

by Holtslag and Boville (1993) and implemented by Lin and McElroy (2010). The wet 

deposition scheme includes both rainout (in-cloud) and washout (below-cloud) scavenging 

of aerosol and soluble gases by precipitation, and is described in Liu et al. (2001) and Amos 

et al. (2012) for the model version used herein. 

 Dry deposition in GEOS-Chem is represented as an irreversible first-order loss 

process from surface grid boxes where the flux Fx of a depositing species x is proportional 

to the above-canopy deposition velocity Vd  (positive down): 

𝐹𝑥 = −𝑉𝑑 [𝑥]                                                                             (4.2)                                                                                                                        

Species-specific deposition velocities are computed following a standard resistance-in-

series scheme: 

                        𝑉𝑑 = (𝑅𝑎 + 𝑅𝑏 + 𝑅𝑐)
−1                                                          (4.3)                                                                

where 𝑅𝑎 is the aerodynamic resistance to turbulent transport from a reference height z 

(center of surface grid boxes, ca. 60 m agl) to the roughness length (zo) of the surface; 𝑅𝑏 
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represents resistance due to molecular diffusion across a quasi-laminar boundary layer; 𝑅𝑐 

reflects the resistance to surface uptake of the impacting species. The dry deposition 

surface in GEOS-Chem is treated as a single uniform surface (i.e., ‘big leaf’)  following 

the widely utilized Wesely 1989 algorithm (Wesely, 1989) modified for application to the 

global scale (Wang et al., 1998). Both foliar and non-foliar deposition pathways are 

represented across 11 subgrid land-types. Formulations for Ra, Rb, and Rc used in GEOS-

Chem are discussed in Chapter 3, section 3.3.1.  Following the recommendations of (Shah 

et al., 2018), we limit the cold temperature exponential increase in the non-stomatal 

components of Rc to a factor of 2, and set a nominally small Rc(HNO3) = 1 s m-1
. We present 

several updates to dry deposition in GEOS-Chem, as discussed in section 4.4. 

Anthropogenic emissions in GEOS-Chem are managed via the Harvard-NASA 

Emission Component (HEMCO) module which processes input emission data inventories, 

at any spatial and temporal resolution, for use on the user-defined grid (Keller et al., 2014). 

Global anthropogenic emissions of NOx and CO are taken from the Emissions Database 

for Global Atmospheric Research (EDGAR v4.2; http://edgar.jrc.ec.europa.eu/). Global 

anthropogenic VOC emissions are taken from the Reanalysis of the Tropospheric Chemical 

Composition inventory (RETRO; http://eccad.sedoo.fr/). Regional overwrites of 

anthropogenic emissions  occur over Canada (CAC; http://ec.gc.ca/inrp-npri/), United 

States (EPA NEI 2011; http://www.epa.gov/chief), Europe (EMEP; http//emep.int/), 

Mexico (BRAVO;  (Kuhns et al., 2005)), and Asia (MIX; (Li et al., 2015).  Anthropogenic 

emissions of NOx, SO2, CO, VOCs, and NH3 over the United States from the U.S. EPA’s 

National Emissions Inventory (NEI) were scaled from the base year of 2011 to simulation 

years by application of species-specific scale factors calculated from the EPA’s national 

annual trend report (U.S. Environmental Protection Agency, 2021). Shipping emissions of 

NOx are processed by the PARANOX module (PARAmeterization of emitted NOx) which 

accounts for subgrid O3 and HNO3 production within the plume over a period of 5 h and 

was implemented into GEOS-Chem by Vinken et al. (2011) via look-up-tables. Year-

specific biomass burning emissions (wildfires and agricultural fires) are from the Global 

Fire Emissions Database (GFED) v4 (Giglio et al., 2013). Biogenic VOCs from the Model 

of Emissions of Gases and Aerosols from Nature (MEGAN) v2.1 (Guenther et al., 2012). 

Soil NOx emissions, including from fertilizer application, follow the parameterization of 

http://ec.gc.ca/inrp-npri/
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Hudman et al. (2012), with emissions being subjected to online canopy reduction to 

account for possible subgrid vegetative uptake prior to ventilation from the canopy (Wang 

et al., 1998). Other sources of natural emission include lightning NOx (Murray et al., 2012), 

volcanic SO2 (Diehl et al., 2012), oceanic DMS (Johnson, 2010), sea salt aerosol (Jaeglé 

et al., 2011), and mineral dust (Fairlie et al., 2010; Zender, 2003). 

  

4.4 Updates to GEOS-Chem 

GEOS-Chem simulations evaluated herein are presented in Table 4.1 and include several 

serial updates to the base simulation (S1) relating primarily to the dry deposition of trace 

gases. Updated simulations S2-S5, discussed in detail in the following sections, include: 

S2 with updates to Ra, molecular diffusivity in air, and implementation of HONO wet and 

dry deposition; S3 with representation of reaction R4.1 on ground surfaces, including 

HONO emission and updates to Rc(NO2) and Rc(HONO) using field-measured uptake 

coefficients; S4 and S5 which include a representation of  subgrid dry deposition of 

anthropogenic surface-emitted NOx with (S4) or without (S5) subgrid dry deposition of 

surface-emitted HONO at night. 

4.4.1 Simulation S2 

4.4.1.1 Updates to Ra and Molecular Diffusivities in Air 

We update the parameterization of aerodynamic resistance (Ra) in GEOS-Chem in two 

ways. First, by including the displacement height d correction to the height for which Ra is 

referenced (Chapter 2, equation E3). We estimate the displacement height from the surface 

roughness length using the relation d ~ 6.7zo derived from conventionally used values of zo 

(~1/10 hc) and d (~2/3 hc) for naturally vegetated surfaces (Garratt, 1992; Oke, 1987), 

where hc is the canopy height. Although d may be neglected at heights > 10 hc (Garratt, 

1992), we include it herein for completion as forest and built land types have zo > 1 m, 

where the center of the lowest model level (ca. 60 m) from which Ra is computed to would 

be < 10 hc. Second, we update the Monin-Obukhov (M-O) stability-correction functions 

used in the computation of Ra under non-neutral conditions (Chapter 2, section 5.1) to those 

employed in the updated surface layer formulation of the Weather Research and 
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Table 4.1: Serial modifications made to the base GEOS-Chem (GC) simulation. 

Simulation Aerodyn. Res. 

Ra 

Diffusivity 

D 

Non-stomatal dry deposition Wet dep. 

HONO 

Subgrid dry dep. 

NO2 HONO 

S1 base GC base GC base GC 

 (Wesely 1989) 

base GC (none) base GC (none) base GC 

(none) S2 zref above d, 

update Ψℎ
(a) 

(sect. 4.8.1) 

 

Graham’s 

Law 

(sect. 4.4.1.1) 

Wesely 1989  

implement 

rainout & washout 

(sect. 4.4.1.2) 

S3 implement 

NO2 het. hyd. 

(sect. 4.4.2.1) 

update 

surface uptake 

(sect. 4.4.2.2) 
S4 NOx & HONO 

(b) 
(d) S5.1 & 5.2(e) NOx 

(c) 

(a) Reference height (zref) above displacement height (d) instead of above ground level, and updated stability correction functions. 
(b) Subgrid dry deposition applied to both anthropogenic surface NOx and surface emitted HONO, as discussed in section 4.4.3.1. 
(c) Subgrid dry deposition applied to anthropogenic surface NOx only. 
(d) Simulation S5 has only been run for the period of the WINTER aircraft campaign (February–March 2015) . 
(e) Simulation S5.1 uses NO2 uptake coeficent 𝛾𝑎,𝑁𝑂2 = 10-4 to describe R1 on aerosol, which in S5.2 is updated to 𝛾𝑎,𝑁𝑂2 = 5 x 10-6

. 
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Forecasting (WRF) model (Fig. S4.1, equations 4.S1–5 in supplemental material), which 

are applicable over a greater range of diabatic stabilities (Jiménez et al., 2012).  

Figure S4.2 in the supplemental material depicts annual mean and median Ra from 

simulation S2 along with percent change from the base simulation (S1) over Canada and 

the U.S. Aggregate values of Ra over eastern and western N.A. are included in Table S4.1 

in the supplemental material. From Table S4.1, a large degree of separation between 24-hr 

annual mean and median Ra is noted for simulation S1 over both eastern N.A. (mean: 360 

± 810 m s-1, median: 100 m s-1) and western N.A. (mean: 920 ± 1400 m s-1, median: 260 m 

s-1), with larger relative differences at night due to calm stable conditions. As depicted in 

Fig. S4.2, large reductions in mean Ra on the order of 25% to 75% are noted for simulation 

S2 across North America, with small to negligible change in both daytime mean and 24-hr 

median Ra. These changes in Ra indicate the reduced influence of a small number of 

outlying values at night under very stable conditions due to use of more appropriate 

stability correction functions (Fig. S4.1).  

The influence of updates to Ra on the dry deposition velocities for nitric acid 

Vd(HNO3) are included in Fig. 4.1 and Table S4.1. Small spatial changes in annual mean 

Vd(HNO3) are anti-correlated to small changes in median Ra, with increases in Vd(HNO3) 

of less than 4% over high roughness surfaces, i.e., forested regions, and reductions in 

Vd(HNO3) of less than 2% over low roughness surfaces, i.e., agricultural regions.  Outside 

of a small reduction in nocturnal median Vd(HNO3) over eastern N.A. from 1.0 cm s-1 to 

0.9 cm s-1 due to the updated stability correction function under slightly stable conditions 

(Fig. S4.1), no other change in annual aggregate Vd(HNO3) is seen for eastern N.A. or 

western N.A. (Table S4.1). 

Following the identification of a large high bias in computed molecular diffusivities 

in GEOS-Chem, with implications for both Rb and Rc as discussed in Chapter 3, section 

3.4.2, we update the calculation of species-specific molecular diffusion coefficients (Dx) 

according to Graham’s Law, assuming that 𝐷𝑥 = 𝐷𝑟𝑒𝑓√𝑀𝑟𝑒𝑓 𝑀𝑥⁄  and using CO2 as a 

reference gas. 𝐷𝐶𝑂2 is computed following Fuller’s method (Chapter 3, section 3.4.2,  
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Figure 4.1: (TOP) Annual (2013) mean dry deposition velocities for nitric acid from 

simulation S2 with percent change in Vd(HNO3) resulting from serial updates to base 

simulation S1, including updates to (MIDDLE) aerodynamic resistance Ra, and 

(BOTTOM) molecular diffusivity Dx. 

 

equation 3.7). Future work will instead use measured Dx, where available (Chapter 3, Table 

S3.1), and Fuller’s method in the absence of a measured value.  Resulting annual mean 

Rb(HNO3) from simulation S2 is included in Fig. S4.2 and Table S4.1. Large increases in 

Rb(HNO3) on the order of 60–100% result from reduction of a large high bias in simulated 

molecular diffusivity (Chapter 3, section 3.4.2). Resulting reductions in Vd(HNO3) from 

this diffusivity update are depicted in Fig. 4.1 and are on the order of 10–20%. Larger 
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reductions are noted during the day when Rb is a larger fraction of total resistance than at 

night when Ra is the dominant resistance to dry deposition of HNO3 (Table S4.1).  

4.4.1.2. Implementation of Wet and Dry Deposition of HONO 

Despite longstanding recommendation that HONO wet and dry deposition be included in 

atmospheric chemistry models (Jacob, 2000), these removal processes have yet to be 

represented in widely used CTMs, including GEOS-Chem, or to our knowledge, WRF-

Chem.  

 We add HONO to the wet deposition scheme in GEOS-Chem which includes 

rainout (in-cloud scavenging) and washout (below-cloud scavenging by precipitation) 

processes (Jacob et al., 2000). Required inputs are taken from (Park and Lee, 1988) and 

include the Henry’s law solubility constant (HHONO = 49 M atm-1 at 25 °C), acid 

dissociation constant (Ka = 5.3 x 10-4 M at 25 °C), and enthalpy of vaporization (∆𝐻𝑣𝑎𝑝
° = 

9.7 kcal mol-1 = 41 kJ mol-1) for HONO(aq). A pH-dependent effective Henry’s solubility 

(H*) which accounts for the equilibrium between dissolved HONO and its conjugate base 

nitrite may be computed:  

𝐻𝐻𝑂𝑁𝑂
∗ = 𝐻𝐻𝑂𝑁𝑂 (1 + 

𝐾𝑎
[𝐻+]

)                                                          (4.4) 

GEOS-Chem assumes a pH of 4.5 for rainwater, yielding an effective Henry’s solubility 

for HONO of 870 M atm-1 at 25 °C. Luo et al. (2020) develop spatiotemporally varying 

rainwater pH for use in GEOS-Chem based on simulated cloud pH (Alexander et al., 2012), 

which was found to result in simulated rainwater pH on the order of 4.3 to 6.9, however, 

these updates were not included in the model version used herein. 

 We add HONO to the standard dry deposition scheme in GEOS-Chem using 

required input parameters H* and the reactivity factor for biological substances from 

(Wesely, 1989) which assumes a surface pH of 7 across all deposition land types. Fig. S4.3 

in the supplemental material shows seasonal (DJF and JJA) maps of mean Vd(HONO) 

across night and day periods from simulation S2. Appreciable solubility of HONO at 

neutral pH results in efficient deposition over bodies of water (Vd(HONO) ~ 0.5–1.5 cm s-

1 depending on windspeed) and leaf interiors when stomata are open during the day 
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(Vd(HONO) ~ 0.5–0.8 cm s-1 depending on LAI). At night over land Vd(HONO) is reduced 

to < 0.3 cm s-1 with lowest deposition velocities ( < 0.1 cm s-1) over forested regions due 

to stomatal closure and prescribed in-canopy aerodynamic resistance to the lower canopy 

and ground surface where additional non-stomatal deposition may occur. We note that 

𝐻𝐻𝑂𝑁𝑂
∗  at pH 7 following 4.4 (~2.6 x 105 M atm-1) is greater than the value assigned in 

Wesely, (1989) (1x105 M atm-1), however, in simulation S3 we update the calculation of 

resistance to surface uptake of HONO Rc(HONO) over land using a field-measured uptake 

coefficient, as discussed in section 4.4.2.2. To bodies of water the Wesely 1989 scheme 

assigns a resistance to surface uptake of 0 s m-1 to all dry depositing trace gases, however, 

the minimum surface resistance in GEOS-Chem is limited to 1 s m-1 to avoid unrealistically 

large deposition velocities of highly soluble species (i.e., HNO3) under turbulent 

conditions. The surface resistance to SO2, H2O2, and HONO over water in GEOS-Chem is 

currently set to 2 s m-1, and species with very low aqueous solubility such as NO2 are 

assumed to have negligible uptake (very high surface resistance) to water, as seen in Fig. 

4.2 and discussed in section 4.4.2.1.  

4.4.2 Simulation S3 

4.4.2.1. Updating NO2 Dry Deposition to Include Ground Surface Hydrolysis Yielding 

Evolved HONO 

In Chapter 3, section 3.4.3.2, a large low bias in simulated nocturnal mean Vd(NO2) from 

the GEOS-Chem dry deposition parameterization was eliminated by representing a non-

stomatal dry deposition pathway due to heterogeneous hydrolysis of NO2
:  

𝑟ℎ𝑦𝑑 = 
4

𝛾𝑔,𝑁𝑂2 𝑣𝑡̅ 𝛼
                                                                          (4.5) 

where 𝑟ℎ𝑦𝑑 [s m-1] is the resistance to bulk surface uptake of NO2 due to reaction R4.1; 

𝛾𝑔,𝑁𝑂2 is a field-derived, RH-dependent, ground uptake coefficient for R4.1 (8x10-6 x 

RH[%] / 50) (VandenBoer et al., 2013); 𝑣𝑡̅ [m s-1] is the mean thermal speed of NO2; 𝛼 is 

a dimensionless scale factor to relate NO2 uptake to land types of different surface area 

density than the wintertime tilled soil/grasslands that surround the site where 𝛾𝑔,𝑁𝑂2 was 

derived (BAO tower, Colorado, U.S., February–March 2011). We add 𝑟ℎ𝑦𝑑 according to 



157 
 

 

4.5 in parallel to the existing bulk surface resistance scheme for NO2 dry deposition in 

GEOS-Chem, with 𝛼 values according to recommendations from Chapter 3: 𝛼 = 2 for high 

roughness land types (deciduous, coniferous, rainforests, and urban) and 𝛼 = 1 for all 

remaining land types, including snow covered ground. Surface grid-box-center RH values 

are used to compute 𝛾𝑔,𝑁𝑂2, except over water, ice and snow where RH is set to 100% 

resulting in 𝛾𝑔,𝑁𝑂2= 1.6 x 10-5, which is in agreement with observed uptake over snow 

(𝛾𝑠𝑛𝑜𝑤,𝑁𝑂2 = 1.6 x 10-5, Ch. 3, Table S3.2). In anthropogenically-influenced marine 

boundary layers, nocturnal NO2-to-HONO conversion rates—estimated via the rate of 

increase in the HONO/NO2 ratio shortly after sunset when ambient HONO is 

accumulating—have been observed to vary between 6 x 10-3 to 6 x 10-2 h-1
, with campaign 

means ranging from 1.2 x 10-2 to 4.5 x 10-2 h-1 (Cui et al., 2019; Wen et al., 2019; Yang et 

al., 2021; Zha et al., 2014), and attributed to heterogenous conversion of NO2 at the air-sea 

interface. Assuming a nocturnal marine boundary layer height of ca. 100 m (Brown et al., 

2004), representative aerodynamic (Ra) and quasi-laminar boundary layer (Rb(NO2)) 

resistances of 100 s m-1 and 30 s m-1, respectively (Fig. S4.2), and nocturnal HONO 

production following the stoichiometry of reaction R4.1, setting 𝛾𝑠𝑒𝑎,𝑁𝑂2= 1.6 x 10-5 results 

in an estimated NO2–to–HONO conversion rate of 2.4 x 10-2 h-1—within the range of 

campaign average marine conversion rates. Using a literature-maximum uptake value to 

water of 𝛾𝑁𝑂2=  8.7 x 10-5
, which was reported by Msibi et al. (1993) for uptake of NO2 to 

deionized water, results in a nocturnal marine NO2–to–HONO conversion rate of 9.3 x 10-

1 h-1—more than a factor of two larger than the maximum campaign mean value of 4.5 x 

10-2 h-1 (Yang et al., 2021). Using the uptake value for NO2 to distilled water listed in 

Chapter 3, Table S3.2 (𝛾𝑁𝑂2=  2.3 x 10-6) results in a conversion rate of 3.7 x 10-3 h-1—

more than a factor of three smaller than the minimum campaign mean value of 1.2 x 10-2 

h-1 (Cui et al., 2019). The reactive uptake of NO2 to salt water is an active area of research 

(Colussi and Enami, 2019; Rovelli et al., 2020), with marine-based field studies noting a 

positive temperature dependence for ambient NO2–to–HONO conversion rates (Wen et al., 

2019), possibly due to an equilibrium solvation process for HONO governed by the 

temperature dependent Henry’s Law coefficient (Wojtal et al., 2011). 
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Figure 4.2 shows seasonal (DJF and JJA) mean Vd(NO2) for night and day periods 

from base GEOS-Chem simulation S1 alongside values from updated simulation S3. As 

previously mentioned, negligible dry deposition of NO2 to snow, ice, and water occur in 

the base simulation, where uptake of NO2 is under stomatal control with maximum 

deposition velocities approaching 1 cm s-1 over daytime forested areas with high leaf area 

index (LAI). At night when stomata are assumed closed, S1 Vd(NO2) over vegetated land-

types is at a minimum (< 0.06 cm s-1), with forest environments having slightly lower 

values than low roughness land-types such as agricultural and grassland due to larger 

prescribed in-canopy aerodynamic resistance and larger prescribed resistance to the ground 

surface for forest environments (Wesely, 1989). Significant increases in nocturnal Vd(NO2) 

across all land types and water is seen in simulation S3, with nocturnal Vd(NO2) over 

forested regions in  the range 0.20-0.25 cm s-1, in agreement with eddy covariance inferred 

values over Harvard Forest (Chapter 3, section 3.4.3.3). Simulated Vd(NO2) over snow and 

nocturnal agricultural/grassland land-types are in the range 0.1 – 0.15 cm s-1, which are in 

better agreement with values inferred from measurements over these land types (Coe and 

Gallagher, 1992; Eugster and Hesterberg, 1996; Pilegaard et al., 1998; Plake et al., 2015; 

Stocker et al., 1995). Interestingly, daytime Vd(NO2) over vegetated land in S3 is not 

enhanced, but slightly reduced, over S1 despite 𝑟ℎ𝑦𝑑 being added in parallel to the existing 

resistance pathway—a result of increased stomatal resistance due to elimination of the low 

bias in molecular diffusivity. 

In addition to representing a missing dry deposition pathway for NO2, reaction R4.1 

implemented via 𝑟ℎ𝑦𝑑 provides mechanistic utility to HONO emission, linking NO2 dry 

deposition to ground surface HONO emission. In accordance with the stoichiometry of 

reaction R4.1, we release half the molar quantity of NO2 deposited along the 𝑟ℎ𝑦𝑑 pathway 

as HONO into surface grid boxes and assume the remaining half is dry deposited as HNO3.  
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Figure 4.2: Dry deposition velocities for NO2 from base simulation S1 and updated 

simulation S3. Depicted are winter (DJF) and summer (JJA) means for night and day 

periods.  
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4.4.2.2 Updates to HONO Dry Deposition  

We update the calculation of Vd(HONO) in simulation S3 by setting the bulk surface 

resistance Rc(HONO) as the minimum between values computed from both the (i) modified 

Wesely 1989 parameterization (simulation S2) and (ii) equation 4.5 using the best-fit field-

derived ground uptake coefficient for HONO of 𝛾𝑔,𝐻𝑂𝑁𝑂 = 8.7 x 10-5 from (VandenBoer et 

al., 2013). From vertical profiles of HONO integrated across the depth of the nocturnal 

boundary layer (NBL) at a rural wintertime grassland/tilled earth site in Boulder, CO, 

Vandenboer et al. (2013) infer 𝛾𝑔,𝐻𝑂𝑁𝑂 (range: 2 x 10-5 to 2 x 10-4) over the second half of 

the night after HONO concentrations have increased from daytime minimums, assuming 

integrated NBL HONO is a function of ground surface production via R4.1 and 

simultaneous first-order dry deposition—a model which has been used to understand 

nocturnal HONO evolution at both urban (Stutz et al., 2004) and summertime rural 

grassland (Ren et al., 2020) sites. This uptake coefficient (𝛾𝑔,𝐻𝑂𝑁𝑂 = 8.7 x 10-5) is within 

the range reported by a recent laboratory study quantifying HONO uptake to agricultural 

soil (Indiana, U.S.) under atmospherically relevant conditions, finding 𝛾𝑔,𝐻𝑂𝑁𝑂 ranging 

from 2.5 x 10-4
 at 0% RH to 1.1 x 10-5 at 80% RH (Donaldson et al., 2014).  

Large increases in Vd(HONO) over land, with no change over water, in simulation 

S3 indicates that Rc(HONO) computed following equation 4.5 using 𝛾𝑔,𝐻𝑂𝑁𝑂 is lower 

(greater) over land (water) than in simulation S2 (Fig. S4.3). Largest S3 increases in 

Vd(HONO) (>4x) are noted for nighttime and winter months over forested regions, while 

smaller increases on the order of 50–100% are seen for low roughness land types and 

summertime forests during the day. A final point of difference between S2 and S3 

Vd(HONO) is that values for forested regions are greater than for smoother land-types 

across all seasons and times of day in simulation S3—a pattern only observed during 

daytime summer months in simulation S2. Simulated S3 values of Vd(HONO) are within 

the range reported by (Harrison and Kitto, 1994) of 0.2–1.7 cm s-1 measured by the gradient 

technique over a U.K. grassland when NO2 concentrations were low and HONO fluxes 

downward.  

4.4.3 Simulations S4 & S5.1 
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4.4.3.1 Subgrid Dry Deposition of NOx  

Due to the vertical extent of ground-level grid boxes in global CTMs such as GEOS-Chem 

(ca. 120 m), dry deposition of near-surface emitted (or formed) species with appreciable 

surface interaction could be underestimated, especially under conditions of weak mixing. 

In an effort to understand and correct for this subgrid effect, we develop an offline 1-D 

column model from which we track dry depositional loss of an otherwise inert (assumed) 

near-surface emitted (or formed) tracer as it undergoes vertical mixing to 120 m. The 

evolution in concentration from a near-surface pulse of emission into an empty 1-D column 

ca. 120 m deep is modeled using a continuity equation in Eulerian form: 

𝜕𝑐

𝜕𝑡
=   𝐸𝑝𝑢𝑙𝑠𝑒 + [

𝜕𝑐

𝜕𝑡
]
𝑡𝑢𝑟𝑏

+ 𝐿𝑑𝑒𝑝                                                 (4.6) 

where right-hand-side terms represent successively the contributions from an initial near-

surface emission pulse Epusle, turbulent mixing, and dry deposition Ldep.  

 The initial (to) concentration profile resulting from 𝐸𝑝𝑢𝑙𝑠𝑒 is assumed to take the 

sigmoid profile shape depicted in Fig. S4.4, where normalized concentrations are nearly 

constant from the surface to ca. 2 m, falling to ca. 10% at 4 m and diminishing to near zero 

by 5 m. At to, 90% of the emitted mass is below 3 m. This arbitrary emission profile is 

intended to represent that from the passage of a typical motor vehicle, and is consistent 

with the vertical extent of above roadway mixing zones (2.5–3.5 m) from which traffic 

emissions are simulated to emanate in near-road dispersion models (Held et al., 2003; 

Wang et al., 2011b). 

 Turbulent mixing in 4.6 is parameterized following the classic 1-D turbulent 

diffusion equation in analogy to Fick’s law of molecular diffusion, which assumes 

turbulent flux is proportional to the local mean concentration gradient (K-theory): 

[
𝜕𝑐

𝜕𝑡
]
𝑡𝑢𝑟𝑏

= 
𝜕

𝜕𝑧
[𝐾
𝜕𝑐

𝜕𝑧
]                                                         (4.7) 

where K is the turbulent (eddy) diffusion coefficient for scalar quantities. We use the classic 

surface layer parameterization of K following Monin-Obukhov (M-O) similarity theory 

(Monin and Obukhov, 1954), modified to account for the enhanced turbulent mixing within 
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the roughness sublayer (RSL) which extends to approximately 2–3 canopy heights (hc) 

above the surface: 

𝐾 =  
 𝑢∗𝑘(𝑧 − 𝑑)

𝜙ℎ  𝜙𝑥̂
                                                                          (4.8) 

where 𝑢∗ is the friction velocity characterizing surface momentum flux, z the height above 

the displacement height 𝑑, k the von Karman constant (0.4), and ϕℎ a dimensionless M-O 

stability correction factor for sensible heat assumed to apply equally to chemical mixing 

ratios. Empirically determined functions of ϕℎ for use under stable and unstable conditions 

are depicted in Fig. S4.1 and presented in the supplemental material (equations 4.S1 & 

4.S4). 𝜙𝑥̂ is an empirically determined RSL correction which increases values of K by a 

factor of two above that predicted from the standard M-O parameterization near the canopy 

top (i.e., 𝜙𝑥̂ ~ 0.5 at hc), decaying to unity at the top of the RSL (ca. 2–3 hc). We use the 

formulation of 𝜙𝑥̂ from (Physick and Garratt, 1995) (equation 3.S9 in Chapter 3, section 

3.6.2). RSL correction applied to flux-gradient calculations of turbulent transport was 

noted to be an important component in the parameterization of upward sensible and latent 

heat fluxes in the Simple Biosphere Model (SiB) (Sellers et al., 1986) used in the GEOS 

General Circulation Model (GCM) from which meteorological fields driving GEOS-Chem 

are produced.  

 Dry depositional loss (Ldep) from the 1-D column model described by 4.6 is 

parameterized following the standard resistance-in-series approach (equations 4.2 & 4.3) 

from the lowest finite volume grid cell (grid structure described below). Resistances used 

in the calculation of deposition velocities are identical to those used in the updated GEOS-

Chem simulation S3, with the exception of aerodynamic resistance Ra, where instead a 

formulation is used which accounts for the non-zero Ra value at the roughness length zo 

due to RSL effects (equation 3.S10 from Chapter 3, section 3.6.2). All NOx from Epulse is 

treated as NO which does not dry deposit (i.e., Vd(NOx, to) = 0 cm s-1) and is assumed to 

oxidize to NO2 with a fixed e-folding time of 60 s corresponding to an O3 concentration of 

ca. 40 ppb (an assumption discussed below). 

Equation 4.6 is discretized over a finite volume staggered vertical grid and solved 

numerically by employing operator splitting and using an explicit forward-in-time, 
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centered-in-space (FTCS) Euler’s method to advance turbulent mixing. Due to the nature 

of turbulent mixing in reducing mean concentration gradients, numerical solutions to 4.7 

using an explicit FTCS method results in stable solutions so long as integration time steps 

are sufficiently small to prevent turbulent diffusion across a grid cell (i.e., ∆𝑡 <  ∆𝑧2/2𝐾 

) (Brasseur and Jacob, 2017). To ensure stability and accuracy, time steps were kept small 

enough to maintain the von Neumann stability parameter β in the range 0 ≤ β ≤ ¼ (Press, 

1992). 

𝛽 = 𝐾
∆𝑡

∆𝑧2
                                                                             (4.9) 

A vertical grid to ca. 120 m is defined from input of zo, where we set the depth of the first 

level as 10 zo—the approximate height of the roughness elements. Subsequent levels are 

1.2x the depth of the level below, resulting in greater resolution over low roughness 

surfaces. Eddy diffusivities are computed at level edges while mean concentration 

gradients are computed from grid-box-centers. Reflective upper and lower boundary 

conditions are used when advancing turbulent mixing (4.7). Four input variables are 

required to advance solutions of 4.6: (1) friction velocity u*, (2) M-O length L, (3) the sum 

of quasi-laminar and bulk surface resistances Rb + Rc, and (4) roughness length zo. The 

meteorological fields used to drive GEOS-Chem are a source of u*, L, and zo at hourly 

resolution. Simulated values of Rb and Rc are available from the dry deposition module of 

GEOS-Chem at a temporal resolution equal to the emission time step. 

Figure 4.3 depicts a nighttime and daytime realization of our 1-D column model for 

subgrid dry deposition of near-surface NOx using median values of input variables over 

Calgary, AB from 15 July 2013. Column-resolved and column-integrated time series are 

shown. Included in the column-integrated time series are mass evolutions from a single 

GEOS-Chem size surface grid box according to the dry deposition scheme from GEOS-

Chem simulations S3 & S4. At to, all emissions are contained within the lowest level of the 

1-D column model, which is of greater depth (z_top(L=1) = 10zo) than the vertical extent 

of Epulse (< 5 m, Fig. S4.4) for this location. Initially, dry depositional loss (Ldep) is 

negligible as NOx from Epulse consists entirely of NO. However, as NO oxidizes to NO2 

with an assumed e-folding time of 60 s, total-column NOx loss due to dry deposition begins  
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Figure 4.3: (TOP) Normalized concentration time series from nighttime and daytime 

realizations of the 1-D column model used for estimating subgrid dry deposition of near-

surface emitted NOx in GEOS-Chem. (BOTTOM) Corresponding normalized total 

column mass in the 1-D column model and single boxes (120 m in depth) using equivalent 

dry deposition parameterizations from GEOS-Chem (GC) simulations S3, S4, and S5. 

Conditions are for Calgary, AB on 15 July 2013, with median nighttime (daytime) input 

values: u* = 0.3 (0.6) m s-1, L-1 = 0.01 (-0.008) m-1, Rb(NO2) = 22 (11) s m-1, Rc(NO2) = 

360 (240) s m-1, and zo = 0.6 (0.6) m. Also depicted are time series of the fraction (1 – f) of 

near surface NOx emissions removed due to subgrid dry deposition.   
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to exceed that from a single grid box of depth 120 m, i.e., GEOS-Chem simulation S3 (GC 

S3). As vertical mixing proceeds and surface levels become depleted, deposition from the 

high resolution 1-D column model (1D Col) slows, eventually approaching that from the 

single GEOS-Chem size grid box. This happens much sooner under daytime conditions 

due to increased turbulence under diabatically unstable conditions. The underestimate in 

dry deposition of near-surface NOx emissions resulting from instantaneous dilution into 

surface grid boxes in GEOS-Chem may be estimated by the ratio (f) of column-integrated 

mass to mass remaining in a single box of equal vertical extent at the time of plume 

resolution (tend): 

𝑓 =  
𝑚(𝑡𝑒𝑛𝑑)

1𝐷 𝐶𝑜𝑙

𝑚(𝑡𝑒𝑛𝑑)𝐺𝐶 𝑆3
                                                                  (4.10) 

The fraction of surface emission removed due to subgrid dry deposition (1 – f) is included 

as a time series in Fig. 4.3. As mixing proceeds, the effect of subgrid dry deposition 

diminishes, ending with the 1-D column model containing ca. 90% of the NOx remaining 

in a single GEOS-Chem size box after 1 h under nighttime conditions, and > 98% under 

daytime conditions when the plume resolves in under 10 minutes We define plume 

resolution at the time tend when a positive concentration gradient from the surface to grid-

box-center is achieved, consistent with the assumption of a resistance-in-series model of 

dry deposition (Wesely and Hicks, 2000). We set a maximum time for tend of 60 minutes, 

the resolution of the 2-D meteorological fields. For the nighttime example depicted in Fig. 

4.3, removing the 60-minute time limit results in a tend of 75 minutes and a < 2% increase 

in f.   

Scaling Epulse by a factor f prior to release into a GEOS-Chem size grid box results 

in agreement with the 1-D column model at the time of plume resolution and is a strategy 

to account for subgrid dry deposition in GEOS-Chem simulations S4 & S5. The result of 

such a strategy is depicted in Fig. 4.3 as: 

𝑚(𝑡)𝐺𝐶 𝑆4 = 𝑓𝐸𝑝𝑢𝑙𝑠𝑒𝑒
−𝑘𝑡                                                        (4.11) 

where k is the first order dry deposition rate constant from a GEOS-Chem size grid box, 

i.e., 𝑘[𝑠−1] =  𝑉𝑑
𝐺𝐶 𝑆3 𝑧𝑡𝑜𝑝

𝐺𝐶 (1)⁄  with 𝑧𝑡𝑜𝑝
𝐺𝐶 (1) ~ 120 m. Given the first-order dependence of 
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both dry deposition and the parameterization of turbulent mixing used in 4.6, our 

formulation of f is independent of the absolute value of 𝐸𝑝𝑢𝑙𝑠𝑒.  

 We implement our parameterization of subgrid dry deposition of anthropogenic 

near-surface (non-stack) emissions of NOx into GEOS-Chem via a 4-D look-up-table 

containing f along dimensions of u*, L
-1, Rb + Rc, and zo. Figure 4.4 depicts the fraction of 

Epulse removed due to subgrid dry deposition, i.e., (1 – f), along each dimension of the look-

up-table using values for the remaining three dimensions from 104 random selections of 

coincident input values over eastern N.A. (east of 100°W) on 15 July 2013. Highlighted in 

green are traces along each discretized dimension through median input values (red dots) 

of the remaining three dimensions. Input dimensions are discretized over a greater range 

of values than is observed in histograms of u*, L
-1, Rb(NO2) + Rc(NO2), and zo  (Fig. S4.5). 

Large increases in the fraction of surface NOx removed occur as surface layer turbulence 

decreases, as seen along dimensions of u* and L-1. An exponential response is noted in the 

u* dimension, with 1-f increasing sharply with decreasing u* until very low values of u* (< 

0.01 m s-1) when 1-f decreases due to very high aerodynamic resistances under stagnant 

conditions. A sigmoidal response in 1-f is seen along the dimension L-1, with greatest 

sensitivity near neutral conditions (L-1 = 0 m-1). Sensitivity to surface resistances Rb + Rc 

increases substantially as resistances drop below ca. 103 s m-1. Sensitivity to surface 

roughness zo is reduced under conditions of high turbulence when 1-f is low (<5%). Under 

low turbulence conditions (i.e., small u* and L-1 > 0), sensitivity to zo increases, with 1 – f 

decreasing for zo > ca. 0.4 m. This is the point at which nearly all Epulse is contained within 

the first level of the 1-D column model (Fig. S4.4), where further increasing the vertical 

extent of the first level with increasing zo would enhance turbulent mixing out of this level 

(4.8) but alter deposition little—an example of subgrid effects within our simple 1-D 

column model. Over low roughness surfaces (zo < ca. 0.1 m), reductions in 1-f, which 

become more apparent for values seen under low turbulence conditions, i.e., 1-f > ca. 0.2, 

can be explained by a shallow first model layer (< 1 m) containing a small fraction of Epulse 

(Fig. S4.4) and slow downward mixing of overlying NOx. The slight zig-zag behavior 

along the zo dimension is a result of variability in the height of the 1-D column, which is 

set from the integer number of levels not exceeding a total depth of 120 m. Maximum effect 

occurs as z0 approaches 2 m, when a 4-layer column to ca. 120 m switches to a 3-layer  
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Figure 4.4: Look-up-table values of f depicted as the fraction of near surface NOx 

emissions removed, i.e., (1 – f), along input dimensions required for the parameterization: 

friction velocity u*, inverse M-O length L-1, dry deposition resistances Rb(NO2) + Rc(NO2) 

and roughness length zo. Thin black lines depict slices through each dimension using values 

for the remaining three dimensions from 104 random selections of coincident input values 

over eastern North America (east of 100°W) on 15 July 2013. Highlighted in green are 

traces along each discretized dimension through median input values (red dots) of 

remaining three dimensions.   
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column to ca. 80 m—future work will address this effect by allowing thickness variability 

in the top level. Our simple column model suggests subgrid dry deposition could be an 

important consideration in large scale CTMs under conditions of low turbulence for species 

with surface resistances below ca. 103 s m-1. 

Our parameterization of subgrid dry deposition of near-surface anthropogenic (non-

stack) NOx emissions is implemented into GEOS-Chem simulations S4 & S5. We retrieve 

look-up-table f values for NOx along the Rb + Rc dimension by computing surface 

resistance for NOx assuming negligible uptake of NO (i.e., Rc(NO) = ∞):  

𝑅𝑐(𝑁𝑂𝑥) =  
[𝑁𝑂𝑥]

[𝑁𝑂2]
𝑅𝑐(𝑁𝑂2)                                                         (4.12) 

Thus, only the NO2 that evolves from the initial pulse of NO (Epulse) at an assumed e-folding 

time of 1 minute on approach to the NO2 / NOx ratio simulated online is subjected to subgrid 

dry deposition. In their near-road dispersion model of NOx, Valencia et al. (2018) assume 

a NO2 / NOx ratio of 0.2 at the source, which was within the range typical of road traffic 

emissions of 0.1 to 0.25. However, the U.S. EPA NEI 2011 emission inventory, used in 

GEOS-Chem simulations herein, contains both NO and NO2 emission data for which we 

implement a single look-up-table of f which treats all emitted NOx as NO. Implementing 

separate NO and NO2 specific look-up-tables for subgrid dry deposition will be the subject 

of future work. We do not apply f values to soil NOx emissions as GEOS-Chem already 

contains a parameterization for the subgrid dry deposition of soil NOx via an online canopy 

reduction factor (CRF) (equation 3.10 in Chapter 3), however, future work will include 

updating the calculation of CRF in GEOS-Chem to include reaction R4.1 which will 

increase CRF values, especially at night (Chapter 3, Fig. S3.6).  

As previously mentioned, the NO to NO2 oxidation lifetime used herein for 

anthropogenic surface emissions subjected to subgrid dry deposition assumes a constant 

O3 concentration of ca. 40 ppb (Fig. S4.6)—a reasonable assumption under well-mixed 

daytime conditions at most locations, however, an overestimate at night when near-surface 

O3 is reduced from daytime highs (Fig. S4.7). Future work will include adding simulated 

surface O3 as a fifth dimension to look-up-table values of f to control the rate of surface 

emitted NO oxidation, as well as including mass-balance of O3 loss resulting from 
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oxidation of NO in the subgrid dry deposition scheme. In the meantime, we proceed herein 

with a 4-D look-up-table employing a simplistic exponential decay approach for NO to 

NO2 oxidation (Cole and Summerhays, 1979), noting that sensitivity of f to O3 is small for 

O3 concentrations > ca. 20 ppb, albeit, increasing sharply below ca. 10 ppb (Fig. S4.6). 

Although large reductions in anthropogenic NOx emissions across North America over the 

past two decades (McDuffie et al., 2020) have resulted in reduced O3 titration near-source 

in NOx-saturated O3-production regimes such as roadside (Ontario Ministry of the 

Environment and Climate Change, 2016) and urban centers (Jin et al., 2020; Mitchell et 

al., 2021; Simon et al., 2015), we caution that the simple model of subgrid dry deposition 

of NOx presented herein does not resolve subgrid O3 titration—conditions that would 

therefore be expected to overestimate subgrid dry deposition of NOx in simulations S4 and 

S5. With higher CTM horizontal resolutions enabled via nested model domains and more 

recently through user-defined stretched-grids in cubed-sphere CTM formulation (Bindle et 

al., 2020), urban-scale titration events will become increasingly resolved. Nocturnal 

mixing in the urban environment has additional complexities that are not yet represented 

in GEOS-Chem, including parameterization of the excess sensible heat flux resulting from 

storage in urban surfaces (Halios and Barlow, 2018), which Travis et al. (2022) attribute 

as the explanation for the low bias in GEOS-Chem simulated nighttime O3 in a recent 

campaign in Seoul, South Korea (May–June 2016). Additionally, greater uptake of 

oxidation catalysts in the vehicle fleet is resulting in increased NO2 / NOx emission ratios, 

leading to on-road values on the order of 30% (Jenkin et al., 2008; Richmond-Bryant et al., 

2017). We find the NO2 / NOx ratio in on-road emissions from the U.S. EPA NEI 2011 

inventory is on average 9%, with maximum local values up to 17% (data not shown). The 

limitations of simulation S4 with respect to urban ozone titration events is discussed further 

in section 4.6.4.  

Implementation of look-up-table values of f into GEOS-Chem simulation S4 results 

in seasonally and diurnally varying maps of 1-f (Fig. S4.8). Daytime values are generally 

< 4% and much smaller than nocturnal values (5–25%) which show greater dependence on 

surface roughness, as previously discussed. Largest diel variations are seen over the high 

deserts of the western U.S., followed by summertime agricultural regions. Seasonality in 

daytime values (JJA < 4%, DJF < 2%) results from reduced Rc(NO2) during summer 
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months due to stomatal uptake of NO2 (data not shown). Seasonality in nocturnal values is 

most apparent over agricultural regions with midwest and eastern areas showing JJA highs 

> 15% and the California valley showing DJF highs >20%. Seasonality is also noted for 

Canadian boreal forest regions (SON lows < 5%). These seasonalities reflect changes in Ra 

more so than seasonal changes in either Rc(NO2) or zo (Fig. S4.9), as expected from the 

dimensional sensitivities of 1-f depicted in Fig. 4.4. 

 In addition to subgrid dry deposition of near-surface anthropogenic NOx emissions, 

simulation S4 also includes subgrid dry deposition of surface emitted HONO, including 

that resulting from NO2 uptake along the rhyd pathway (i.e., reaction R4.1 via equation 4.5), 

where half of the reaction yield is re-emitted as HONO and the remaining half irreversibly 

dry deposited as HNO3. A HONO-specific look-up-table is used, where the simulation of 

fHONO values differs in two ways from that of fNOx. First, there is no time delay to onset of 

dry deposition as it is assumed that emitted HONO may be simultaneously dry deposited. 

Second, HONO is assumed to be emitted from the roughness elements which provide the 

surfaces for reaction R4.1 to proceed, therefore no emission profile is used. Our 

implementation of subgrid dry deposition of HONO into GEOS-Chem differs from that of 

NOx in that subgrid dry deposition of HONO is permitted only at night (solar zenith angle 

> 90°). During the day, efficient photolysis precludes the assumption of HONO as an inert 

tracer—an assumption in the formulation of our 1-D column model (4.6) used in the 

calculation of both fNOx and fHONO. The lifetime of NO2 to heterogeneous hydrolysis via 

reaction R4.1 has been reported to be on the order of one hour in well-mixed indoor air 

(Collins et al., 2018; Spicer et al., 1993)—lower than typical ambient daytime chemical 

lifetimes which are in the range of 1–6 h for low- to mid-latitude urban plumes (Beirle et 

al., 2011; Laughner and Cohen, 2019), and 11 +/- 5 h for remote continental conditions 

(Romer et al., 2016). During winter months and summer nights, NOx is longer lived with 

ambient chemical lifetimes on the order of 10 h to more than a day (Browne and Cohen, 

2012; Kenagy et al., 2018; Martin et al., 2003b). The timescale for turbulent vertical mixing 

of near-surface emissions within surface grid boxes of GEOS-Chem is much shorter than 

these ambient chemical lifetimes, on average by more than a factor of 10. The 50th and 95th 

percentiles of day (night) mixing times over Canada and U.S. are 12 minutes (50 minutes), 

and 19 minutes (59 minutes), respectively (data not shown). Therefore, treatment of NOx 
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as a chemically inert tracer (save for dry deposition) over the timescale of turbulent vertical 

mixing within surface grid boxes of GEOS-Chem appears to be a reasonable 

approximation. 

4.4.4 Simulation S5.2 

4.4.4.1 Heterogeneous Hydrolysis of NO2 on Aerosol 

Laboratory determined values of NO2 reactive uptake (𝛾𝑁𝑂2) to humidified or aqueous 

surfaces of various composition are generally in the range of 10-7 to 10-5 (Ammann et al., 

2005; Bröske et al., 2003; Kleffmann et al., 1998; Kurtenbach et al., 2001), however, values 

> 10-5 (Mertes and Wahner, 1995; Msibi et al., 1993) and < 10-8  (Ammann et al., 2013) to 

bulk liquid water have been reported. Formation of HONO from heterogenous reaction of 

NO2 is suggested to follow the stoichiometry of reaction R4.1 on most humidified surfaces, 

however, surfaces containing reducing solutes such as ascorbic acid (Msibi et al., 1993) 

and phenolic humic acid precursors (Ammann et al., 2005) have been shown to enhance 

NO2 uptake and result in larger HONO yields. Photoenhanced reduction of NO2 on certain 

dust aerosol (Ndour et al., 2008), organic aerosol (Bröske et al., 2003; Monge et al., 2010) 

and humic surfaces (George et al., 2005; Msibi et al., 1993; Stemmler et al., 2006) has been 

shown to produce HONO at greater than 50% yield. While an active area of research, 

processes such as photobleaching result in unrecoverable loss of photochemical activity, 

making the persistence of this process difficult to constrain (Ye et al., 2017). It is noted 

that the heterogeneous hydrolysis of NO2 on humidified/wet inert surfaces (R4.1) is not 

photoenhanced (Laufs and Kleffmann, 2016; Ramazan et al., 2004). Photolysis of nitrate 

or surface absorbed HNO3 is a possible renoxification pathway yielding NO2 as the primary 

photolysis product; subsequent surface-dependent HONO formation may proceed from 

secondary surface reactions of NO2, including heterogeneous hydrolysis (R4.1) (Laufs and 

Kleffmann, 2016) and/or photosensitized reduction via surface adsorbed organics (Ye et 

al., 2016). Efforts to correct daytime underestimates in simulated near-surface HONO 

include scaling 𝛾𝑁𝑂2 by normalized factors of solar radiation (Zhang et al., 2016) or NO2 

photolysis frequencies (Liu et al., 2019; Wong et al., 2013), resulting in maximum daytime 

values of 𝛾𝑁𝑂2 in the range 5 x 10-5 to 10-3 in corresponding atmospheric models. 
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 Several updates to the representation of heterogenous hydrolysis of NO2 in GEOS-

Chem have been made subsequent to version 10-01 employed herein. As previously 

mentioned, reaction R4.1 is represented in the base simulation on aerosol surfaces only, 

with a reactive uptake coefficient (reaction probability) 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 = 10-4 and yielding 

equimolar amounts of HONO and HNO3. This NO2 uptake coefficient is ca. 2x larger than 

the maximum daytime value, and 100x larger than the nocturnal value, used in WRF-Chem 

(Zhang et al., 2016). Holmes et al. (2019) develop and implement into GEOS-Chem a 

method for simulating heterogeneous cloud chemistry from entrainment-limited uptake, 

and include reaction R4.1 on liquid clouds using 𝛾𝑁𝑂2
𝑐𝑙𝑜𝑢𝑑,𝑙𝑖𝑞

 = 10-8 which assumes NO2 

uptake is due to aqueous solubility and slow solution-phase second-order hydrolysis 

(Ammann et al., 2013; Cheung et al., 2000), not first-order heterogeneous hydrolysis which 

has been observed to proceed up to a factor of 40–100x faster on wet borosilicate glassware 

in the lab (Finlayson-Pitts et al., 2003). Holmes et al. (2019) also implement aerosol-

dependent 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 into GEOS-Chem, using recommended values from recent literature; 

values include 10-4 for soot and sea salt at RH ≥ 70%, 10-6 for organic aerosol, 5 x 10-6 for 

secondary inorganic aerosol (SIA; sulfate, nitrate, and ammonium), and 10-8 for dust and 

sea salt at RH < 40%. Photoenhanced uptake to absorbing dust and organic aerosol was not 

considered, nor was loss of soot reactivity. These updated values of 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 are now 

standard in GEOS-Chem subsequent to version 12.6.0. Alexander et al. (2020) find that 

these updated values of 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 render heterogeneous hydrolysis of NO2 on aerosol of 

negligible importance for global nitrate production (<1%) compared to it being the third 

most important nitrate formation pathway (12%) in a simulation with 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 = 10-4. 

Furthermore, Alexander et al. (2020) note the significant role that heterogeneous hydrolysis 

of NO2 on aerosol surfaces has on governing HONO concentrations in simulations with 

𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 = 10-4, noting reductions in simulated HONO below 1 km of up to 100% both 

from using 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 values from Holmes et al. (2019) and in a sensitivity simulation where 

𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 was set to a constant value of 10-7. To address a low bias in GEOS-Chem simulated 

(v10-01) HONO over the northeastern U.S. during winter, Jaeglé et al. (2018) keep 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 

= 10-4 and increase the molar yield of HONO to unity, thus assuming HONO is the sole 

product of reaction R4.1 on aerosol. Jaeglé et al. (2018) find this modification sufficient to 
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eliminate the factor of 2 low bias in simulated nocturnal HONO concentraions below 1 km 

compared to observations from the WINTER aircraft campaign (discussed below in section 

4.5.2).  

In simulation S5.2 we set 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 = 5 x 10-6 on all aerosol types—a reduction by a 

factor of 40 and the value recently used by: (i) (Meng et al., 2020) to estimate the HONO 

production rate on aerosol during a field study which measured high-resolution vertical 

profiles of nocturnal HONO and NO2 over Beijing, China and (ii) Holmes et al. (2019) in 

GEOS-Chem for sulfate-nitrate-ammonium aerosol.  

 

4.5 Measurements for Model Evaluation 

4.5.1 Surface Ozone  

Ground-level ozone measurements across the U.S. for the year 2013 were obtained from 

the Environmental Protection Agency’s (EPA) Air Quality System (AQS) internet database 

(US Environmental Protection Agency (EPA), 2016). Hourly observations were spatially 

averaged to the GEOS-Chem grid (1/4° x 5/16°) for coincident comparison to simulated 

values. For species that dry deposit and lack strong surface emission sources, i.e., 

secondary pollutants such as HNO3 and O3, more representative comparison to surface 

observations may be achieved in large scale CTMs through the resistance-in-series model 

of dry deposition. Implicit subgrid vertical gradients within the lowest model level may be 

inferred from explicit model concentrations and deposition velocities (Travis and Jacob, 

2019; Zhang et al., 2012a): 

𝐶(𝑧𝑠) = [1 − 𝑅𝑎(𝑧1, 𝑧𝑠) 𝑉𝑑(𝑧1)] 𝐶(𝑧1)                                                (4.13) 

where 𝑧1 refers to the center height of the lowest model level (ca. 60 m in GEOS-Chem), 

𝑧𝑠 an arbitrary height below 𝑧1 but above 𝑧𝑜 +  𝑑, and 𝐶(𝑧𝑠) the implicit concentration at 

this height. Subgrid vertical gradients in concentration depend on both atmospheric 

stability and resistance to surface uptake. To compare to surface ozone observations, we 

infer simulated surface ozone at 10 m following 4.13; future work will likely use implicit 

simulated O3 at 2 m in the parameterization of subgrid NOx dry deposition. Largest subgrid 



174 
 

 

vertical gradients in simulated ozone result under stable conditions, whereas negligible 

gradients exist during turbulent daytime conditions (Fig. S4.7).  

4.5.2 WINTER Aircraft Campaign 

A suite of aircraft observations from the Wintertime INvestigation of Transport, Emissions, 

and Reactivity (WINTER) campaign, which consisted of 13 flights each of ca. 8 h duration 

over the Northeast U.S. between 3 February–13 March 2015 from the National Science 

Foundation (NSF)/National Center for Atmospheric research (NCAR) C-130 aircraft 

platform, are publicly available (https://www.eol.ucar.edu/field_projects/winter). As 

depicted in Fig. S4.11, flights took place over and downwind major pollution regions, 

including the Ohio River Valley and Eastern Seaboard, with an approximately equal 

amount of day/night flight time which predominately sampled the planetary boundary 

layer—ca. 70% (40%) of flight time was within 1 km (500 m) of the surface. 

 For evaluation of the updates to GEOS-Chem presented herein, we coincidently 

sample (at 1-minute intervals) model concentrations with observations from the WINTER 

dataset presented by Jaeglé et al. (2018; personal communication, 30 June 2021), including 

concentrations of HONO, NOx, HNO3, and particulate nitrate (pNO3). Following the 

recommendations of Jaeglé et al. (2018), we exclude intervals where either NOx or SO2 

concentrations are greater than 10 ppb in order to avoid subgrid scale plumes not resolved 

by GEOS-Chem; this filter eliminates ca. 3% of the observations averaged on 1-minute 

intervals.  

 

4.6 Results and Discussion  

4.6.1 Effective Reduction in Anthropogenic Surface NOx Emission Due to Subgrid 

Dry Deposition 

Figure 4.5 depicts seasonal maps of total PBL NOx emission (over land) in GEOS-Chem 

alongside the fraction corresponding to anthropogenic near-surface sources. Also depicted 

are effective reductions in both anthropogenic near-surface and total PBL emissions 

resulting from subgrid dry deposition of anthropogenic near-surface NOx. We use the term  



175 
 

 

 

Figure 4.5: Seasonal total PBL NOx emission (over land) in GEOS-Chem (far left) 

adjacent the fraction corresponding to anthropogenic near-surface (non-stack) sources 

(center left). Effective reductions in seasonal total NOx emissions for both anthropogenic 

near-surface (center right) and total PBL sources (far right) due to subgrid dry deposition 

are shown for simulation S4. Area of eastern N.A. highlighted in orange is discussed 

throughout. 

 

‘effective reduction’ to highlight that this does not indicate a bias in the emission inventory, 

rather, the fraction of near-surface emitted NOx that dry deposits prior to plume resolution 

within the first model level. Urban emissions are primarily (>90%) anthropogenic and 

surface based, with little seasonality (see also Fig. S4.10 depicting diel NOx emission for 

select urban locations as well as regionally across eastern N.A). Regionally, anthropogenic 

near-surface emissions comprise a smaller but nonetheless substantial fraction of total 

emissions—for the region of eastern N.A. highlighted in Fig. 4.5, 76% (59%) of total PBL 

NOx emissions are from anthropogenic near-surface sources during winter (summer) 
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(Table 4.2). Total PBL NOx emissions over eastern N.A. peak during summer months due 

to soil NOx contributions, resulting in reductions in the ratio of ‘anthropogenic near-

surface–to–total emissions’ outside of urban areas. Summertime anthropogenic near-

surface emissions are ca. 5% higher over eastern N.A. compared to wintertime, whereas 

total PBL emissions are 37% higher (Table 4.2). Implementation of our parameterization 

of subgrid dry deposition into GEOS-Chem yields a pattern of anthropogenic near-surface 

NOx emission reductions similar to the pattern of (1 – f) depicted in Fig. S4.8. Effective 

reductions in 24-hr mean anthropogenic near-surface emissions range from 3–15%, with 

seasonality patterning Ra (Fig. S4.9, section 4.4.3). Accordingly, significant diel variation 

in effective reductions of NOx emission occurs (Fig. S4.10), with nocturnal reductions in 

the range 10–20% and daytime reductions near-negligible outside of high latitudes during 

winter months. 

 Recent studies evaluating GEOS-Chem against a suite of summertime aircraft-

based measurements over N.A. have concluded that the EPA’s NEI 2011 emission 

inventory may be biased high for oxidized nitrogen (Seltzer et al., 2015; Travis et al., 2016). 

In particular, Travis et al. (2016) endeavored to understand the summertime high O3 bias 

in GEOS-Chem over the southeastern U.S. (evident in Fig. S4.7), where part of their 

analysis focused on uncertainties in NOx emission sectors. It was found that NOx emissions 

from non-powerplant anthropogenic surface sources, the sectors with the greatest 

uncertainty, had to be reduced by 60% in order to reconcile GEOS-Chem simulated fields 

with a suite of aircraft-based observations of O3, NOx and oxidation products, satellite 

observations of NO2, and surface network observations of nitrate wet deposition. The 

representation of subgrid dry deposition of NOx presented herein can only explain an 8% 

effective reduction in such emissions over the summertime southeastern U.S. Travis et al. 

(2016) note that zeroing out soil NOx emissions (18% of total NOx emitted to southeast 

U.S.) reduces the necessary reduction in anthropogenic non-powerplant surface emissions 

from 60% to 30%. Canopy reduction of soil-emitted NO has been identified as a key 

process in reconciling measured soil emissions with above canopy observations (Jacob and 

Wofsy, 1990; Lerdau et al., 2000), with recent interest in more detailed understanding of 

the role of NO2 dry deposition in this process (Delaria and Cohen, 2020). The calculation 

of the soil NOx canopy reduction factor (CRF) in GEOS-Chem takes place outside of the 
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Table 4.2: Total over land emission and deposition budgets for the area of eastern North America highlighted in Fig. 4.5. 

(a) Anthropogenic near-surface (non-stack) NOx emissions into the lowest model level.  
(b) Anthropogenic near-surface emissions of NOx and HONO are subject to subgrid (SG) dry deposition in simulation S4, resulting in                                       

an effective reduction in the emissions released into the lowest model level, not a true reduction in the bottom-up emission inventory. 
(c) Contribution of subgrid (SG) dry deposition to total amount. 

 

 

GEOS-Chem Emission [Gg N] 
 Deposition [Gg N] 

Simulation NOx NOx HONO  NO2   HONO     HONO HNO3 HNO3   NOy     NOy NOy 

  Anth. Surf.(a) PBL Tot. PBL Tot. 
 Dry (SG(c))      Dry (SG) Wet Dry Wet Dry (SG) Wet Total 

year             

S1 (base) 1890 2790 14.2  159(0) 0(0) 0 1030 632 1420(0) 992 2410 

S2 1890 2790 14.2  140(0) 7.61(0) 5.28 959 679 1310(0) 1060 2370 

S3 1890 2790 110  212(0) 41.5(0) 7.89 926 659 1380(0) 1030 2410 

S4 1770(b) 2670(b) 107(b)  279(78.7) 70.8(32.9) 7.54 888 639 1430(112) 1000 2430 

             

DJF             

S1 (base) 461 603 3.17  27.5(0) 0(0) 0 145 145 228(0) 218 446 
S2 461 603 3.17  25.5(0) 3.4(0) 2.16 135 152 217(0) 229 446 

S3 461 603 38.2  54.7(0) 17.7(0) 3.19 124 143 247(0) 218 465 

S4 432(b) 574(b) 35.4(b)  68.4(17.3) 27.3(11.5) 2.97 116 137 261(28.8) 209 471 

             

JJA             

S1 (base) 483 825 3.86  54.3(0) 0(0) 0 410 226 526(0) 321 846 

S2 483 824 3.86  46.2(0) 1.26(0) 0.764 380 245 479(0) 346 824 

S3 483 824 20.3  56.3(0) 5.58(0) 1.1 373 242 485(0) 342 827 

S4 449(b) 791(b) 21.4(b)  79(25.6) 11.6(6.32) 1.11 359 237 499(31.9) 335 834 

1
77
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dry deposition module where updates to NO2 dry deposition presented herein (Table 4.1) 

are implemented. As a result, only the base simulation S1 uses equivalent 

parameterizations of Rc(NO2) for both the CRF and Vd(NO2)—future work will endeavor 

to use updated Rc(NO2) in the calculation of soil NOx CRF in GEOS-Chem. The simple 

parameterization of canopy reduction of soil-emitted NO in GEOS-Chem—represented as 

oxidation to NO2 with subsequent canopy uptake (Chapter 3, section 3.4.3.1)—yields a 

global reduction in above-canopy soil NOx emission of 16% (Hudman et al., 2012). 

Preliminary analysis shows the summertime 24-hr mean CRF used in GEOS-Chem 

increasing from ca. 40% to 60% for a mature eastern U.S. forest (Harvard Forest) upon 

updating Rc(NO2) according to simulation S3 (data not shown). It will be interesting to 

discover the degree of summertime soil NOx reductions that result, which would further 

alleviate a portion of the necessary reductions in anthropogenic summertime NOx 

emissions from the EPA’s NEI 2011 inventory upon implementation into GEOS-Chem. 

Jaeglé et al. (2018) found that emissions from the EPA’s NEI 2011 inventory implemented 

in GEOS-Chem resulted in an updated simulation of NOy in good agreement (to within 

10% on average) with the WINTER aircraft observations over wintertime Northeast U.S.—

a period when soil NOx emissions would be at a minimum.  We find that subgrid dry 

deposition reduces effective total PBL NOx emission into GEOS-Chem by ca. 5% for 

wintertime eastern N.A. (Table 4.2).  

4.6.2 Evaluation of simulated HONO vertical profiles with the WINTER aircraft 

campaign 

Figure 4.6 shows vertical mean profiles of daytime and nocturnal NOx and HONO from 

the WINTER aircraft campaign together with coincidently-sampled values from base and 

updated simulations. Steep vertical gradients observed below 1 km indicate predominant 

surface sources for NOx and HONO, consistent with the NOx emission inventory (i.e., Fig. 

4.5) and current understanding of HONO formation being a predominantly ground surface 

based mechanism in anthropogenically influenced regions (Zhang et al., 2016). All 

simulations generally well represent the observed NOx vertical profile, however, the base 

simulation S1 underestimates daytime and nocturnal mean HONO by more than a factor  
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Figure 4.6: Vertical profiles of daytime and nocturnal mean NOx and HONO observed 

during the WINTER aircraft campaign (black line with grey shade indicating standard 

deviation) and simulated mean profiles coincidently sampled from base (S1) and updated 

(S2–S5) GEOS-Chem simulations. Flight #9 which took place offshore during nocturnal 

morning hours of 23 February 2015 has been removed from analysis (see Fig. S4.12 and 

text for discussion).  
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of 2, both near-surface (<120 m) and below 1 km. This despite an overly large NO2 uptake 

coefficient for reaction R4.1 to all aerosol types (𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 = 10-4) as well as the absence of 

HONO wet and dry deposition pathways (Table 4.1). Jaeglé et al. (2018) address the 

underestimate in GEOS-Chem simulated HONO by increasing the molar yield of HONO 

from reaction R4.1 on aerosol from 50% to 100%, which had the effect of nearly doubling 

mean HONO below 1 km.  

Campaign minimums in ambient HONO and HNO3 concentrations have been 

observed during rainfall events (Li et al., 2012). As previously mentioned, HONO is not 

subject to wet or dry deposition in base GEOS-Chem simulation S1. Implementing 

standard wet and dry deposition of HONO in simulation S2 resulted in a <10% reduction 

in campaign mean HONO below 1 km. A larger reduction of 20% occurred for the 

nocturnal flight commencing February 22nd, where the airmass sampled 100–400 km 

offshore (compare Figs. S4.11 & S4.12) experienced rain events as it was being advected 

away from land according to backward trajectory calculations performed using the 

HYSPLIT model (Stein et al., 2015) with North American Mesoscale (NAM) Forecast 

System meteorology at 12 km resolution (data not shown). Despite observed nocturnal 

mean NOx concentrations on the order of 2 ppb below ca. 400 m for the 22/23 February 

flight, nocturnal mean HONO was below the detection limit (data not shown). As depicted 

in Fig. S4.11, sampling altitudes for this offshore flight corresponded to the model’s second 

(125–250 m) and third levels (250–375 m). Elevated HONO concentrations have been 

observed in polluted nocturnal marine boundary layers, where heterogeneous formation 

was understood to take place at the air-sea interface via NO2 hydrolysis (Cui et al., 2019; 

Wen et al., 2019; Yang et al., 2021; Zha et al., 2014) and resulting HONO concentrations 

possibly buffered by surface reservoirs of adsorbed species (Wojtal et al., 2011). Therefore, 

elevated HONO concentrations would be expected closer to the ocean surface in the 

presence of elevated NOx, however, offshore nocturnal flights below 100 m—the typical 

height of a nocturnal marine boundary layer (Brown et al., 2004)—were not conducted 

during the WINTER campaign. Given the large relative extent of the low altitude offshore 

flight tracks during the nocturnal morning hours of 23 February 2015 (Fig. S4.11), 

inclusion results in a local minimum in campaign mean nocturnal HONO at model levels 

2–3 that is overestimated in all simulations (Fig. S4.13). Coincidently-sampled simulated 
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NOx and HONO concentrations for this offshore nocturnal flight are on the order of 2–3 

ppb and 0.15–0.35 ppb, respectively (data not shown). Although implementation of HONO 

wet and dry deposition into the model in simulation S2 does result in a >25% reduction in 

simulated HONO between 125–375 m for the 22/23 February flight track—larger than the 

<10% reduction at these levels depicted in Fig. 4.6—the large high bias persists in 

simulation S2 (Fig. S4.13). Removing this offshore flight track from analysis results in the 

mean vertical profiles depicted in Fig. 4.6, which shows a steady decrease in nocturnal 

HONO from the surface to ca. 400 m. Although investigation into the bias of this particular 

nocturnal flight track is beyond the scope of this work, a possible contribution may be a 

low bias in wet deposition in the version of GEOS-Chem used herein. Luo et al. (2019) 

propose updates to the wet deposition scheme in GEOS-Chem, including spatiotemporally 

varying in-cloud condensation water and empirical washout rates for HNO3 and aerosol. 

These updates were shown to greatly reduce high biases in simulated HNO3 and 

ammonium nitrate aerosol concentrations (Luo et al., 2019), and have been included in 

recent model studies (McDuffie et al., 2021; Travis et al., 2022). Luo et al. (2020) propose 

further updates to wet deposition in GEOS-Chem, including replacing the model’s constant 

rainwater pH of 4.5 used in the calculation of H* (4.4) with spatiotemporally varying values 

based on simulated cloud water pH. 

As seen in Fig. 4.6, representing ground surface production of HONO via 

heterogeneous hydrolysis of NO2 through dry deposition in simulation S3, which also 

includes updated surface resistance to dry deposition of HONO over land (Fig. S4.3), 

resulted in large increases in mean HONO below 1 km of 64% (day) and 93% (night) above 

simulation S2 values. Larger increases are seen in near-surface HONO for both day (90%) 

and night (160%), with corresponding reductions in NOx of 8% and 11%, respectfully. 

Implementing subgrid dry deposition of NOx—which emits HONO as part of the 

mechanism—and nocturnal subgrid dry deposition of  HONO in simulation S4 has a small 

effect on HONO concentrations below 1 km—a <10% change from simulation S3 values. 

Moderate effects are noted for near-surface (< 120 m) HONO—a 13% nighttime decrease 

and 24% daytime increase relative to simulation S3. Although subgrid dry deposition of 

NOx has minimal effect on regional HONO concentrations over the domain of the 
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WINTER campaign, significant increases noted at urban locations will be discussed in 

section 4.6.4 (Figs. 4.8 & 4.9). 

 Bidirectional surface exchange is represented in GEOS-Chem through independent 

emission and dry deposition processes. A notable exception is the soil NOx 

parameterization, where 60% of total deposited reactive nitrogen contributes to a soil 

reservoir with a lifetime of 6 months (Hudman et al., 2012). Gas-surface dynamic 

equilibriums are a subgrid feature in a large scale CTM, especially at night due to steep 

near-surface vertical gradients. Our inclusion of surface emitted nocturnal HONO as a 

species subjected to subgrid dry deposition in simulation S4 was an initial estimate at 

representing bidirectional exchange. Although near-surface HONO is much increased 

above the base simulation, better capturing the near-surface maximum in the observations, 

underestimates on the order of 40% remain in near-surface HONO for simulation S4 for 

both day and night, although only the nocturnal bias is statistically significant (p < 0.05). 

Eliminating subgrid dry deposition of HONO in simulation S5.1 improves near-surface 

nocturnal comparison in Fig. 4.6, albeit, with an unrealistically high NO2 uptake to aerosol 

(𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 = 10-4), as in simulations S1–S4. Updating 𝛾𝑁𝑂2

𝑎𝑒𝑟𝑜𝑠𝑜𝑙 to 5 x 10-6 in simulation S5.2 

results in a 25–30% reduction in mean HONO below 1 km and an absolute (relative) 

reduction in near-surface HONO of ca. 0.01 ppb (18%) for daytime and 0.04 ppb (12%) 

for nighttime. Consistent with observations, simulation S5.2 displays a steep vertical 

gradient in nocturnal HONO below 500 m, with a near-surface mean concentration (0.30 

± 0.18 ppb) slightly less than (ca. 20%), although not significantly different from (p > 0.1), 

the observed mean (0.37 ± 0.22 ppb). Direct emissions of HONO in simulations herein are 

from the NEI 2011 anthropogenic emissions inventory, which employs a widely used 

HONO/NOx ratio of 0.8% for traffic emissions (Aumont et al., 2003; Czader et al., 2012; 

Kurtenbach et al., 2001). Recent modeling studies of (sub)urban environments have 

examined the effect of doubling the HONO/NOx traffic emission ratio to 1.6%, finding 

insignificant (< 2%) (Zhang et al., 2016) to modest (10–36%) (Czader et al., 2015) 

increases in simulated near-surface HONO. When compared to diel measured HONO, 

these large changes in the traffic emission ratio had little influence on improving simulated 

values outside of morning rush hours (Czader et al., 2015). Considering the order of 

magnitude increase in simulated HONO emission over wintertime eastern N.A. by 
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representing NO2 heterogeneous hydrolysis on ground surfaces in simulation S3 (Table 

4.2), it is unlikely that updates to the HONO/NOx traffic emission ratio in GEOS-Chem 

would yield significant change in simulated HONO—consistent with the findings of Zhang 

et al. (2016) that R4.1 on ground surfaces is the predominant source of nocturnal HONO 

in a polluted region.  

A local maximum at ca. 600 m exists in the observed nocturnal HONO vertical 

profile depicted in Fig. 4.6. Absent in all simulations, this local maximum drives a low bias 

of 33% in mean HONO below 1 km in simulation S5.2. Strengthening the filter for subgrid 

scale plumes in the WINTER dataset by reducing the maximum allowed NOx concentration 

on 1-minute intervals from 10 ppb to 5 ppb has little effect on the local maximum in 

coincidently-sampled HONO, nor does an additional filter requiring coincidently-sampled 

CO be less than one standard deviation above the campaign mean value (150 ± 23 ppb, < 

1 km) (data not shown). Two flight tracks contribute to the local maximum aloft in 

observed nocturnal HONO—(i) a nighttime costal flight on 20 February 2015 between 

Norfolk VA and New York City, and (ii) an inland flight on the evening of 24 February 

2015 between VA and southern PA (data not shown). Removing these flight tracks from 

analysis (Fig. S4.14) eliminates the local maximum aloft, resulting in a continuous decrease 

in nocturnal HONO from the surface to 1 km (Fig. S4.15)—a gradient best captured in 

simulation S5.2 which has a NMB below 1 km of 19% and a near-surface concentration 

(0.30 ± 0.18 ppb) slightly greater than, although not significantly different from (p > 0.1), 

the observed mean (0.23 ± 0.20 ppb). It is expected that representing surface O3 

concentration in the parameterization of subgrid dry deposition of NO in future work will 

result in further reductions in simulated nocturnal HONO. Although the flight tracks 

responsible for the nocturnal local maximum had only a short duration during daytime, 

their removal from the dataset resulted in the elimination of local maxima in daytime 

HONO between 0.5 – 1 km, resulting in a continuous decrease in HONO with height from 

the surface to 1 km (Fig. S4.15). 

Daytime HONO is biased low in all simulations, with simulation S5.2 biased low 

near-surface by more than a factor of two, and below 1 km by more than 30%. Low biases 

persist above the PBL (> 1 km) as well. Daytime low biases in simulated HONO are well 
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documented phenomenon in atmospheric models, with numerous potential sources being 

studied in this active area of research. Sources of HONO in addition to those represented 

herein (i.e., direct anthropogenic emission, reaction R4.1 on ground and aerosol surfaces, 

and reaction R4.2) include: (i) photolysis of nitrate or surface adsorbed HNO3 

(Rappenglück et al., 2014), (ii) photosensitized reduction of NO2 via surface adsorbed 

organics (Villena et al., 2011), (iii) release of nocturnally deposited HONO from 

evaporating dew (Ren et al., 2020; Wentworth et al., 2016), and (iv) emission from soils 

due to reactive displacement via deposition of strong acids (VandenBoer et al., 2015), acid-

base equilibria of soil water (Su et al., 2011), or (de)nitrifying microbial processes (Oswald 

et al., 2013). Figure S4.16 in the appendix depicts both measured and simulated vertical 

mean profiles of HNO3, pNO3, and total nitrate (TN ≡ HNO3 + pNO3) from the WINTER 

campaign. In comparing Figs. 4.6 & S4.16, low biases in simulated daytime HONO above 

the PBL correlate with high biases in TN, consistent with the findings of Ye et al. (2018) 

that photolysis of particulate nitrate could be a major source of HONO in low-NOx air 

masses, and an obvious direction for future work. Kasibhatla et al. (2018) implement nitrate 

photolysis on sea-salt aerosol in GEOS-Chem, where it was shown to be a required process 

enabling model reproduction of observed diel HONO profiles in the remote (low-NOx) 

marine boundary layer. Nitrate photolysis is now a tunable feature (off by default) in 

GEOS-Chem v12.6.0, facilitating development of this potentially important renoxification 

pathway involving HONO. 

The large high biases in simulated HNO3 and pNO3 depicted in Fig. S4.16 are well 

documented for GEOS-Chem versions up to and including v12 (Heald et al., 2012; Jaeglé 

et al., 2018; Luo et al., 2019; Zhang et al., 2012a), as well as in other CTMs to varying 

degrees (Colette et al., 2011; Simon et al., 2012; Zakoura and Pandis, 2018). Although an 

unbiased simulation of HNO3 and pNO3 is beyond the scope of this work, it is instructive 

to mention the several recent literature recommendations relating to these long-standing 

biases. Shah et al. (2018) implement temperature-dependent livestock emissions of NH3 

which resulted in a factor of 2 reduction from this sector over the period of the WINTER 

campaign, as well as updating the dry deposition of HNO3 by limiting Rc(HNO3) to 1 s m-

1 (an update included herein and now standard in GEOS-Chem v12.6.0). In addition to 

these updates, Jaeglé et al. (2018) test several modifications to heterogeneous uptake 
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coefficients to aerosol for reactions yielding HNO3, including 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 (emit all as HONO), 

𝛾𝑁𝑂3
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 (reduce 10x), and 𝛾𝑁2𝑂5

𝑎𝑒𝑟𝑜𝑠𝑜𝑙 (several updates resulting in 2x reduction over the 

domain of the WINTER campaign). Recently, McDuffie et al. (2021) implement into 

GEOS-Chem v12.1.0 several literature recommendations to address high biases in 

simulated aerosol nitrate, including an updated parameterization of 𝛾𝑁2𝑂5
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 (McDuffie et 

al., 2018b, 2018a) which is now standard in GEOS-Chem v12.6.0, an updated wet 

deposition scheme following Luo et al. (2019, 2020), and the aforementioned update to 

Rc(HNO3). 

 Although we expect simulation S5.2 with an updated 5-D look-up-table containing 

an ozone dimension for subgrid dry deposition of NOx to yield the best nocturnal 

comparison to vertical mean profiles of HONO from the WINTER aircraft campaign, 

currently, S5.2 has been run only for the duration of the WINTER campaign (February–

March 2015) and with a 4-D look-up-table which assumes a constant O3 concentration of 

ca. 40 ppb for the purpose of subgrid dry deposition of NOx, as previously discussed. In 

the meantime, we proceed herein with seasonal analysis of simulations up to S4, which as 

of present are complete. We note that nocturnal near-surface concentrations of HONO in 

simulations S3 and S4 are only slightly below those of S5.2 due to the very high 𝛾𝑁𝑂2
𝑎𝑒𝑟𝑜𝑠𝑜𝑙 

used in S3 and S4, and that concentrations in S5.2 are expected to decrease with a 5-D 

look-up-table, albeit, to a presently undetermined extent. 

4.6.3. Changes in Simulated NOy Deposition  

Figure 4.7 (top) depicts simulated (S4) spatial distributions of summer (JJA) and 

wintertime (DJF) total (wet + dry) deposition of oxidized nitrogen (NOy) over the U.S. and 

Canada alongside serial change resulting from sequential updates to simulations S2 through 

S4. Due to the short lifetime of NOx to oxidation to more rapidly depositing NOy species, 

deposition patterns of NOy share a smoothed resemblance with NOx emissions (Fig. 4.5). 

Seasonal maximums in deposition occur over regions and locations of elevated 

anthropogenic activity, including along the West Coast and eastern N.A., with 

anthropogenically influenced NOy deposition continuing off the east coast for at least 

several hundred kilometers. Elevated summertime NOy deposition across the U.S. Midwest  
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Figure 4.7: (TOP) Total (wet + dry) deposition of reactive nitrogen oxides (NOy) for 

summer (JJA) and winter (DJF) seasons for the year 2013 from GEOS-Chem simulation 

S4 (top left) adjacent serial percent changes for indicated simulations, i.e., for S2:  

100x(S2-S1)/S1, and for S4: 100x(S4-S3)/S3. (BOTTOM) Dry / Total NOy deposition 

ratios for simulation S4 adjacent serial percent changes for indicated simulations. Note, 

interpretation of percent change in DJF total deposition and the ratio dry/total deposition 

for simulation S3 requires application of indicated multiplicative factors. Grey indicates 

off-scale. 
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and northern Canada reflect soil and forest fire sources of NOx. The seasonality in NOy´ 

deposition (JJA 128% higher than DJF for area depicted) is greater than the seasonality in 

NOx emissions (JJA 88% higher than DJF for area depicted) due to shorter NOx lifetimes 

in summer months resulting from higher concentrations of photochemical oxidants such as 

O3 (Fig. 4.9 & Fig. S4.7) and OH (Fig. 4.9), as discussed below in section 4.6.4. Simulated 

(S4) annual mean total deposition flux of NOy over eastern N.A. of ca. 5 kg N ha-1 yr-1 for 

the year 2013 is ca. 50% of the value from earlier GEOS-Chem studies, including from 

Zhang et al. (2012a) for the years 2006–2008 and Geddes and Martin (2017) for the years 

1996–2014, however, consistent with the large reductions in North American NOx 

emissions over the past two decades (McDuffie et al., 2020). Geddes and Martin (2017) 

employ inverse modeling of satellite NO2 columns to produce top-down NOx emission 

estimates for a global study of long-term NOy deposition, finding reductions over eastern 

N.A. of up to 60% over the 18-year time series, with values across the polluted Ohio River 

valley falling to 6 kg N ha-1 yr-1 by 2014. We find annual mean NOy deposition over the 

northeast U.S. (35°–50°N, 65°–90°W) to be 6.0 kg N ha-1 yr-1 in base simulation S1, 

increasing slightly to 6.2 kg N ha-1 yr-1 for simulation S4. Critical loads of reactive nitrogen 

are in the range 5–35 kg N ha-1 yr-1 for various freshwater and terrestrial ecosystems, 

dependent on ecosystem type, management history, and soil conditions (World Health 

Organization, 2000). We find deposition of NOy alone exceeds 5 kg N ha-1 yr-1 across 14% 

of the land region of North America depicted, with small variation between simulations (< 

2%) at this percentile; over eastern N.A., minimum exceedance increases to 47%, with 

variation between simulations < 5% (data not shown).  

 Over the land area of North America depicted in Fig. 4.7, wet and dry deposition 

of NOy is in balance, with dry deposition making slightly larger contributions to total 

deposition (56–60%); the contribution over eastern N.A is similar (55–60%, Table 4.2). As 

seen in the bottom left panels of Fig. 4.7, seasonal variation in the ratio of ‘dry / total NOy 

deposition’ exists on smaller scales, with some areas alternating between dry and wet 

dominated. The balance between wet and dry deposition of NOy over a large area buffers 

regional change in total deposition from simulation updates affecting dry deposition. 

Figures S4.17 and S4.18 in the supplemental material depict seasonal dry and wet 

deposition patterns, respectfully, alongside serial change resulting from sequential updates 
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to simulations S2 through S4 where modulating effects on total NOy deposition are 

apparent. Simulation S2 includes updates to aerodynamic resistance Ra, molecular 

diffusivity in air, and inclusion of HONO as a species that is both dry and wet deposited 

(Table 4.1). The predominant effect of simulation S2 updates on NOy deposition is the 

increase in quasi-boundary layer resistance Rb, which slows the dry deposition of rapidly 

depositing species such as HNO3 (Fig. 4.1 & Table 4.2). The diffusivity update in S2 also 

results in small increases in surface resistance Rc for species that deposit under stomatal 

control during daytime, i.e., NO2 (Fig. 4.2 & Table 4.2). Reductions in NOy dry deposition 

of 5–15% across much of the U.S. and Canada (Fig. S4.17), including an 8% reduction 

over eastern N.A. (Table 4.2), are countered by nearly equivalent increases in NOy wet 

deposition (Fig. S4.18), including a 7% increase over eastern N.A. (Table 4.2), resulting in 

the muted change to total NOy deposition depicted for S2 where reductions over eastern 

N.A. are less than 2% (Table 4.2). The small wintertime (DJF) increase in the ratio ‘dry / 

total NOy deposition’ over the Canadian prairies and extending into Minnesota is due to 

HONO dry deposition which was absent in the base simulation S1 (data not shown).  

 Implementation of NO2 heterogenous hydrolysis on ground surfaces (R4.1) in 

simulation S3 resulted in large increases in wintertime dry deposition of NOy over 

anthropogenically influenced regions of Canada and northeast U.S. Dry deposition of NO2 

over wintertime eastern N.A. is more than a factor of two greater than in simulation S2, 

affecting a 14% (4%) increase in NOy dry (total) deposition (Table 4.2), with similar 

change over the U.S. and Canada (data not shown). Much larger increases in NOy total 

deposition on the order of 100% are seen over southern Alberta, where NO2 would 

otherwise have near-negligible deposition (Fig. 4.2). Due to dominant stomatal uptake of 

NO2 during summer months, the parallel pathway for heterogeneous hydrolysis on ground 

surface elements in simulation S3 results in a much smaller summertime increase in NO2 

deposition—23% JJA increase across eastern N.A. Very small increases in summertime 

NOy dry deposition in simulation S3 are nearly countered by corresponding decreases in 

wet deposition, resulting in negligible change in total deposition outside of heavily polluted 

urban locations such as Los Angeles (L.A.) and areas with forest fire activity. 
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 Subgrid dry deposition of NOx and HONO in simulation S4 increases total NOy 

deposition above S3 values over areas with large anthropogenic emissions of near-surface 

NOx, such as major highways and urban locations. As with simulation S3, greatest relative 

change occurs during winter months when stomatal uptake is at a minimum due to 

senescent foliage and temperatures below 5°C when stomatal resistance is parameterized 

to increase sharply (Wesely, 1989). Local increase in NOy deposition in cities and along 

highways induces reductions over adjacent regions. Averaged across the U.S. and Canada, 

or eastern N.A., relative change is low throughout the seasons (< 2%) due to the 

compensating decrease in wet deposition. Over cities, however, a much greater response is 

observed.  

Figure 4.8 depicts diel profiles of January and July mean dry deposition flux for 

NO2 and both dry and total deposition flux for NOy over select urban centers including: 

L.A., Seattle, Calgary, and Chicago, as well as regional profiles for eastern N.A. Also 

included are diel profiles of the ratio ‘NOy total deposition / PBL NOx emission’, which 

quantifies the net export of oxidized reactive nitrogen from the respective area assuming 

effective mass balance between NOx and NOy, i.e., that all primary emissions of NOy 

originate as NOx. Cities are large net exporters of NOy, taking up on average only a small 

fraction relative to the NOx they emit—less than 5% in simulation S2 for January and 

between 7–26% for July. A large increase in urban 24-hr NOy total deposition in simulation 

S4 is driven by enhanced deposition spanning early evening until shortly after sunrise—

consistent with the period of maximum subgrid dry deposition of NOx and resulting 

HONO. For July, increases in NOy total deposition of 23% (Seattle) to 100% (Calgary) are 

noted; for January, the result is more extreme, with simulated increases by a factor of 2–3 

for L.A., Seattle, and Chicago, and a factor of 16 for Calgary over a 24-hr period. Simulated 

change in urban uptake of NOy is driven predominantly by subgrid dry deposition 

(simulation S4), however, notable increases exist at some locations for simulation S3, i.e., 

wintertime Seattle and Chicago, and summertime L.A. The simulated net export of NOy 

from cities is notably reduced in simulation S4, with NOy uptake of up to 15% of local NOx 

emitted into the PBL for January, and up to 33% for July. Integrated over larger areas, such 

as eastern N.A., NOy uptake is a much greater fraction of regional NOx emissions, to the 

point of becoming NOy neutral, and even a net sink for summer months (Fig. 4.8 and Table  
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Figure 4.8:  Monthly mean diel profiles of dry deposition flux for NO2 and both dry and 

total (wet + dry) deposition flux for NOy over select urban centers and eastern North 

America are depicted for three updated simulations: S2, S3, and S4. Diel ratios of ‘NOy 

total deposition / PBL NOx emitted’ are depicted in black and plotted as a percentage along 

with 24-hr monthly mean values included as insets. PBL NOx emissions from simulation 

S2 are used in all ratios depicted.   
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4.2) when the oxidation lifetime of NO2 to rapidly depositing HNO3 is reduced due to 

elevated OH (section 4.6.4). Over the land region of the U.S. and Canada depicted in Fig. 

4.7, wintertime (DJF) export of NOy decreases from 29% in simulation S2, to 26% (S3), to 

21% (S4); summertime (JJA) export of NOy is much lower, and decreases from 7% (S2), 

to 6% (S3), to 2% (S4) (data not shown).  

As previously discussed, through increasing surface uptake of NO2 to all land-types 

via reaction R4.1 (simulation S3) and by representing subgrid uptake of anthropogenically 

emitted near-surface NOx that dry deposits prior to turbulent resolution within the lowest 

model level (simulation S4), NO2 dry deposition close to source is enhanced. Nowlan et al. 

(2014) present a global high resolution (0.1° x 0.1°) dataset of NO2 inferential dry 

deposition fluxes using satellite NO2 columns to scale GEOS-Chem simulated surface 

concentrations, where model deposition velocities were calculated at high resolution using 

LAI and land-use maps at 0.1° x 0.1°. Globally, it was found that NO2 dry deposition was 

3% of NOx emitted. Over Canada and the U.S., we find that NO2 dry deposition is ca. 5% 

of total NOx emitted in simulation S2, increasing to 7% for S3 and 9% for S4 (data not 

shown); similar results are noted over eastern N.A. (Table 4.2). In an inferential study of 

global NO2 dry deposition using satellite-based measurements of NO2 and GEOS-Chem 

simulated deposition velocities, Nowlan et al. (2014) found that NO2 dry deposition makes 

significant, even dominant, contributions to total NOy dry deposition proximal to urban 

centers due to deposition to vegetated surfaces outside of largely non-vegetated downtown 

cores. Nowlan et al. (2014) found that dry deposition of NO2 over a selection of urban areas 

contributed on average 9–36%, and as much as 85%, of total NOy dry deposition. Averaged 

across the four urban centers depicted in Fig. 4.8, we find NO2 contributions to 24-hr mean 

NOy dry deposition increasing from 38% (S2) to 51% (S3) to 60% (S4), with hourly 

contributions approaching 100% shortly before sunset and shortly after sunrise when 

subgrid dry deposition of NO2 is still high (Fig. S4.10) and resulting HONO not yet subject 

to nocturnal subgrid dry deposition as SZA < 90°. Updates to NO2 dry deposition in 

simulations S3 and S4 add to the findings of Nowlan et al. (2014) that NO2 is a significant 

contributor to NOy dry deposition over urban areas.  

4.6.4 Effects of Updates on Simulated Surface Concentrations  
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Figure 4.9 depicts spatial distributions of simulated (S4) surface concentrations of 24-hr 

NO2, HONO, and total nitrate (TN ≡ HNO3 + pNO3), and daytime O3 and OH for January 

and July adjacent percent change (absolute change for HONO) between simulations S2 and 

S4. Annual mean surface concentrations of aforementioned species (save OH) adjacent 

serial change resulting from sequential updates to simulations S2 through S4 are depicted 

in Fig. S4.19 in the supplemental material. Diel profiles of simulated (S2, S3, and S4) mean 

surface concentrations for January and July over select urban centers (L.A., Seattle, 

Calgary, and Chicago) and eastern N.A. are depicted for HONO and OH in Fig. 4.10, and 

for NOx, NO, TN, and particulate sulfate (pSO4) in Fig. S4.20. Hourly percent change in 

NOx, HONO, OH, O3, and TN surface concentrations between simulation S2 and 

simulations S3 and S4 over aforementioned locations are depicted in Fig. 4.11.   

Due to the relatively short lifetime of NOx of less than a day, spatial patterns of 

NO2 surface concentration mirror NOx emission sources, with seasonality over developed 

regions resulting from longer wintertime lifetimes and reduced boundary layer depths. 

Large reductions in wintertime NO2 concentration over remote locations such as northern 

Canada result from updating Rc(NO2) in simulation S3 to include a hydrolysis pathway on 

ground surfaces—a period when deposition would otherwise be near-negligible (Fig. 4.2). 

Over metropolitan areas, subgrid deposition of NOx (simulation S4) is the dominant 

contributor to reductions in surface concentrations for both winter and summer (Figs. 4.11 

& S4.20), whereas over regional areas of anthropogenic influence, updates to simulations 

S3 and S4 make similar contributions, i.e., -12% and -19% change in 24-hr surface NO2 

over eastern N.A. from simulation S2 to simulations S3 and S4, respectively. Although 

reductions in NO2 concentrations are attributed to reduced lifetimes to dry deposition, 

urban concentrations will also be influenced by reduced lifetime to gas-phase oxidation 

due to both NOx reductions in a NOx-saturated chemical regime (Laughner and Cohen, 

2019) and large wintertime increases in urban OH due to HONO photolysis, as discussed 

below.  

The strong photolytic sink of HONO (reaction R4.3) and the heterogeneous 

hydrolysis of NO2 (reaction R4.1) as a dominant nocturnal source of HONO results in 

distinct spatiotemporal patterns and diel cycles in near-surface HONO concentrations for  
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Figure 4.9: Monthly mean surface concentrations of 24-hr NO2, HONO, and total nitrate 

(TN ≡ HNO3 + pNO3), and daytime O3 and OH from simulation S4 adjacent percent change 

between simulations S2 and S4, i.e., 100x(S4-S2)/S2. Daytime averages are conducted 

over 6–16 LST for Jan. and 4–18 LST for July. Note, absolute change (S4-S2) is depicted 

for HONO. Note, interpretation of percent change in January OH concentrations require 

application of indicated multiplicative factor.   
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Figure 4.10:  Monthly mean diel profiles of ground-level HONO (blue) and OH (orange) 

for select urban centers and eastern N.A. (over land) are depicted for three updated 

simulations: S2, S3, and S4. Percent change in HONO (24-hr) and OH (daytime) between 

simulations S2 and S4, i.e., 100x(S4-S2)/S2, are shown as insets.  Daytime averages 

conducted over 6–16 LST for Jan. and 4–18 LST for July. 
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Figure 4.11: Percent change in HONO, OH, total nitrate (TN ≡ HNO3 + pNO3), O3, and 

NOx surface concentrations between simulation S2 and simulations S3 and S4 for select 

urban centers and eastern N.A.  
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moderate to high NOx environments. As depicted in Fig. 4.9, spatiotemporal patterns of 

near-surface 24-hr HONO resemble those of NO2, namely wintertime maximums 

increasing with proximity to NOx sources. As depicted in Fig. 4.10, over urban centers and 

the eastern U.S., HONO exhibits a clear diel cycle with daytime minimums and increasing 

concentrations shortly before sunset. Nocturnal behavior is varied, with examples of a 

leveling off on approach to an apparent pseudo steady state (PSS) where HONO production 

via reaction R4.1 becomes balanced by dry deposition loss once near-surface 

concentrations build (Stutz et al., 2004). In other instances, HONO concentrations continue 

to build throughout the night, reaching a maximum concentration around sunrise—a diel 

cycle that has been observed in the summertime Pearl River Delta region of China where 

campaign average HONO reached a maximum concentration of 1.5 ppb (HONO/NO2 ratio 

of ca. 9%) around sunrise (Li et al., 2012).  

Representing reaction R4.1 on ground surfaces in simulation S3 resulted in a nearly 

7-fold increase in annual HONO emission over eastern N.A. (11-fold DJF, 4-fold JJA, 

Table 4.2) and is the predominant mechanism contributing to the large regional nocturnal 

increases in surface HONO seen in Figs. 4.9–11 and S4.19. Regionally, subgrid dry 

deposition of NOx and HONO in simulation S4 has little effect (< 10%) on HONO emission 

over eastern N.A. As depicted in Figs. 4.10 and S4.19, moderate to large increases in 

nocturnal urban HONO due to subgrid dry deposition of NOx is compensated regionally 

by reductions in HONO outside of metropolitan areas. Subgrid dry deposition of HONO 

constitutes about half of the dry deposition flux of HONO over eastern N.A. in simulation 

S4 (Table 4.2). Moderate to large peaks in early morning/evening HONO emerge in 

simulation S4 for some urban centers (Figs. 4.10–11)—the product of elevated NOx 

emissions persisting through periods of diabatic stability when subgrid dry deposition has 

greatest effect (Fig. S4.10). For the urban centers included in Fig. 4.10, monthly mean 

nocturnal concentrations of HONO are in the range of 0.5–2 ppb for simulation S4, yielding 

HONO/NO2 ratios on the order of 5–10% (Fig. S4.21). The HONO/NO2 ratio, as well as 

NO2 normalized HONO production rates, are commonly reported indices used to indicate 

the extent/efficiency of heterogenous NO2 conversion to HONO assuming reaction R4.1 is 

first order in NO2. Primary emission of HONO from fuel combustion is often characterized 

by a HONO/NOx emission ratio of 0.8% (Kurtenbach et al., 2001; Meng et al., 2020)—
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much lower than typical nocturnal HONO/NO2 ratios observed in the field, indicating that 

ambient HONO is mostly formed through secondary reaction, although interpretation may 

be confounded by other processes such as reactions involving NO2 (i.e., N2O5 formation) 

(VandenBoer et al., 2013) and bidirectional surface exchange of HONO (Spicer et al., 

1993; Wojtal et al., 2011). Nonetheless, nocturnal HONO/NO2 ratios for developed 

environments are generally in the range of 2–13% (Lammel and Cape, 1996), and often 

correlated with humidity up to a RH of ca. 70–90% (Li et al., 2012; Meng et al., 2020; Qin 

et al., 2009; Stutz et al., 2004; Yu et al., 2009). Less frequently, larger urban nocturnal 

HONO/NO2 ratios have been observed. Yu et al. (2009) report campaign-mean values 

(January–February 2003, Kathmandu, Nepal, 5–15°C, RH > 60%) increasing from ca. 5% 

at sunset to ca. 15% early morning, with a maximum ratio of 30%. Qin et al. (2009) report 

campaign-mean values (July 2006, Guanggzhou City, South China, > 25°C, RH > 50%) 

increasing from ca. 7% at sunset to ca. 18% before sunrise, with a maximum ratio of 37%. 

From the WINTER data presented in Fig. 4.6, we find a nocturnal mean value of 

HONO/NO2 of ca. 7% below 1 km, increasing to 10% near-surface (<120 m)—similar to 

the nocturnal mean value of HONO/NO2 over northeastern (eastern) N.A. for January of 

10% (9%) in both simulations S3 and S4 (Fig. S4.21). Simulated mean values of near-

surface nocturnal HONO/NO2 coincidently-sampled with WINTER data presented in Fig. 

4.6 increase from 2.6% in base simulation S1 to:  6.9% (S3), 6.4% (S4), 9.6% (S5.1), and 

8% (S5.2). From the WINTER data presented in Fig. S4.15, where flights contributing to 

an unresolved local maximum in nocturnal HONO at ca. 650 m have been removed, we 

find a nocturnal mean value of HONO/NO2 of 4.0% below 1 km, increasing to 6.0% near-

surface (<120 m). Coincidently-sampled simulated near-surface values increase from 2.9% 

in base simulation S1 to: 5.0% (S3), 5.7% (S4), 9.2% (S5.1), and 7.1% (S5.2). 

Large seasonality in photochemically produced oxidants O3 and OH is readily 

apparent in Fig. 4.9, with daytime concentrations over eastern N.A. larger by a factor of 2 

and 5, respectively, for July over January. Due to increased solar radiation and water 

vapour concentrations, the rates of many photochemical processes are elevated in summer 

months (Kleinman, 1991), as is also reflected in the wintertime meridional gradient in OH 

over North America seen in Fig. 4.9. Outside of metropolitan areas, a seasonal transition 

from NOx-limited to NOx-saturated O3 production occurs in September over the eastern 
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U.S. due to large reductions in emission of biological volatile organic compounds 

(BVOVs) such as isoprene (Jacob et al., 1995). Wintertime spatial distributions reflect a 

pattern of low O3 in areas with reduced photochemical production of HOx (reduced solar 

radiation and humidity), decreasing with elevated NOx concentrations due to further NOx-

driven reductions in HOx, i.e., HNO3 formation. Widespread reductions in anthropogenic 

emissions of NOx across North America over the past two decades have resulted in a well-

documented heterogeneous pattern of change in ground-level O3 which reflects the 

spatiotemporal variation in O3 production regimes, and includes: (i) increasing O3 at night, 

in urban centers, and winter months due to reduced O3 titration and (ii) decreasing daytime 

O3 during summer months outside of urban centers (Jin et al., 2020; Simon et al., 2015). 

The small (< 5%) changes in daytime surface O3 over the U.S. and Canada between 

simulations S2 and S4 depicted in Fig. 4.9 fit this qualitative description of NOx reductions 

in spatiotemporally varying chemical regimes. Travis et al. (2016) address a high 

summertime bias in GEOS-Chem simulated O3 over the southeast U.S. by reducing 

anthropogenic surface NOx emissions by a factor of 2, affecting a much larger reduction in 

daytime surface O3 than seen in simulation S4. Furthermore, the small summertime 

reductions in surface O3 across eastern N.A. of less than 2% between simulations S2 and 

S4 are more than countered by increases in surface O3 between simulations S1 and S2 (Fig. 

S4.19). Increased resistance to stomatal uptake in simulation S2 due to correction of a low 

bias in the calculation of molecular diffusivity reduces daytime Vd(O3), affecting a 4% 

increase in daytime surface O3 over summertime eastern N.A. As seen in Fig. 4.11, much 

larger increases in morning, evening, and nocturnal surface O3 on the order of 10%–20% 

occur in urban areas and correlate to reductions in simulated surface NOx concentrations, 

presumably due to reduced titration (Yan et al., 2018), thus highlighting the importance of 

future work which will include simulated surface O3 concentrations in estimates of subgrid 

dry deposition of surface emitted NOx. The introduction of additional sources of HONO 

(and therefore OH) in simulations S3 and S4 would also be expected to contribute to O3 

increase, especially in wintertime conditions (Aumont et al., 2003). 

Simulated peak daytime OH concentrations depicted in Figs. 4.9–10 are mostly 

within the range observed at various large cities, including 3–10 x 106 molecules cm-3 for 

summer campaigns and 1–2 x 106 molecules cm-3 for winter campaigns (Kanaya et al., 
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2007). Kim et al. (2014) report measured noontime (11 A.M.–1 P.M. LST) mean OH 

concentrations of 2.7 x 106 molecules cm-3 at the former BAO site (ca. 33 km north of 

Denver) for late February 2011, noting HONO photolysis as the dominant early morning 

net OH source and a significant daytime net source (second to O3 photolysis). We find 

noontime (11 A.M.–1 P.M. LST) mean OH for January at this high elevation urban-

influenced location of ca. 2.7 x 10-6 molecules cm-3 for simulation S4, an 11% increase 

over simulation S2. Relative contributions of updates in simulations S3 and S4 to diel 

profiles of surface OH are reflected in Figs. 4.10–11. Over eastern N.A., simulation S3 is 

responsible for the notable increase in regional wintertime OH for morning hours, where 

effects peak shortly after sunrise and decay by noon. For summer, regional change in OH 

is negligible in simulations S3 and S4 despite large enhancements in nocturnal HONO. 

Relative contributions at urban locations are variable, with early morning peaks and 

daytime winter peak OH concentrations being affected predominantly, or comparably, by 

updates to either simulation. Although sharpest change in early morning/evening HONO 

and OH is noted for simulation S4 (Fig. 4.11), restraint is warranted in interpretation until 

surface O3 is included in the parameterization of subgrid dry deposition of NOx, as 

previously discussed. 

Increases in simulated daytime OH depicted in Fig. 4.9 follow enhanced production 

of HONO for situations where O3 photolysis is not the overwhelming source, such as for 

locations and times of low solar radiation and O3 concentration. Slight reductions in 

daytime mean surface OH otherwise occur between simulations S2 and S4 concomitant to 

small reductions in surface O3. Regional enhancements in daytime OH over wintertime 

northeast U.S. are on the order of 25%, with larger increases at urban centers, i.e., 45% for 

Chicago in January, decreasing to 4% in July (Fig. 4.10). Much larger increases in daytime 

winter OH are seen at higher latitudes, such as the industrial region of Alberta, with 

regional increases of over 100% and localized increase over 200% at urban and industrial 

centers such as Calgary (310% increase in Fig. 4.10), Edmonton, and the oil sands. At other 

urban locations depicted in Fig. 4.10, increases in daytime winter OH vary between 25% 

to 140%, and are accompanied by early morning spikes characteristic of photolysis of 

nocturnally accumulated HONO in moderate to high NOx environments (Aumont et al., 

2003; Kanaya et al., 2007; Kim et al., 2014; Winer and Biermann, 1994). For July, when 
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peak daytime OH levels are larger than for January by a factor of 3 to 6, increases in 

daytime mean OH between simulations S2 and S4 are much lower, on the order of 4% to 

20%. Despite this lower daytime summer change in OH, photolysis of nocturnally 

accumulated HONO remains the dominant early morning source of urban OH (Figs. 4.10–

11) when production from other sources, i.e., photolysis of O3 and formaldehyde, is low 

(Alicke et al., 2003; Winer and Biermann, 1994). The spatiotemporal patterns of change in 

daytime OH depicted in Figs. 4.9–11 corroborate the findings of Aumont et al. (2003) 

where it was found that the effect of additional sources of HONO (direct emission and 

heterogeneous production via NO2 hydrolysis on aerosol and ground surfaces) caused box 

model simulated OH concentrations of typical northern midlatitude (45°N) urban and 

polluted rural atmospheres to increase from summer to winter, and from background to 

polluted conditions. Specifically, Aumont et al. (2003) show that these additional HONO 

sources have significant impact on early morning summertime OH concentrations, and 

major impacts persisting throughout the day during wintertime. Additionally, Aumont et 

al. (2003) note the nonlinear effect that additional sources of HONO have on OH 

production, finding that for wintertime urban conditions indirect production of OH 

resulting from additional HONO is about as large as direct production from HONO 

photolysis. To this effect, Jenkin et al. (2008) highlight the importance that photolysis of 

HONO has on secondary oxidant production, and the resulting influence on NO2 oxidation, 

finding that under NOx-saturated (-limited) conditions, a single HONO photolysis event 

leads to more (less) than one NO2 to HNO3 oxidation event. 

Despite the widespread reductions in surface NO2 concentrations depicted in Fig. 

4.9, with generally corresponding reductions in TN, three developed areas stand out with 

increasing wintertime TN, namely, Calgary/Edmonton, Vancouver/Seattle, and Salt Lake 

City—all of which show substantial increase in daytime winter HONO and OH. As seen 

in Figs. 4.11 & S4.20, particularly large daytime increases in OH and TN are seen in 

simulation S4 for Seattle and Calgary, corroborating the findings of Aumont et al. (2003) 

that wintertime urban HONO can have a large impact on secondary chemistry at northern 

midlatitude locations. These daytime enhancements in TN are sufficient to counter 

nocturnal reductions (-3% for Seattle and -10% for Calgary), yielding the 24-hr increases 

seen in Fig. 4.9 at these locations (7% for Seattle and 10% for Calgary). Wintertime 
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nocturnal reductions in TN due to reduced NOx concentrations are seen across all urban 

and regional areas depicted in Fig. 4.11 for simulations S3 and S4 despite varying degrees 

of reduced nocturnal O3 titration in simulation S4. The small increase in nocturnal TN for 

summertime Seattle (3%), despite reductions in surface NOx, may be due to reduced 

nocturnal O3 titration in simulation S4, an artifact of the assumption of a constant O3 

concentration of ca. 40 ppb for the purpose of NO to NO2 conversion in subgrid dry 

deposition applied to NOx emissions. It is hypothesized that a more realistic treatment of 

NO to NO2 oxidation of surface emissions, including resulting mass balance of simulated 

O3, would buffer the large morning/evening spikes in HONO and OH depicted for 

simulation S4 in Figs. 4.10–11, however, the summertime early morning spikes in OH and 

TN seen at all urban and regional locations due to the enhanced nocturnal build-up of 

HONO would be expected to persist to an appreciable degree, as demonstrated in 

simulation S3 which has negligible effect on surface O3 concentrations.  

The notable reduction in wintertime TN of 10–15% throughout the Canadian 

prairies and northern U.S. Midwest depicted in Fig. 4.9 is a partial explanation of the high 

bias in previous satellite-derived PM2.5 noted by van Donkelaar et al. (2015a) for this 

region, where particulate nitrate was found to be the dominant contributor to a predicted 

bias. Representing a pathway for wintertime NO2 dry deposition via heterogeneous 

hydrolysis on ground surfaces in simulation S3 results in a wintertime reduction in TN for 

this region on the order of 5–10%, with further reductions from simulation S4 < 5% (data 

not shown). The July reduction in TN over eastern N.A. of ca. 6%, with local reductions 

across the southeast U.S. of more than 10% (Fig. 4.9), is due primarily to updates in 

simulation S4, and concomitant with reductions in surface NOx concentrations. As with 

O3, notable increase in TN in simulation S2 (Fig. S4.19) results from updates to the 

calculation of molecular diffusivity, which unlike for O3 has predominant effect on 

Vd(HNO3) via increased Rb(HNO3) as opposed to resistance to stomatal uptake, as HNO3 

has a nominally small resistance to surface uptake, i.e., Rc(HNO3) = 1 cm s-1. Due to 

Vd(pNO3) << Vd(HNO3), largest seasonal enhancements in TN for simulation S2 (> 20%) 

occur over summertime forested regions (data not shown), when warmer temperatures 

favor HNO3 partitioning, i.e., larger HNO3 / TN ratios, and Rb(HNO3) contributes a larger 

fraction of total resistance due to reduced Ra over high roughness surfaces such as forests 
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(Fig. S4.2). The small decrease in surface HONO concentrations of 5–10%, and even 

smaller reductions in surface NO2 (<3%), depicted in Fig. S4.19 for simulation S2 result 

from the inclusion of wet and dry deposition of HONO in addition to updates to molecular 

diffusivity. The small feedback on NO2 results from HONO formation pathways in the 

base simulation, i.e., reactions R4.1 (on aerosol) and R4.2. 

 As previously mentioned, wintertime surface OH over the northeastern U.S. (35°–

45°N, 65°–90° W) is increased by ca. 25% in simulation S4 over simulation S2, 

predominantly due to updates in simulation S3, as depicted in Figs. 4.10 & S4.19. This 

significant increase in OH due to inclusion of additional sources of HONO is similar to the 

20% increase in OH noted by Jaeglé et al. (2018) over this wintertime region resulting from 

a 5-fold increase in formaldehyde (HCHO) emissions required to improve GEOS-Chem 

simulated HCHO with both aircraft (WINTER campaign) and surface observations. In a 

detailed GEOS-Chem analysis of wintertime oxidation pathways influencing secondary 

inorganic aerosol (SIA) formation over the northeast U.S., Shah et al. (2018) note a weak 

response in SIA concentrations (< 4%) to the factor of 5 increase in HCHO emissions from 

Jaeglé et al. (2018). Shah et al. (2018) attributes the low sensitivities in wintertime SIA 

components (pSO4 and pNO3) with primary sources of HOx to the various pathways 

contributing to SO2 and NO2 oxidation, noting that only 35% (36%) of pSO4 (HNO3) 

formation occurs via direct OH oxidation of SO2 (NO2). We find that the additional HONO 

sources included in simulations S3 and S4 increase pSO4 concentrations over S2 values for 

the wintertime northeast U.S. by ca. 5% and 6%, respectively, with negligible change for 

summertime when pSO4 concentrations are more than a factor of 2 larger (Fig. S4.20) and 

change in regional OH is small. 

 

4.7 Conclusions 

Several serial updates pertaining mostly to trace gas dry deposition were implemented into 

the GOES-Chem CTM. Results were discussed in the context of a high resolution nested 

North American simulation for the year 2013, and relevant updates evaluated against 

HONO observations from the WINTER aircraft campaign which took place over the 



203 
 

 

northeastern U.S. from February to mid-March 2015. Implemented updates recommended 

from Chapter 3 of this thesis include: 

1. Correction of a high bias in the calculation of molecular diffusivity (simulation S2), 

which decreased deposition velocities for species that: (i) dry deposit with negligible 

surface resistance, i.e., HNO3 where a 10–20% decrease in annual mean Vd(HNO3) 

affecting a 5–15% increase in surface TN concentrations were observed and (ii) those that 

deposit under stomatal control, i.e., NO2 and O3, where annual mean surface O3 increased 

by up to 4%.  

2. Addressing a low bias in nocturnal Vd(NO2) by representing NO2 heterogenous 

hydrolysis (reaction R4.1) on ground surfaces in simulation S3, providing a non-stomatal 

pathway for NO2 uptake when deposition would otherwise be near-negligible, i.e., at night 

and during vegetatively senescent periods. Resulting increases in NO2 dry deposition drive 

a 4% increase in total (wet + dry) NOy deposition over wintertime eastern North America 

(< 1% for summer), with increases of up to 100% over wintertime Alberta. Importantly, 

the heterogeneous hydrolysis of NO2—a disproportionation reaction yielding adsorbed 

HNO3 and evolved HONO—represented as a dry deposition process, provides mechanistic 

utility to nocturnal HONO formation and resulted in large increases in near-surface HONO 

of over 100%, making important contributions to reducing a low bias to observations from 

the WINTER aircraft campaign. 

In addition to the updates recommended from Chapter 3, this chapter develops and 

implements into GEOS-Chem a simple method to reconcile subgrid dry deposition of near-

surface emitted species that have chemical lifetimes much greater than the timescale for 

turbulent vertical mixing within the lowest model—ca. 12 minutes during the day and < 1 

hour at night. We apply our method of subgrid dry deposition to near-surface 

anthropogenic emissions of NOx and nocturnal HONO in simulation S4, however, note that 

species with surface resistances below ca. 103 s m-1 should also be considered for subgrid 

dry deposition in large scale CTMs. Effective reductions in 24-hr mean anthropogenic 

near-surface emissions of NOx range from 3–15%, with seasonality patterning 

aerodynamic resistance (Ra). Accordingly, significant diel variation exists in effective 

reductions of NOx emission, with nocturnal reductions in the range of 10–20% and daytime 
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reductions near-negligible outside of high latitudes during winter months. The effective 

reduction over summertime southeastern U.S. of 8% is much lower than the 60% reduction 

required by Travis et al. (2016) to reconcile GEOS-Chem simulated fields with a suite of 

aircraft- and surface-based observations. Future work will include updating the calculation 

of the canopy reduction factor (CRF) used for soil NOx emission in GEOS-Chem to include 

reaction R4.1 on canopy surfaces, which is expected to further alleviate the proposed high 

summertime bias for surface NOx emissions in the EPA’s NEI 2011 inventory.   

Large increases in NOy total deposition at urban centers, driven predominantly by 

subgrid dry deposition, are on the order of 23–100% for summertime and a factor of 2–3 

for wintertime. The regional export of NOy out of the U.S. and Canada is reduced from 

29% (S1) to 21% (S4) for winter, and from 7% (S1) to 2% (S4) for summer, with total 

annual NO2 dry deposition increasing from 5% of NOx emitted in simulation S2, to 7% 

(S3), to 9% (S4). Contributions of NO2 to 24-hr NOy dry deposition over urban centers 

increase from 38% (S2), to 51% (S3), to 60% (S4). 

The effect of updates in simulations S3 and S4 on daytime O3 is small (< 5% 

decrease), and largely countered by updates in simulation S2 (< 4% increase). Increases in 

nocturnal urban O3 on the order of 10–20% in simulation S4 highlight the importance of 

future work to include simulated surface O3 concentrations as an input parameter 

modulating the NO to NO2 reaction time in the formulation of subgrid dry deposition of 

near-surface NO emissions. 

Increased production of HONO in simulation S3 has a significant effect on 

wintertime surface OH concentrations, when reduced solar radiation and humidity limits 

OH production via O3 photolysis. Large regional increases in daytime winter OH on the 

order of 25–100% are seen in simulation S3, with larger increases at northern midlatitude 

urban centers in simulation S4. Summertime increases in OH are more subdued owing to 

higher baseline concentrations, however, a characteristic early morning spike in OH due to 

nocturnal accumulation of HONO is an increasing feature in simulations S3 and S4.  

Notable secondary effects of increased wintertime OH include larger daytime TN 

concentrations at northern midlatitude urban centers of up to 60% despite reductions in 

NOx concentrations, and a small increase in wintertime pSO4 of 6% over the Northeast U.S. 
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Regional reductions in wintertime TN on the order of 10–15% throughout the Canadian 

prairies and northern U.S. Midwest is a partial explanation of the high bias in previous 

satellite-derived PM2.5 estimates noted by van Donkelaar et al. (2015a) for this region 

where particulate nitrate was found to be the dominant contributor to a predicted bias. 

A large low bias in simulated daytime HONO remains in both the PBL and free 

troposphere. Several daytime sources of HONO are yet to be developed in GEOS-Chem, 

including HNO3/nitrate photolysis, photoenhanced heterogeneous NO2 reduction, and 

daytime release of nocturnally deposited HONO. Given the significance of atmospheric 

HONO as a near-surface source of OH, especially during periods of low solar radiation 

when production from other photolytic sources is reduced, future developments to GEOS-

Chem in this area are recommended. 

 

4.8 Supplemental Material 

4.8.1 Monin-Obukhov (M-O) Stability-Correction/Universal Functions 

Dimensionless flux-gradient relations ϕ(𝜁), also known as Monin-Obukhov (M-O) 

stability-correction/universal functions, are empirically determined functions of the 

dimensionless M-O stability parameter 𝜁 = (z − d) / L where L is the M-O length (Monin 

and Obukhov, 1954) and therefore application constrained to the stability range over which 

observations were made. We update functional (ϕℎ) and integral (Ψℎ) forms of the M-O 

flux-gradient relations for sensible heat used in the calculations of aerodynamic resistance 

and turbulent eddy diffusivity to those employed in the recent surface layer formulation of 

the Weather Research and Forecasting (WRF) model (Jiménez et al., 2012). Functional 

forms were selected based on applicability across a wide stability range, from the 

convective limit (𝜁 → −∞), through neutral conditions (𝜁 → 0), to very stable conditions 

(𝜁 > 10) where ϕℎ(𝜁) approaches a constant value of ca. 7 (Fig. s4.1). Updated functional 

forms for ϕℎ(𝜁) and  Ψℎ(𝜁), listed below for convenience, are described in Jiménez et al. 

(2012) which use the formulation by Grachev et al. (2000) for unstable conditions, and 

Cheng and Brutsaert (2005) for stable conditions. M-O universal functions used in the base 
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simulation S1 (equations 3.S3–7 in Chapter 3, section 3.6.1) are plotted alongside updated 

functions in Fig. S4.1. 

Unstable conditions (𝜻 < 0) 

ϕℎ = (1 − 34𝜁)
−1 3⁄                                                                         (4. 𝑆1) 

Ψℎ =
Ψ𝐾,ℎ(𝜁) + 𝜁

2 Ψ𝐶,ℎ(𝜁)

1 + 𝜁2
                                                          (4. 𝑆2) 

where Ψ𝐾,ℎ(𝜁) is an integrated Kansas-type function (Paulson, 1970) from the base 

simulation (Chapter 3, equation 3.S4) which is weighted in 4.S2 towards near-neutral 

conditions, and Ψ𝐶,ℎ(𝜁) weighted towards convective conditions and taking the form 

Ψ𝐶,ℎ = 
3

2
 𝑙𝑛 (

𝑦2 + 𝑦 + 1

3
) − √3 𝑎𝑟𝑐𝑡𝑎𝑛 (

2𝑦 + 1

√3
) + 

𝜋

3
                                (4. 𝑆3) 

where 𝑦 =  (1 − 34𝜁)1 3⁄  

Stable conditions (𝜻 > 0) 

ϕℎ = 1 + 𝑐 (
𝜁 + 𝜁𝑑(1 + 𝜁𝑑)

1−𝑑
𝑑

𝜁 + (1 + 𝜁𝑑)
1
𝑑

)                                                        (4. 𝑆4) 

Ψℎ = −𝑐 𝑙𝑛 {𝜁 + [1 + 𝜁
𝑑]
1
𝑑}                                                                (4. 𝑆5) 

where c = 5.3, and d = 1.1. 
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Figure S4.1. Dimensionless flux-gradient relations for sensible heat (ϕℎ) and resulting 

integrated stability-correction functions (Ψℎ) which are a function of the dimensionless M-

O stability parameter 𝜉 = (z − d) / L. Depicted are functions following base GOES-Chem 

(Chapter 3, section 3.6, equations 3.S3–7), and an updated simulation S2 with functions 

used in WRF-Chem (equations 4.S1–5). 
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Figure S4.2.  Annual (2013) mean and median aerodynamic resistance Ra and mean 

laminar boundary layer resistance Rb(HNO3)  for simulation S2 adjacent corresponding 

percent change from base simulations S1. Regions of eastern N.A. and western N.A. over 

which values are aggregated in Table S4.1 are indicated. 
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Table S4.1: Aerodynamic resistance Ra, nitric acid boundary layer resistance Rb(HNO3), and resulting deposition velocities Vd(HNO3) 

aggregated over the regions of eastern North America (ENA) and western North America (WNA) depicted in Fig. S4.2 from base 

simulation S1 and updated simulation S2 which includes serial updates to Ra and molecular diffusivity Dx. Shown are annual (2013) 

means ± standard deviations alongside median values () for day (10–14 LST), night (0–4 LST), and 24-hr periods.  

GC Sim. Ra [s m-1]   Rb(HNO3) [s m-1]   Vd(HNO3) [cm s-1] 

  Day Night 24-hr    Day Night 24-hr    Day Night 24-hr 

ENA            

S1 110±730 (25) 500±1500 (92) 360±810 (100)  12±14 (9) 28±50 (15) 22±23 (15)  3.5±2.2 (3.0) 1.4±1.4 (1.0) 2.1±1.4 (1.8) 

S2(Ra) 110±720 (24) 340±950 (95) 260±640 (100)  “ “ “  3.5±2.3 (3.0) 1.4±1.4 (0.9) 2.1±1.4 (1.7) 

S2(Dx) “ “ “  21±25 (16) 50±88 (27) 39±40 (27)  2.8±1.7 (2.5) 1.2±1.1 (0.9) 1.8±1.1 (1.5) 

WNA            

S1 76±430 (28) 1600±2800 (270) 920±1400 (260)  13±21 (9) 56±97 (27) 37±46 (23)  3.1±2.1 (2.6) 0.8±1.1 (0.4) 1.7±1.2 (1.3) 

S2(Ra) 62±250 (29) 860±1500 (260) 510±710 (230)  “ “ “  3.2±2.2 (2.6) 0.8±1.1 (0.4) 1.7±1.2 (1.3) 

S2(Dx) “ “ “  25±39 (18) 100±180 (49) 70±84 (44)  2.5±1.6 (2.1) 0.7±0.9 (0.4) 1.4±0.9 (1.1) 
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Figure S4.3. Dry deposition velocities for nitrous acid (HONO) from updated simulations S2 and 

S3. Depicted are winter (DJF) and summer (JJA) means for night and day periods.  
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Figure S4.4: Arbitrary emission profile (Epulse) designed to emulate the passage of a typical motor 

vehicle. Epulse at to is discretized onto a finite volume vertical grid and evolved according to 

equation 4.6 through turbulent diffusion with a reflective top boundary condition at 120 m and dry 

deposition lower boundary condition (section 4.4.3.1).  
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Figure S4.5. Histograms of input variables required for the parameterization of subgrid dry 

deposition of near surface NOx emissions in GEOS-Chem. Hourly values of friction velocity u*, 

inverse M-O length L-1, and roughness length zo over eastern North America (east of 100°W) are 

from GEOS-FP meteorological fields at horizontal resolution of 1/4° x 5/16°. Hourly values of 

Rb(NO2) and Rc(NO2) are output from the corresponding nested GEOS-Chem simulation S4. 

Hourly values are for 15 July 2013.  
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Figure S4.6: Sensitivity of subgrid dry deposition of surface emitted NO (1 – f) to O3 

concentrations under daytime (u* = 0.6 m s-1, L-1  = -8.0 x 10-3, Rb + Rc = 250 s m-1), neutral (u* = 

0.4 m s-1, L-1  = 0, Rb + Rc = 300 s m-1), and nighttime (u* = 0.4 m s-1, L-1  = 1.1 x 10-2, Rb + Rc = 

380 s m-1) meteorological conditions over a moderately rough surface (zo = 0.6 m). Also depicted 

are lifetimes of NO oxidation by O3 (𝜏𝑁𝑂). 
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Figure S4.7:  Observed and simulated (GC S3) surface O3 at various urban locations and across 

the eastern and contiguous U.S. for January and July 2013. Simulated values coincidently sampled 

with observations are shown for the lowest model level centered at ca. 60 m and an implicit model 

concentration at the subgrid height of 10 m inferred from the resister-in-series parameterization of 

dry deposition (section 4.5.1).  
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Figure S4.8: Candidate surface NOx emissions removed (anthropogenic, non-stack), depicted as 

(1 – f) x 100, from implementation of our paramaterization of subgrid dry deposition via look-up-

table values of f into GEOS-Chem simulation S4. Shown are nightime and daytime seasonal means 

for the year 2013. Note, ‘candidate’ assumes emissiosns are diurnally and seasonally constant. 
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Figure S4.9: Nocturnal (0–4 LST) seasonal mean  aerodynamic resistance Ra, bulk surface 

resistance to NO2 uptake  Rc(NO2), and roughness length zo from GEOS-Chem simulation S4.  
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Figure S4.10: Diel profiles of monthly mean NOx emissions at select urban centers, and regionally across 

Eastern N.A. (over land), including soil NOx, non-stack anthropogenic surface emissions (i.e., 

transportation, residential), and total NOx emitted into the PBL from natural (soil & fire) and all 

anthropogenic sources.  Also depicted are hourly effective reductions in anthropogenic surface NOx 

emissions resulting from subgrid dry deposition (S4), with percent change in 24-hr anthropogenic surface 

emission for each location/region included as an inset. 
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Figure S4.11: Altitude (above surface) of observations from the WINTER aircraft campain which 

consisted of 13 flgihts between 3 February–13 March 2015. Colorbar to 500 m is an approximate 

depiction of the lowest four GEOS-Chem levels. A maximum altitude of 2 km was set in the 

colorbar despite flight tracks occuring above this altitude. Campaign mean profiles of daytime and 

nocturnal NOx and HONO are depicted in Fig. S4.13. 
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Figure S4.12: As Fig. S4.11, however, with flight track #9 (offshore, nocturnal, 22/23 February 

2015) removed. Campaign mean profiles of daytime and nocturnal NOx and HONO are depicted 

in Fig. 4.6.  
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Figure S4.13: Vertical profiles of daytime and nocturnal mean NOx and HONO observed during 

the WINTER aircraft campaign (black line with grey shade indicating standard deviation) and 

simulated mean profiles coincidently sampled from base (S1) and updated (S2–S5) GEOS-Chem 

simulations.  
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Figure S4.14: As Figure S4.11, however, with flight track numbers 8 (costal, nocturnal, 20 

February 2015), 9 (offshore, nocturnal, 22/23 February 2015), and 10 (inland, nocturnal, 24 

February 2015) removed. Resulting campaign mean profiles of daytime and nocturnal NOx and 

HONO are depicted in Fig. S4.15. 
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Figure S4.15: Vertical profiles of daytime and nocturnal mean NOx and HONO observed during 

the WINTER aircraft campaign (black line with grey shade indicating standard deviation) and 

simulated mean profiles coincidently sampled from base (S1) and updated (S2–S5) GEOS-Chem 

simulations. Flight numbers 8, 9, and 10 have been removed from analysis (see Fig. S4.14). 
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Figure S4.16: Vertical profiles of daytime and nocturnal mean HNO3 and pNO3 observed during 

the WINTER aircraft campaign (black line with grey shade indicating standard deviation) and 

simulated mean profiles coincidently sampled from base (S1) and updated (S2–S5) GEOS-Chem 

simulations. Also depicted is resulting total nitrate (TN ≡ HNO3 + pNO3). 
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Figure S4.17: Seasonal dry deposition of reactive nitrogen oxides (NOy) for the year 2013 from 

GEOS-Chem simulation S4 (left most column) adjacent serial percent changes for indicated 

simulations, i.e., for S2:  100x(S2-S1)/S1, and for S4: 100x(S4-S3)/S3. Note, interpretation of 

percent change in DJF dry deposition for simulation S3 requires application of indicated 

multiplicative factor.  Grey indicates off-scale.  
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Figure S4.18: Seasonal wet deposition of reactive nitrogen oxides (NOy) for the year 2013 from 

GEOS-Chem simulation S4 (left most column) adjacent serial percent changes for indicated 

simulations, i.e., for S2:  100x(S2-S1)/S1, and for S4: 100x(S4-S3)/S3. Grey indicates off-scale.
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Figure S4.19: Annual mean surface concentrations of NO2, HONO, O3, and total nitrate 

(TN ≡ HNO3 + pNO3
-) from simulation S4 (left most column) adjacent serial percent 

change for indicated simulations, i.e., for S2:  100x(S2-S1)/S1, and for S4: 100x(S4-

S3)/S3. Note, interpretation of percent change in nocturnal HONO concentrations for 

simulation S3 requires application of indicated multiplicative factor.  Grey indicates off-

scale. 
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Figure S4.20: Monthly mean diel profiles of ground-level total nitrate (TN ≡ HNO3 + 

pNO3
-), particulate sulfate (pSO4), NO, and NOx for select urban centers and eastern N.A. 

(over land) are depicted for three updated simulations: S2, S3, and S4.  
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Figure S4.21: Monthly mean diel profiles of HONO/NO2 ratios for select urban centers 

and eastern N.A. (over land) are depicted for three updated simulations: S2, S3, and S4. 
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Chapter 5 

 

Conclusion 

 

5.1 Summary 

Aerosols and nitrogen oxides are short lived atmospheric trace species that are involved in 

a wide variety of atmospheric processes with important implications for climate and air 

quality (Szopa et al., 2021). Aerosols have been shown to have a net cooling effect on 

climate (Forster et al., 2021), be a source of nutrients to land and marine ecosystems 

(Johnson et al., 2010; Mahowald et al., 2017), influence heterogeneous and photochemistry 

(Jacob, 2000; Martin et al., 2003a), and be detrimental to health (Murray et al., 2020). 

Nitrogen oxides influence climate and air quality by modulating oxidant fields, 

contributing to tropospheric O3 production, and ultimately being a source of nitrate aerosol. 

Therefore, the ability to monitor aerosol and NOx distributions globally, as well as 

accurately simulate atmospheric processes involving these species, is important for climate 

and air quality related research. This thesis presented three research chapters which made 

use of, and developments to, a global atmospheric chemical transport model (GEOS-Chem) 

for the purposes of (i) monitoring and understanding global trends in satellite-derived PM2.5 

and (ii) improved simulation of NO2 reaction on ground surfaces. 

 In Chapter 2, we develop and interpret the first observationally-based estimate of 

changes in long-term global PM2.5. Specifically, we combine satellite-derived PM2.5 from 

the MISR and SeaWiFS instruments—using overpass-resolved simulated ‘surface PM2.5 to 

column AOD’ relationships from the GEOS-Chem global CTM employing consistent 

assimilated meteorology—to estimate and interpret a unified, 24-hr, monthly PM2.5 time 

series from January 1998 to December 2012 globally at a resolution of 1˚ x 1˚. Four broad 

areas showing significant, spatially coherent, annual trends are examined in detail: eastern 

U.S. (-0.39 ± 0.10 µg m-3 yr-1), Arabian Peninsula (0.81 ± 0.21 µg m-3 yr-1), South Asia 

(0.93 ±0.22 µg m-3 yr-1) and East Asia (0.79 ± 0.27 µg m-3 yr-1). Over the period of dense 
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in situ observation (1999 – 2012), the linear tendency for the eastern U.S. (-0.37 ± 0.13 µg 

m-3 yr-1) agrees well with that from in situ measurements (-0.38 ± 0.06 µg m-3 yr-1); time-

varying ‘PM2.5 to AOD’ relationships were necessary to reproduce the trend in in situ 

observations. A GEOS-Chem simulation reveals that secondary inorganic aerosols largely 

explain the observed PM2.5 trend over the eastern U.S., South Asia, and East Asia, while 

mineral dust largely explains the observed trend over the Arabian Peninsula. The methods 

of this work were used by van Donkelaar et al. (2015b) to analyze trends in population-

weighted PM2.5 exposure, globally, from 1998 through 2012.   

 In Chapter 3, the trace gas dry deposition algorithm from GEOS-Chem was 

extracted and reimplemented to run offline in single point mode to enable detailed 

evaluation of various branches of the algorithm against eddy covariance inferred deposition 

velocities over two North American forest ecosystems. Two large biases in separate parts 

of the algorithm were discovered and addressed with mechanistic updates. First, correction 

of a large low bias in the parameterization of molecular diffusion coefficients resulted in 

large (~100%) increases in quasi-boundary layer surface resistances (Rb), yielding much 

improved simulation of deposition velocities of rapidly depositing species such as HNO3. 

Second, a low bias of -80% in simulated nocturnal NO2 deposition velocity was eliminated 

by representing a reaction pathway for NO2 heterogeneous hydrolysis on deposition 

surfaces. Consideration of soil NOx emission and canopy surface area effects were found 

to be important when comparing simulated with eddy covariance inferred Vd(NO2). 

Bottom-up estimates of nocturnal Vd(NO2) for Harvard Forest computed from surface-

specific NO2 uptake coefficients to foliar, bark, and forest floor surfaces provide an 

independent method of interpretation of top-down observations. Finally, it is noted that 

representing NO2 hydrolysis on the ground surface through a CTM’s dry deposition 

parameterization provides mechanistic utility to current understanding of dominant 

atmospheric production of HONO. 

Chapter 4 evaluates the effects of recommended Chapter 3 updates to GEOS-

Chem’s trace gas dry deposition parameterization on a high-resolution simulation over 

North America. In addition to these aforementioned updates, I develop and implement into 

GEOS-Chem a parameterization to represent the process of subgrid dry deposition of near-
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surface anthropogenic emissions of NOx. Resulting reductions in ground-level NO2 are on 

the order of 5–20% with commensurate reduction in regional concentrations of total nitrate 

(HNO3 + particulate nitrate). Large increases (>100%) in simulated surface concentrations 

of nitrous acid (HONO)—an important precursor of the hydroxyl radical (OH)—stem from 

improved representation of NO2 surface processes and help to alleviate a large low bias 

compared to aircraft observations.  

  

5.2 Future Work 

Trend analysis of satellite-derived PM2.5 requires long-term radiometric stability of satellite 

sensors as well as long-term consistency of the meteorological products and emissions 

inventories required as inputs to the global CTM. Since the publication of Chapter 2, 

progress has been made in including radiometrically stabilized MODIS satellite 

instruments in addition to MISR and SeaWiFS satellite instruments for satellite-derived 

PM2.5 trend analysis (Hammer et al., 2020). In addition, recent progress has been made in 

development of a globally consistent, long-term anthropogenic emissions inventory for use 

in CTMs (McDuffie et al., 2020), which will be of benefit to future trend studies involving 

global CTMs. 

 Dry deposition schemes currently used in state-of-the-science CTMs rely heavily 

on similarity arguments to extend surface uptake parameterizations optimized from 

observations of SO2 and O3 deposition to many other trace gasses (Wesely, 1989; Zhang 

et al., 2003a). Although aqueous solubility and oxidation potential broadly cover air-

surface interactions for many species, this is not generally applicable to all atmospheric 

trace gasses known to dry deposit, as was exemplified for the case of NO2 in Chapter 3. 

Long-term field studies quantifying atmosphere-surface exchange across a variety of land-

types and seasons would facilitate further development of species-specific dry deposition 

pathways. 

Updates to NO2 dry deposition implemented into GEOS-Chem in Chapter 4 add to 

the findings of Nowlan et al. (2014) that NO2 is a significant contributor to NOy dry 

deposition in urban areas. It would be interesting future work to reapply the methods of 

Nowlan et al. (2014), namely, inferential NO2 dry deposition flux estimates using satellite-
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derived surface NO2 concentrations and GEOS-Chem simulated deposition velocities, 

while including updates to NO2 dry deposition presented herein and satellite-derived NO2 

following Cooper et al. (2020) where ground level NO2 concentrations are inferred globally 

at unprecedented spatial resolution (3.5 km x 7 km) from the TROPOMI satellite 

instrument. 

As mentioned in Chapter 4, a large low bias in simulated daytime HONO remains 

in both the PBL and free troposphere. Several daytime sources of HONO are yet to be 

developed in GEOS-Chem, including HNO3/nitrate photolysis, photoenhanced 

heterogeneous NO2 reduction, and daytime release of nocturnally deposited HONO. Given 

the significance of atmospheric HONO as a near-surface source of OH, especially during 

periods of low solar radiation when production from other photolytic sources is reduced, 

future developments to GEOS-Chem in this area are recommended. 

Also mentioned in Chapter 4 are several ‘future works’, including (i) updating the 

calculation of the canopy reduction factor (CRF) used for soil NOx emission in GEOS-

Chem to include the effects of NO2 hydrolysis (reaction R4.1) on canopy surfaces, which 

is expected to further alleviate the proposed high summertime bias for surface NOx 

emissions in the EPA’s NEI 2011 inventory (Travis et al., 2016); (ii) instead of computing 

molecular diffusion coefficients according to Graham’s Law, measured diffusion 

coefficients will be used, where available (Chapter 3, Table S3.1), and values simulated 

via Fuller’s method in the absence of a measured value; (iii) adding simulated surface O3 

as a fifth dimension to look-up-table values of f—the fraction of near-surface emitted NOx 

lost to subgrid dry deposition—to control the rate of surface emitted NO to NO2 oxidation, 

as well as including mass-balance of O3 loss resulting from oxidation of NO in the subgrid 

dry deposition scheme. 
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