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ABSTRACT 

Climate change is projected to substantially increase the global mean sea level, which will 

likely have adverse impacts on coastal communities worldwide. Atlantic Canada is 

particularly vulnerable to the effects of climate change due to its low-lying elevation and 

high rates of past and projected sea-level rise. Nova Scotia, Canada has over 240 kilometers 

of dykes that protect coastal areas from seawater inundation. Much of the dyked coast is 

impacted by mega-tidal conditions, which can have significant impacts on saltwater 

intrusion and groundwater flow dynamics along the coast. While the effects of surface 

flooding receive the most attention, coastal aquifers in dykelands are also vulnerable to 

salinization from higher maximum surface water elevations arising from sea-level rise, 

intensifying storms, or the highest tides. 

The goal of this study was to use both field methods and numerical modeling techniques to 

investigate saltwater intrusion dynamics in a mega-tidal dykeland setting to assess how the 

groundwater system responds to present forcing and to investigate how future climate 

change may drive further saltwater intrusion. This was accomplished by initiating a field 

campaign near the town of Wolfville, Nova Scotia. A climate station, wave buoy, and tidal 

station were deployed; shallow piezometers were drilled and instrumented; deep existing 

town wells were instrumented; and geophysics surveys were conducted. The field data 

highlight the strong connectivity between the Bay of Fundy and the adjacent aquifer given 

the observed pronounced tidal variations in groundwater levels and ground resistivity. 

These data were used to establish an environmental baseline to calibrate a present-day 

coupled numerical model of variable-density groundwater flow and salt transport. This 

model was then forced with climate scenarios including projections for sea-level rise and 

storm-induced dyke overtopping. 

Numerical model results indicate that storm surges pose the largest threat to the aquifer and 

shallow agricultural soils, particularly when the dyke is removed, and overtopping occurs. 

SLR results also decreased the freshwater volume in the aquifer by 32% for the worst-case 

scenario. These results suggest that dykeland management decision frameworks should 

include coastal groundwater to ensure a sustainable future for drinking water and irrigation 

resources. 
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CHAPTER 1: INTRODUCTION 

 

1.1 Coastal forcing and coastal groundwater resources 

Coastal regions are dynamic transition zones between land and sea. In 2012, it was 

estimated that approximately 50% of the global population occupies land within 150 km of 

the coastline (Lemmen et al., 2016). Along with the aesthetic appeal and economic 

opportunities that attract humans to coastal zones, there are many co-existing physical 

processes and phenomena taking place, including waves, tides, coastal storms, and 

anthropogenic forcing (Ramkumar et al., 2019). The coastal zone is considered the 

battleground for converging forces, including terrestrial, atmospheric, and anthropogenic 

stresses (Beatley et al., 2002), and the coastal zone is constantly adapting to reach an 

equilibrium between these competing forces (Jiao & Post, 2019). 

Canada has the world’s longest coastline with more than 240,000 km and approximately 7 

million people living along these dynamic zones (Lemmen et al., 2016). As such, the effects 

of coastal threats will continue to be greatly felt by Canadians. As one recent example, 

Hurricane Fiona devastated Atlantic Canada in September 2022 with sustained winds of 

150 kph and the lowest recorded pressure (931 mbar) of any hurricane making landfall in 

Canada (Lopez-Martinez, 2022). In the longer term, atmospheric and marine climate 

change, and anthropogenic pressures such as coastal development are all important for a 

country with extensive coastlines (Manson et al., 2019). Due to its past glacial history and 

associated isostatic rebound, the east coast of Canada has high rates of recent and projected 

sea-level rise (SLR), and this region is also densely populated with coastal communities 
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(Figure 1). Canadian coasts are also expected to be subjected to intensifying wave action 

due to sea-ice melt (Lemmen et al., 2016). 

Many previous studies worldwide have assessed the impacts of climate change on coastal 

communities, and these have generally emphasized the importance of proper coastline 

management techniques to ensure accessibility to resources (e.g., groundwater, agricultural 

crops) and protection of infrastructure for future decades (Boateng, 2012; Michael et al., 

2017). Freshwater management is critical to ensure sustainable resource usage under 

current and future climate projections and increasing coastal populations (Yang et al., 

2015).  

Groundwater is commonly used along coastal/rural communities for agriculture, domestic, 

and industrial purposes due to the limited spatial distribution and quality of surface water 

sources (Sawyer et al., 2016). However, coastal groundwater resources are highly 

vulnerable to climate change due to the looming threats from SLR and increased demand 

from population growth (Ketabchi et al., 2016; Manson et al., 2019; Yang et al., 2015). 

Many coastlines are currently undergoing coastal groundwater squeeze, a term referring to 

the combined top-down (anthropogenic contamination) and bottom-up (salinization) 

threats posed to coastal groundwater resources as a result of poor coastal zone management 

in the context of climate change (Llopis-albert & Pulido-velazquez, 2014; Michael et al., 

2017). In addition to being vulnerable to atmospheric climate change, coastal areas are 

lower in elevation and more proximal to the changing marine environment, and thus even 

more susceptible to climate change impacts compared to inland environments. Dense 

human population distributions along the coast also impose further challenges to resource 

management, such as changing groundwater flow patterns and degrading freshwater quality 
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and quantity through overuse and pollution (Michael et al., 2017; Yang et al., 2015). There 

is an urgent need to stop the over-exploitation of these resources that have resulted from 

socio-economic pressures in coastal zones in conjunction with climate change (IPCC, 

2019).  

 

 

Figure 1. Sea-level rise (SLR) projections for Canada based on changes in the volume of water and vertical motion of 

land. Data are replotted from tabulated data from Manson et al. (2019) and are based on a high-emission representative 

concentration pathway (RCP) 8.5 with a refined model of vertical land motion generated by the Canadian Geodetic 

Survey. 
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1.2 Sea-level rise and impacts to groundwater levels 

Sea-level rise (SLR) is a result of both land subsidence and oceanic thermal expansion due 

to climate change. The Intergovernmental Panel on Climate Change (IPCC) multi-model 

global climate projections indicate that the global mean sea level may rise between 0.26 

and 0.82 m by the year 2100 (IPCC, 2019). The response of aquifers to sea-level rise may 

increase the hazards presented to these water resources and dependent ecosystems and 

communities, and result in substantial displacement of coastal inhabitants over the next 

century (Befus et al., 2020). As outlined by Ketabchi et al. (2016), many studies have 

considered sea-level rise impacts on saltwater intrusion studies using analytical techniques 

(e.g., Werner & Simmons, 2009). While analytical solution approaches work well for 

capturing the essence of the system, they inevitably invoke many unrealistic 

simplifications, and therefore, numerical model simulations are now more commonly being 

employed (Chang et al., 2011; Feseker, 2007; Watson et al., 2010). Most numerical 

modeling studies focused on coastal groundwater over the last decade have pointed to the 

potential for sea-level rise to induce saltwater intrusion (Bobba, 2002; Greenberg et al., 

2012). 

The rate of sea-level rise along the Atlantic coast of Canada is expected to greatly exceed 

the global average (Lemmen et al., 2016; Manson et al., 2019). Since the Wisconsin 

glaciation, the height of the relative sea level to the land has been steadily rising by almost 

40 centimeters every century as a result of both rising sea level and land subsidence 

(Greenberg et al., 2012; Percy, 1996). As such, sea-level rise is a primary driver for coastal 

change. In Nova Scotia, approximately 70% of the population occupies land within 20 km 

of the coastline, with many of these communities relying on groundwater for drinking water 
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supply and irrigation (Lemmen et al., 2016). Changes to mean sea levels, storm intensities, 

and/or frequencies that are projected by climate models will mean more frequent and more 

devastating flooding for these coastal communities (Forbes et al., 2009), as well as the less-

studied impacts to coastal aquifers. 

Low-lying coastal areas are vulnerable to water table rise because of their connectivity to 

the ocean. Rising seas force the inland water table to rise simultaneously, eventually leading 

to saturated and inundated land if adaptation techniques are not implemented (Bjerklie et 

al., 2012; Schieder et al., 2018). Many agricultural fields are located within kilometers of 

the coastline, and thus are highly vulnerable to a loss of arable conditions and poor drainage 

(Badaruddin et al., 2015; Bayabil et al., 2020; Gedan & Fernández-Pascual, 2019; Guimond 

& Michael, 2020). Water table rise also threatens subsurface infrastructure, including the 

performance of onsite wastewater treatment systems (Threndyle et al., 2022). 

 

1.3 Coastal groundwater controls and dynamics 

Groundwater dynamics in coastal regions are largely determined by geologic properties 

and atmospheric and oceanic forcing (Hiscock & Bense, 2014; Jiao & Post, 2019). Thus, 

characterizing coastal aquifers is essential for the protection and sustainable development 

of groundwater resources (Freeze & Cherry, 1979; Rivard et al., 2012). Groundwater 

density plays a key role along the coastline as salt concentration and fluid density vary 

across the mixing zone between fresh and saline water in coastal aquifers due to mechanical 

dispersion and molecular diffusion, and marine forcing (Werner et al., 2013). There are 

methods that consider this mixing zone as being either a sharp interface or a gradual 

transition zone. The sharp-interface method is usually combined with the Ghyben-Herzberg 
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principle (Figure 2), which is a classic approach for estimating the depth to a sharp 

saltwater-freshwater interface given the groundwater table elevation (Ghyben, 1988; 

Herzberg, 1901). This approach is widely used but limited by the following assumptions: 

(1) simple hydrostatic conditions exist, (2) the aquifer is homogeneous, and (3) the coastal 

aquifer is unconfined (Hiscock & Bense, 2014). This method is fundamentally based on 

understanding that for a sharp freshwater-saltwater interface, the porewater pressures at the 

freshwater and saltwater sides of the interface are equal (Freeze & Cherry, 1979). This 

equality can be expressed and rearranged to give the following: 

 

 ℎ𝑠 =  
ρ𝑓

ρ𝑠−ρ𝑓

ℎ𝑓   or ℎ𝑠 = 𝛿ℎ𝑓 [1] 

 

where hs is the depth to the saltwater-freshwater interface below sea level (m), 𝜌f is the 

freshwater density (kg m-3), 𝜌s is the saltwater density (kg m-3), and hf is the freshwater 

head in the aquifer above sea level (m) (Figure 2). The dimensionless density ratio 𝛿 can 

be found by comparing the two forms in Eq. [1]. 

Equation [1] suggests that the density difference and head of freshwater (e.g., water table 

elevation) control the depth to saltwater. If we assume common fluid densities of 𝜌f = 1000 

kg m-3 and 𝜌s = 1025 kg m-3, Eq. [1] suggests that the depth below sea level to the saltwater 

interface is approximately 40 times the depth of the freshwater head above sea level.  
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Figure 2. Ghyben-Herzberg relationship (modified from Hiscock & Bense, 2014) showing the depth to the freshwater-

saltwater interface (see Eq. 1). Not to scale.  

 

The sharp-interface methods are less realistic than approaches that accommodate a 

transition zone, yet they are useful for providing insight into the physics of these systems 

(Llopis-albert & Pulido-velazquez, 2014). The transition zone methods are based on the 

realization that the saltwater-freshwater mixing zone is controlled by the dispersive 

characteristics of the geologic strata (Freeze & Cherry, 1979). Henry (1960) was the first 

to develop an analytical solution for transition zone methods, but there are now various 

other solutions that include considerations of dispersion (e.g., Cooper, 1964). Such 

‘transition zone’ analytical solutions are often limiting as they invoke many unrealistic 

assumptions such as homogeneous properties and steady-state conditions, and thus coupled 

numerical models of variable-density groundwater flow and solute (salt) transport are more 

commonly employed to study transition zone dynamics. 

Submarine groundwater discharge (SGD) refers to groundwater (e.g., fresh or recirculated 

seawater) that flows from the seabed into the ocean (LeRoux et al., 2021; Threndyle et al., 

2022). In coastal areas, recharge and associated higher hydraulic heads in aquifers cause 

groundwater to generally flow from inland areas towards the sea (Jiao & Post, 2019).  

Studies have shown that in many locations, SGD from the aquifer to the ocean represents 
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a significant water flux that can provide a vector for terrestrial contaminants and 

constituents (Gonneea et al., 2013; Robinson et al., 2018). Figure 3 shows the complexity 

of coastal zone processes, with a particular focus on coastal groundwater dynamics. 

 

Figure 3. Coastal groundwater processes and conditions influenced by anthropogenic, atmospheric, terrestrial, and 

marine forces.  

 

Groundwater dynamics in coastal zones are briefly described here at a high level, with more 

detailed explanations in later sections within this chapter. Starting from the marine side 

(right) of Figure 3, the mean ocean water level fluctuates due to different tidal constituents 

including diurnal, semi-diurnal, and spring-neap constituents (Kamphuis, 2010). This 

pressure oscillation propagates into the aquifer, but the periodic signal gets damped and 

lagged with distance landward (e.g., Jacob, 1950; Rotzoll & Fletcher, 2013) (described 

further in section 1.5.1). The upper saline plume (Figure 3) is generated due to the 

fluctuation in sea level induced by tides and wave runup (Fang et al., 2021). The tides also 

smooth out or ‘smear’ the subsurface interface between fresh and saline groundwater 
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(Figure 3). In addition to this regular tidal forcing, there are also irregular wave and surge 

dynamics that can occur during any stage of the tide but are of most concern during spring-

high tides (Figure 3), as this superposition of forcing can temporarily increase the water 

level far above the mean water level and overtop or damage coastal barriers (McLaughlin 

et al., 2022). Sea-level rise will also exacerbate the potential for flooding and force the 

saltwater-freshwater interface to migrate landward and upward (Ketabchi et al., 2016).  

On the terrestrial side, coastal wells may begin to draw up saltwater due to over pumping, 

a process known as upconing (Reilly & Goodman, 1987; Schmork & Mercado, 1969; 

Werner et al., 2013). Also, reductions in groundwater recharge (Kurylyk & MacQuarrie, 

2013) due to changes in atmospheric climate conditions or land cover will lower the water 

table and draw saltwater landward  (Green & MacQuarrie, 2014). Around the location of 

the saltwater-freshwater interface or transition zone (Figure 3), there is constant mixing 

driven by marine forcing and the density differences in the saline and fresh water, and this 

density difference also maintains the salt wedge (Figure 3) (Abd-Elhamid & Javadi, 2011; 

Werner et al., 2012). Additionally, water more efficiently enters aquifers during high tide 

than it can exit during low tide, thus creating tidal overheight, a condition that results in the 

mean groundwater elevation at the coast being elevated compared to mean sea level 

(Nielsen, 1990). 

 

1.4 Saltwater intrusion 

In the context of hydrogeology, saltwater intrusion refers to the landward migration of 

saline water into formerly freshwater zones (Hiscock & Bense, 2014; Post & Houben, 2017; 
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Reilly & Goodman, 1987; Werner et al., 2013; Werner & Simmons, 2009), which poses 

significant threats to coastal ecosystem services (Figure 4). Saltwater intrusion can occur 

on time scales ranging from minutes to millennia given the range of processes that can 

trigger it (Werner et al., 2013). In general, groundwater recharge, pumping rates, and sea-

level fluctuations mediate the location of the freshwater-saltwater interface, and thus 

interface movement (or saltwater intrusion) can be strongly influenced by anthropogenic 

activity and climate changes manifested in either the ocean or the atmosphere (Heiss & 

Michael, 2014). Other factors that influence saltwater intrusion include dispersive mixing, 

tidal effects, density effects, paleo-hydrogeological conditions (e.g., past sea levels), and 

geological characteristics (Werner et al., 2013); thus, the causes of saltwater intrusion can 

be both natural and anthropogenic (Jiao & Post, 2019). The Ghyben-Herzberg equation 

[Eq. 1] highlights the influence of sea-level rise if the groundwater table elevation remains 

fixed, such as would occur in a scenario in which the water table were already at the land 

surface. In this scenario, the sea-level rise results in a 40 times amplification in the rise of 

the interface depth, making the interface a filtered but amplified reflection of the water 

table topography (Pavlovskii et al., 2022).  

Technically, the presence of a stable saltwater wedge (Figure 3) is not saltwater intrusion, 

since such a situation is natural and there is no gradual or episodic salinization of the 

freshwater zone. However, saltwater intrusion occurs when the transition zone between the 

fresh and saltwater moves landward and/or upward (Jiao & Post, 2019) (Figure 4a), or when 

flooded seawater at the surface infiltrates downward into the aquifer (Cantelon et al., 2022) 

(Figure 4b). When salinization occurs by active flow from the ocean into the aquifer, it is 

known as ‘active saltwater intrusion’ (Figure 4). In contrast, ‘passive saltwater intrusion’ 
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occurs when the direction of groundwater flow is still seaward, but the interface is moving 

landwards, such as might occur following a gradual lowering of the water table due to 

reducing recharge. Active saltwater intrusion is often triggered by over pumping (Figure 

4a). 

 

Figure 4. Saltwater intrusion via a) sea-level rise and b) surge-induced overtopping. 

 

1.4.1 Saltwater intrusion from coastal flooding 

During extreme storm surges, higher water levels can threaten coastal defence systems 

(e.g., dyke in Figure 4 and 5) (Elsayed et al., 2018; Stockdon et al., 2006). Overtopping due 

to storm surges can result in breaching and erosion of these barriers from coastal flooding 

and wave action (Elsayed & Oumeraci, 2018a). Flooded seawater can inundate and 

infiltrate a fresh groundwater system, leading to potential drinking water contamination 

risks (Figure 4b). When this happens, salt fingers (Figure 4b) can develop due to density 

differences between the infiltrating seawater and underlying freshwater, and these promote 

downward transport and mixing of intruded seawater (Post & Houben, 2017). An aquifer 
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system that can quickly return to its original state (post-perturbation) is less problematic 

than a system that requires a longer time to ‘flush’ out the saltwater (Cantelon et al., 2022). 

The response time is determined by the nature of the seawater flooding, precipitation rates, 

and the aquifer’s hydraulic conductivity and storage properties (Hiscock & Bense, 2014; 

Post & Houben, 2017). In general, studies have shown that the most important long-term 

effect of coastal floods is often saltwater intrusion into coastal aquifers induced by the 

vertical infiltration of saltwater (e.g., Elsayed & Oumeraci, 2018a).  

 

1.4.2 Agricultural impacts of saltwater intrusion 

Saltwater intrusion can have devastating impacts on agriculture productivity and 

sustainability. Saline water changes the soil chemistry, thereby imposing negative 

consequences for crops or natural vegetation that cannot withstand high salt loading (Briggs 

et al., 2021; Butcher et al., 2018; Fagherazzi et al., 2019; Guimond & Michael, 2020). Also, 

temporary flooding or chronic water table rise due to sea-level rise can elevate the soil 

saturation above desired levels for crops. In some coastal settings, saltwater intrusion has 

led to field abandonment (Gedan & Fernández-Pascual, 2019) as the crops of interest can 

no longer grow due to the species’ intolerance of salinity or saturation (Figure 5). Recent 

studies have shown that coastal agricultural croplands account for the largest proportion of 

locations susceptible to saline inundation due to surge disasters (Kang et al., 2016).  
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1.5 Tidal dynamics 

Tides shape much of the world’s coastline and are one of the most predictable scientific 

phenomena (Morrison & Owen, 1966). The gravitational forces that create tidal oscillations 

are derived from gravitational forces between the earth, sun, and moon, which give rise to 

different tidal constituents geographically (Jiao & Post, 2019). Tidal constituents create 

diurnal (i.e., one high and one low tide per day), semi-diurnal (i.e., ~ two high and two low 

tides per day), and/or mixed (i.e., when the heights of successive semi-diurnal high or low 

tides are different during a solar day) tidal conditions that are superimposed on spring-neap 

signals (from the phases of the moon) and lower frequency constituents (Kamphuis, 2010). 

The difference in the high- and low-tide values is known as the tidal range, and globally 

tide ranges vary from micro- (i.e., less than 3 m) to mega-tidal (i.e., greater than 8 m) 

conditions. Tides are more predictable perturbations than episodic events like storm surges; 

however, their magnitudes vary substantially from site to site and even with time depending 

on the amplitude of the spring-neap constituent (Kamphuis, 2010; Werner et al., 2013). 

These large oceanic forces play important roles in the coastal zone, particularly when 

considering groundwater flow dynamics. 

 

1.5.1 Tidal effects on groundwater flow 

Groundwater flow in coastal environments is highly complex as tides are constantly 

altering the magnitude and potentially the direction of the hydraulic gradient and 

consequent groundwater flow. Many studies have considered tidal groundwater dynamics 

(Cartwright et al., 2004; Robinson & Li, 2004; Vandenbohede & Lebbe, 2007) and the 

influence on coastal groundwater flow and water quality in unconfined aquifers (Kuan et 
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al., 2012; Levanon et al., 2017; Robinson et al., 2018). Others have pointed to the 

importance of tidal overheight using analytical solutions (Cartwright et al., 2004; Nielsen, 

1990). Another major focus in the literature has been using analytical solutions to 

investigate how tides influence groundwater level fluctuations (Li & Jiao, 2001; Nielsen, 

1990; Teo et al., 2003) and thus how tidal dynamics can be used to infer aquifer properties. 

Regardless of the application, past coastal groundwater studies have typically only 

considered smaller tidal ranges (i.e., micro- to macro-tidal) (e.g., Heiss & Michael, 2014), 

with a few rare considerations of mega-tidal conditions, usually with a sole focus on beach 

aquifer dynamics (e.g., Stark & Hay, 2014). This is likely in part at least due to the limited 

number of locations worldwide that experience mega-tidal conditions. 

Studies have shown that the transition zone between freshwater and saltwater is wider when 

tidal influences are considered (Ataie-Ashtiani et al., 1999; Inouchi et al., 1990; Pool et al., 

2014). Water exchange across the interface is significantly affected by tides and mixing of 

tide-induced recycled water with fresh groundwater (Robinson & Li, 2004). For coastal 

aquifers, varying physical forcing conditions (i.e., tides) drive changes in the upper saline 

plume of the saltwater-freshwater interface (Figure 3), forcing the conditions to change 

from stable to unstable (Fang et al., 2021). Also, the tidally dynamic location where 

saltwater and freshwater meet in the subsurface can influence the near-shore and large-

scale submarine groundwater discharge patterns and impact contaminant loading levels 

across the aquifer-ocean interface (Chang et al., 2011). In general, tidal dynamics can have 

extensive impacts on coastal freshwater resources, and thus there is a great need to assess 

the vulnerability of coastal areas to these tidal dynamics (Huizer et al., 2017; Neubauer, 

2013; Park & Aral, 2008).  
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1.5.2 Tidal effects on saltwater intrusion 

Despite the strong evidence that tides exert a dominant control on coastal groundwater 

levels and dynamics, there has not been substantial work done that incorporates tidal 

fluctuations in conjunction with saltwater intrusion dynamics (e.g., flushing rates). Ataie-

Ashtiani et al. (1999) investigated the effects of micro-tidal influences on saltwater 

intrusion in unconfined coastal aquifers. They found that the seaward freshwater flux in the 

aquifer had a considerable influence on both the shape and the location of the freshwater-

saltwater interface, and that less freshwater discharging to the sea not only caused the 

seawater to intrude further inland but also made the interface more dispersed as a result of 

the tidal boundary (Ataie-Ashtiani et al., 1999). Additionally, Werner & Lockington (2006) 

showed that the inclusion of tides in active saltwater intrusion simulations produced highly 

modified predictions of water table salinization but had only minor impacts on the 

predictions of the saltwater intrusion extent. Other studies have shown through analytical 

techniques that the saltwater-freshwater interface moves seaward with the inclusion of tidal 

influences, and the toe of the interface remains stationary (e.g., Zhang, 2000). Larger 

macro-tidal amplitudes have been shown to increase the groundwater salinity (and thus 

transition zone) near the base of the aquifer, thereby reducing the amount of freshwater 

present (Vandenbohede & Lebbe, 2007). Others have shown that the salt distribution and 

wedge location in unconfined coastal aquifers is highly impacted by tidal pumping (Kuan 

et al., 2012). A few studies have also demonstrated the role that tides play in the mixing 

dynamics near the saltwater-freshwater interface, and the influence on solute transport 

(Pool et al., 2014; Santos et al., 2012) and submarine groundwater discharge (Heiss & 

Michael, 2014; LeRoux et al., 2021; Robinson et al., 2007; Sawyer et al., 2016). 
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1.6 Dykelands 

Dykelands are predominantly agricultural lands developed from pre-existing rich salt 

marshes through removing tidal influences in the surface and subsurface (Sherren et al., 

2021). The pre-existing salt marsh plants worked to trap nutrient-rich sediments from the 

tidal waters, making this highly productive for crops (van Proosdij et al., 2010) in the 

absence of salinity. To this day, many dykelands worldwide still play an important role in 

agriculture production that supports local to global economies and food security (Chen et 

al., 2020; Sawyer et al., 2016; Tully et al., 2019). In addition to fostering and augmenting 

agricultural food production, dykes also protect coastal communities and offer many 

ecosystem services (Sherren et al., 2021; van Proosdij et al., 2014). Under current and 

future coastal change projections, many dykes in Atlantic Canada are inadequate and need 

to be altered to remain effective coastal barriers (Sherren et al., 2019). Current dykes in 

many other places worldwide are at risk of breaching and overtopping which can result in 

salinization of the agricultural land and devastate crop yields (Elsayed et al., 2018; Sherren 

et al., 2016).  

 

1.6.1 Coastal change adaptation in dykelands 

Dykes are of strategic importance for coastal adaptation to climate change and thus require 

proper management to ensure they can remain efficient barriers in the decades to come. 

Current dyke restoration techniques include topping up, retreating, or breaching (Figure 5) 

(van Proosdij & Page, 2015). Raising the dykes involves topping up their minimum critical 

elevations with sea-level rise and coastal storm projections in mind (Figure 5b) (van 

Proosdij & Page, 2015). However, this practice widens the dyke footings and requires more 
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land to maintain the proper slopes, and thus exacerbates coastal squeeze. In Nova Scotia, 

Canada, full responsibility for dyke upkeep falls under the Nova Scotia Department of 

Agriculture, which cannot afford to bring all dyke infrastructure in the province to 2050 

sea-level and storm surge projections (Sherren et al., 2016). Managed realignment studies 

have shown that retreating the dykes provides opportunities to restore tidal wetlands which 

are self-adapting, act as buffers, and are cost effective (Figure 5c) (Singh et al., 2007). 

However, this approach reduces the extent of arable cropland, as moving dykes landward 

results in a loss of agricultural land and crop yield (Bhattachan et al., 2018). Lastly, 

breaching dykes results in complete abandonment of the agricultural land and full 

restoration of the pre-existing tidal wetlands (foreshore marsh) (Figure 5d) (Boone et al., 

2017; Bowron et al., 2012). Restoration can occur passively (i.e., with little human 

interference) or actively (i.e., through planned removal and hydrology restoration) (Byers 

& Chmura, 2007; Luisetti et al., 2011; Proosdij et al., 2010).  
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Figure 5. Dyke management techniques. a) Present-day dykes vulnerable to climate change, b) topping up dykes to 

prevent overtopping, c) retreating dykes back to restore some foreshore marsh, and d) breaching the dyke to completely 

restore the foreshore marsh. 

 



19 

 

1.6.2 Adaptation mechanism benefits and trade-offs for salt marshes vs. dykelands 

When dykes are retreated or breached (Figure 5c, d), there are opportunities for regrowing 

coastal wetlands (salt marshes). Green infrastructure, such as wetlands, have proven to be 

an effective coastal defense mechanism due to their ability to dissipate wave energy through 

enhanced drag forces from the vegetation, thereby attenuating surge energy and flooding 

(Erwin, 2009; Sherren et al., 2021; Stark et al., 2015). Mature coastal wetlands can 

potentially offer more effective protection compared to hard sea barriers against marine 

climate change (Byers & Chmura, 2014; Temmerman et al., 2013). Studies have also shown 

that dyke removal substantially increases the amount of fresh groundwater discharging to 

the ocean, thus potentially reducing the extent of saltwater intrusion (White & Kaplan, 

2017; Yang et al., 2010). However, there is a lack of studies that quantitatively investigate 

how the removal of coastal barriers influences the availability and quality of coastal fresh 

groundwater resources. 

 

1.6.3 Saltwater intrusion in dykelands 

Past dykeland studies do not typically consider the effects of saltwater intrusion into coastal 

aquifers in their climate change adaptation plans. In the rare cases for which saltwater 

intrusion is considered (e.g., in the Netherlands, Kabat et al., 2005), it is a secondary 

concern that is not fully investigated. Ineffective governance structures have led to a lack 

of groundwater sustainability (Sherren et al., 2016), therefore placing fresh resources at 

risk of saltwater contamination.  
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Some thought has been put into surface manifestations of saltwater intrusion for landscapes 

with other forms of coastal defences (Carrión-Mero et al., 2021; Chang et al., 2011; Chang 

& Clement, 2012; Elsayed & Oumeraci, 2018b; Werner et al., 2013). One of the most 

relevant studies was conducted by Elsayed & Oumeraci (2018a) where the authors 

demonstrated how short-term threats like storm surges pose significant long-term risks such 

as saltwater intrusion that threaten the overall sustainability of coastal zones.  

When considering saltwater intrusion in dykelands undergoing climate change, tidal 

dynamics play a large role in ocean forcing and therefore must be considered in conjunction 

with episodic coastal storms to truly understand the fate of these systems. Despite the 

evidence that tides play a large role in coastal aquifer interactions and groundwater 

dynamics, saltwater intrusion in mega-tidal dykelands and the impacts on ecosystem 

services remains understudied. In summary, there are virtually no studies that consider both 

short- and long-term drivers (e.g., surges vs. sea-level rise or tidal dynamics) of saltwater 

intrusion in aquifers underlying dykelands. In addition to the lack or limited number of 

dykeland studies considering some form of saltwater intrusion, there are no dykeland 

groundwater studies that consider mega-tidal conditions, although tidal dynamics may play 

an important role in a coastal aquifer’s response to overtopping and saltwater intrusion.  

 

1.7 Ecosystem services and saltwater intrusion 

Ecosystem services provide a stream of goods and services essential for society’s well-

being including categories such as provisioning (goods provided by ecosystems, e.g., food 

production), regulating (benefits obtained from control of natural processes by ecosystems, 
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e.g., water filtration), cultural (non-material benefits obtained from ecosystems, e.g., 

recreation), and supporting (essential for the production of all other services) (Mercer et 

al., 2014; Sherren et al., 2021). Despite numerous reports relating to deterioration of coastal 

environments, the value of ecosystem services continues to be poorly understood and 

largely unrecognized, which can result in direct economic and social repercussions that 

impact our well-being (Bennett et al., 2009; Mercer et al., 2014). Human activity has caused 

major declines in biodiversity and significant ecosystem degradation (Bennett et al., 2021; 

Preston & Raudsepp-Hearne, 2017). Without knowledge about relationships among 

ecosystem services, we are at risk of incurring unwanted trade-offs (Bennett et al., 2009). 

Furthermore, physical and biological changes associated with climate change have 

implications for the sustainability of ecosystem services, and ultimately for the well-being 

of coastal communities (Mercer et al., 2014). Understanding ecosystem service dynamics 

is critical to informing site-based management decisions to decide how to best protect our 

coastlines and coastal communities, as any decision involves trade-offs in services and 

disservices that often differ by beneficiary (Cimon-Morin et al., 2021; Sherren et al., 2021). 

Coastal wetlands perform a unique set of physical, chemical, and biological functions, 

which provide billions of dollars of ecosystem services annually (Gómez-Baggethun et al., 

2019; White & Kaplan, 2017). Wetlands face many environmental and anthropogenic 

pressures (e.g., climate change, pumping) that threaten their function and limit their 

capacity to provide these services (Epanchin-Niell et al., 2018; White & Kaplan, 2017). 

Dykes are hard coastal barriers that are built to remove tidal influences from wetlands, 

thereby transforming formerly saline zones to highly productive freshwater agricultural 

land. Dykelands can be maintained and/or raised, allowing for the provision of a suite of 
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ecosystem services not limited to agriculture (Figure 5) (Sherren et al., 2021). Mature 

coastal wetland restoration due to dyke realignment/retreat may provide more effective 

protection than hard infrastructure (e.g., dykes) against sea-level rise and storm surges and 

create more resilient coastal communities (Guimond & Michael, 2020; Sherren et al., 

2021), but ultimately this coastal zone adaptation approach involves many ecosystem 

service trade-offs. 

 

1.8 Knowledge gaps 

There is evidently an urgent need to decide how to best restore or adapt dykelands with 

future climate change impacts such as sea-level rise and extreme storms in mind. Such 

decision making should consider coastal groundwater dynamics and agriculture 

productivity threatened by saltwater intrusion. Such considerations are critical for coastal 

communities, not just within the Canadian Maritimes, but worldwide. Additionally, no 

saltwater intrusion studies have considered mega-tidal conditions and the influence these 

large, cyclical perturbations can have on saltwater intrusion dynamics.  

Given the knowledge gaps within the literature relating to saltwater intrusion in mega-tidal 

dykelands, this study will address the following research questions at a site-specific level, 

with hopes of future studies using these findings across large scales. 

1. How do mega tides impact coastal-aquifer interactions and groundwater flow 

dynamics? 

2. How does sea-level rise influence the location of the freshwater-saltwater 

interface and the upper saline plume in mega-tidal, dyked areas? 
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3. What influences do overtopping events have on the dyke systems and freshwater 

aquifer based on future climate projections and what impact would dyke removal 

have? 

This study will use a combination of field and numerical modeling techniques to address 

these research questions in a holistic manner. 
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CHAPTER 2: STUDY SITE 

 

2.1 Bay of Fundy, Nova Scotia 

The Bay of Fundy, located within the Canadian Maritimes and northeastern USA, is known 

for having the highest tides in the world. The Minas Basin, connected to the Bay of Fundy, 

experiences current speeds that reach up to about 15 kph and transports nearly three billion 

cubic meters of water in and out of the basin with each tidal cycle (Wilson, 2016). The Bay 

of Fundy mudflats are consistently remolded by these large tidal perturbations and create a 

home for many marine algae as well as several species of resilient land plants (Percy, 1996). 

The mudflats consist of abundant nutrients that are essential to the ecosystems that thrive 

is these areas (Percy, 1996), but are increasingly vulnerable due to climate change.  

French colonists (now known as Acadians) settled along the Bay of Fundy shores dating 

back to the 1600’s and quickly recognized the agricultural potential of the large salt marsh 

bodies. The first dykes built were around 1.5 meters high and were veneered on both sides, 

with one-way drains (aboiteaux) extending through the base of the dykes (Percy, 1996). 

These drains were designed to allow water to drain seaward at low tide and prevent 

saltwater intrusion at high tide. Nova Scotia currently has 241 km of dykes that have 

primarily been used for protecting agricultural land from coastal threats (e.g., Figure 6) 

(Sherren et al., 2016). At present, most dykes along the Bay of Fundy are below the critical 

elevation required to stop a 1:10 year storm (van Proosdij & Page, 2015), and pronounced 

sea-level rise projections for this region (Manson et al., 2019) further emphasize that 

present dyke locations and conditions must be rethought in order for them to remain 

effective coastal barriers (Sherren et al., 2019). Figure 7d shows the distribution of 



25 

 

dykelands within the province of Nova Scotia, Canada, which are all located along the Bay 

of Fundy or in tidal rivers that flow to the bay. 

 

Figure 6. Aerial photograph of the dyke system near Wolfville, NS. Collected on October 14th, 2021, using the DJI Mavic 

Air 2. 

 

2.2 Annapolis Valley, Nova Scotia 

The Annapolis Valley is a rural area (Figure 7a), with towns and villages predominantly 

concentrated along rivers, containing one third of all the farmland in Nova Scotia (Rivard 

et al., 2012). The valley is composed of four counties, three of which border the Bay of 

Fundy, and contain the most productive agricultural area in the province (Trescott, 1968, 

1969a). These counties are major economic regions due to the important agricultural areas 

that date back over 300 years. The tidal estuaries of the larger streams and rivers draining 
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the Annapolis-Cornwallis Valleys have been dyked to form rich pastureland, consisting of 

clay, silt, and sand deposited under the influence of both stream and tidal currents (Trescott, 

1968). Dykes protect infrastructure and foster recreation, tourism, and a sense of place and 

identity (Sherren et al., 2016), therefore providing and promoting ecosystem services that 

people depend upon. Mixed farming characterizes much of the valley’s land use, including 

the highest production of hay, tree fruits, vegetables, cattle, hogs, and chickens in the 

province (Davis & Browne, 1997). Adaption to sea-level rise is challenging in these 

landscapes used for food and goods production, and because of this, agricultural production 

in the Bay of Fundy has decreased (Sherren et al., 2016). 
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Figure 7. a) Map showing Nova Scotia (with inset showing location relative to Canada), the study area of interest for 

this project within the Annapolis Valley, and the relevant water bodies of interest; b) A simplified bedrock geology map 

for Nova Scotia (data from Kennedy & Drage., 2008); c) A surficial geology map for Nova Scotia (data from Stea et al., 

1992); d) Nova Scotia dykelands with the inset focusing on the key study area within King’s County (data from 

NRCAN, 2017).   

 

Population growth, changes in land use, and droughts have put pressure on water resources 

in the Annapolis Valley (CBCL & WATER, 2009; Rivard. et al., 2006). Groundwater has 

therefore become an increasingly appealing water source due to the limited quantity and 

poor quality of surface water (Rivard. et al., 2006), and most valley residents now rely on 

groundwater for domestic purposes (Rivard et al., 2012). Salty groundwater is a problem 

in a few areas where wells have been constructed in flat low-lying dykelands (i.e., where 

the freshwater-saltwater interface is relatively shallow) (Trescott, 1969a).  
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The town of Wolfville is located within Kings County in the Annapolis Valley, Nova Scotia 

(Figure 7a and d) and is bordered by several kilometers of dykes that protect agricultural 

practices that have been in place since the 1700’s. In addition, these dykes protect the 

town’s residential and industrial properties including the sewage treatment plant located 

approximately 100 m from the coastline’s high tide mark. The municipality has expressed 

their concerns regarding climate change and the impacts it could have on their fresh 

groundwater supply and their agricultural crop production. The main process of concern is 

saltwater intrusion, which may already be occurring during summer months in the lower 

bedrock aquifer (Beebe, 2011). Chemical analyses have also suggested that the main water 

supply aquifer may be vulnerable to upconing of higher salinity water from the underlying 

Wolfville formation layer (Beebe, 2011). Hydraulic properties exert key controls on the 

water resources and vulnerability, and thus it is important to understand the underlying 

materials through which the water is supplied to understand the potential or occurrence of 

saltwater intrusion. 

 

2.3 Annapolis Valley Geology 

Identifying the underlying geological strata is important for improving the understanding 

of the hydrogeologic conditions within the Annapolis Valley. Bedrock geology is critical 

for determining the availability of water in deeper groundwater systems, whereas surficial 

geology is critical for understanding shallow groundwater resources and for salinized soil 

dynamics (Hiscock & Bense, 2014). Both bedrock and surficial geology units are addressed 

to assess potential groundwater quality and quantity from present formations in the 

Annapolis Valley. Geology also exerts key control on saltwater intrusion dynamics (Yang 
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et al., 2018). For example, geological properties can be used to identify flushing times (i.e., 

how long it takes for an aquifer to desalinize) after flooding events occur (Paldor & 

Michael, 2021; Yang et al., 2015).  

 

2.3.1 Bedrock geology 

The bedrock geology along the Bay of Fundy (Figure 7b) consists of three main groups: 

the Wolfville (sedimentary) formation, the Blomidon (sedimentary) formation, and the 

North Mountain (volcanic) formation (Rivard. et al., 2006; Trescott, 1969b). The Wolfville 

formation is considered one of the most important aquifers in the Western Annapolis Valley 

and is composed of reddish, thickly bedded medium to coarse grained arenitic to subarkosic 

sandstone, with subordinate pebbly and conglomeratic beds (Rivard. et al., 2006). The 

water-bearing sandstone and conglomerate beds of this formation are usually confined by 

overlying beds of shale and/or siltstone, and wells drilled in this formation typically 

encounter water-bearing units (Hennigar, 1972). These sandstones are generally weakly 

cemented and loosely consolidated which allows the movement of water through its pore 

spaces (Hennigar, 1972). In certain areas, the Blomidon formation overlies the Wolfville 

Formation and comprises the same lithologic types as the Wolfville formation, but with 

finer grained beds (Rivard. et al., 2006). In other areas, the North Mountain Formation 

overlies the Wolfville or Blomidon formations and consists of a series of massive and 

amygdaloidal basalt flow (Rivard. et al., 2006). The coastal areas near the town of Wolfville 

are underlain primarily by the Wolfville formation. 
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2.3.2 Surficial geology 

The surficial geology within the Annapolis Valley (inset, Figure 7c) is characterized by 

heterogeneity associated with the major depositional systems of glacial settings within the 

Bay of Fundy region (Rivard. et al., 2006). Deposits of surficial sediments are thinner in 

the upland areas, but are often thicker in the valley region, reaching up to 10 m (Rivard. et 

al., 2006). Sand and gravel deposits form very good aquifers in the eastern part of the valley 

(Rivard. et al., 2006). The town of Wolfville uses these surficial sediments as part of their 

water supply, and this material extends while gradually decreasing in the vertical dimension 

as it approaches the coastline (Rivard. et al., 2006). This aquifer is overlain by a fine-

grained silty glaciomarine clay that is nutrient rich from the sediments that were deposited 

from the Bay of Fundy. Other surficial deposits are predominately fine-grained and poor 

aquifers, and the majority of domestic water supplies are obtained from dug wells 

constructed in glacial till (Trescott, 1969b).  

 

2.4 Bay of Fundy hydrogeology 

The geologic framework in coastal aquifer settings controls the main hydrogeological 

processes and dynamics. The main bedrock aquifers occur in the Wolfville and Blomidon 

formations, and to a lesser extent, in the North Mountain basalts (Rivard. et al., 2006). 

Preferential groundwater recharge occurs over the Wolfville formation due to the flat 

topography and coarse-grained material (Rivard. et al., 2006). Glaciofluvial deposits are 

more permeable and store more water per unit volume than any other hydrostratigraphic 

unit in the area (Trescott, 1969a). Groundwater can be exploited in relatively high quantities 

in the study area, especially within the Wolfville formation or glaciofluvial sand/gravel 
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deposits, which can be found within the town where most of the population is located 

(Rivard et al., 2012). The Wolfville area consists of three primary layers: a glaciofluvial 

clay confining layer (aquitard), a sand/gravel surficial aquifer layer (aquifer), and a 

sandstone water-bearing and fractured bedrock layer (aquifer) (Hennigar & Kennedy, 

2006). The town of Wolfville relies on the sand aquifer as their primary source of water. 
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CHAPTER 3: FIELD AND NUMERICAL METHODS 

 

3.1 Introduction to fieldwork and instrument locations 

Numerous field techniques were employed to characterise the hydrogeology and evaluate 

the present and future vulnerability to saltwater intrusion for the town of Wolfville, Nova 

Scotia. Much of the data collected for this study were used to calibrate a numerical model 

as described in subsequent sections; however, some data described in this section 

(particularly for the salt marsh) are part of the field study that relates to the overarching 

goals of characterising groundwater-basin interactions and were not necessarily used for 

numerical model development. Figure 8 shows the locations for the instruments, which are 

further described in this chapter. A wave buoy and tidal station were installed in the Minas 

Basin (connected to the Bay of Fundy), a deep drilled well in the Wolfville formation was 

instrumented and monitored, four shallow piezometers were installed in the glaciomarine 

layer of the salt marsh, and geophysical surveys were conducted at seven different locations 

using time-domain resistivity data. All instruments were surveyed using a differential 

global positioning system (DGPS) to later convert readings to be with respect to mean sea 

level (msl). The modeling transect used in HydroGeoSphere (HGS) and the sewage 

treatment plant (STP) are shown for reference (Figure 8). Figure 9 shows examples and 

photos of the field techniques and instruments deployed. 
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Figure 8. Locations of instruments deployed for the 2020 and/or 2021 field seasons. Instruments deployed include a 

SoFar Spotter wave buoy, tidal station (Hobo water level logger), and five Solinst LTC loggers in piezometers and 

wells. The locations where resistivity points were collected using the time-domain (WalkTEM) electromagnetic 

geophysical instrument are also shown. The transect used to model in HydroGeoSphere (HGS) and the Wolfville 

sewage treatment plant (STP) are shown for reference. Base map source: ESRI©.  
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Figure 9. Instruments deployed for the field study in Wolfville, NS with all locations shown in Figure 8. a) Drilled 

piezometers that are part of nest 1 (photo taken October 14, 2021), b) piezometer elevations with respect to mean sea 

level (the hump indicates the dyke), c) wave buoy deployment in the Minas Basin (photo taken November 17th, 2020), d) 

wave buoy (left) and tidal logger (right) deployment techniques, e) tidal logger deployment in the Minas Basin at spring 

low tide (photo taken September 21st, 2020), f) WalkTEM geophysical survey point in an agricultural field (photo taken 

June 25th, 2021), and g) climate station deployment (photo taken June 25th, 2021). 

 

  

3.2 Fieldwork methodology 

3.2.1 Climate monitoring 

A HOBO RX3000 remote monitoring station data logger (ONSET, 2021) was installed to 

monitor wind speed and direction, air pressure, air temperature, relative humidity, dew 

point, precipitation, and solar radiation (Figure 8 and Figure 9g). Current, local climate data 
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are important for developing representative model boundary conditions for present-day 

simulations and to understand the relationship between atmospheric forcing and coastal 

groundwater response. The nearest climate station that is operated by Environment and 

Climate Change Canada is in the town of Kentville, Nova Scotia, which is approximately 

15 km away, and the climate between two areas that are this far apart can be markedly 

different. Climate data were used to calculate potential evapotranspiration, which could 

then be used in concert with precipitation data to estimate annual recharge rate to compare 

with other recharge estimates (e.g., Hennigar & Kennedy, 2006). Recharge is used to form 

the atmospheric boundary condition in the model later described in section 4.1.1. The rate 

of potential evapotranspiration (PET) was calculated (Eq. 2) using the Priestly-Taylor 

method (Xu & Singh, 2002), which is a simplification of the Penman method (Penman, 

1948): 

 
𝑃𝐸𝑇 = 𝛼

∆

∆ + 𝛾

𝑅𝑛

𝜆
 [2] 

where PET is the potential evapotranspiration [mm day-1], α is the albedo or canopy 

reflection coefficient [dimensionless], Δ is the slope of the saturation vapor pressure curve 

at air temperature T [kPa °C-1], Rn is the net radiation [cal cm-2 day-1], and γ is the latent 

heat of vaporization [MJ kg-1]. 

 

3.2.2 Shallow piezometers 

A series of coastal piezometers were installed in front of the dyke to investigate 

groundwater dynamics in the salt marsh and indirectly obtain hydraulic properties of the 
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overburden (i.e., clay) layer. The piezometers were drilled into the overburden (Figure 9a) 

with depths shown in Figure 9b (i.e., nest’s 1 and 2) and were built using 0.0254 m (1-inch) 

PVC casing with 0.2 m long slotted sections and pointed tips on the bottom, a compression 

plug at the top, and a drilled hole at the top to vent the piezometer to the atmosphere. Holes 

for these piezometers were drilled using a Shaw backpack drill (Shaw, 2011) with a 5.08 

cm (2-inch) diameter bit size. Solinst level-temperature-conductivity (LTC, Solinst, 2020) 

loggers (M20 model, +/- 1 cm accuracy, 0.0006% resolution) were installed in all 4 

piezometers to monitor the level, temperature, and electrical conductivity (salinity) of the 

groundwater over tidal cycles between September 11th, 2020, and August 24th, 2021. Figure 

8 shows the locations of the piezometers installed along the coastline near the town of 

Wolfville, Nova Scotia. Figure 8a and b show an example of what the installed piezometers 

look like from the surface, and the relative elevations of the piezometers with respect to 

mean sea level. The deeper piezometer in nest 2 was eventually moved to become the 

shallow piezometer in nest 3. The deep monitoring well that is part of nest 3 is described 

in the next section. 

These piezometers were installed to: (1) to identify dominant tidal constituents in the 

groundwater system and to obtain the associated amplitudes/relative phases and (2) obtain 

vertical and horizontal hydraulic gradients and water levels. It is important to note that these 

piezometers were installed in the salt marsh, which was not explicitly considered as a 

different zone in the numerical model described later. Thus, the piezometer data was not 

explicitly considered in the numerical model development, but it did yield additional insight 

into groundwater-basin interactions. 



37 

 

The groundwater tidal constituents can also be analysed with analytical solutions in 

conjunction with the piezometer locations to obtain aquifer hydraulic properties (Jacob, 

1950; Li & Jiao, 2001; Nielsen, 1990; van der Kamp, 1972). The governing equation [3] 

developed by Jacob (1950) and boundary conditions [4, 5] are shown below: 

 
𝜕ℎ

𝜕𝑡
= 𝐷

𝜕2

𝜕𝑥2
 [3] 

 ℎ(𝑥 = 0, 𝑡) = 𝐻𝑜 sin(𝜔𝑡) [4] 

 ℎ(𝑥 = ∞, 𝑡) = 0 [5] 

where D is the hydraulic diffusivity [m2 hr-1], x is the distance between the well and the 

ocean or basin [m], t is the time [hr], Ho is the amplitude of the tidal signal [m], and 𝜔 is 

the angular wave frequency [rad/hr]. 

The associated analytical solution is (Jacob, 1950): 

 ℎ(𝑥, 𝑡) = 𝐻𝑜𝑒
(−𝑥√

𝜔
2𝐷

)
sin (𝜔𝑡 − 𝑥√

𝜔

2𝐷
) [6] 

where h(x,t) is the hydraulic head at a point in space and time within the aquifer [m]. 

Importantly, this equation demonstrates that signals are exponentially damped and linearly 

lagged with distance inland. This equation can be rearranged to estimate hydraulic 

diffusivity based on a phase shift or damping of a groundwater tidal signal compared to the 

ocean tidal signal. 
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Many more complex analytical approaches exist to study tidal groundwater dynamics and 

infer aquifer properties (Zhang et al., 2021). However, the simple form is presented herein 

to demonstrate the possibility of aquifer property estimation based on the amplitude of tidal 

groundwater signals. In this study, the analytical solution was not used to estimate the 

aquifer properties given the assumptions invoked in the solution (e.g., linear, homogeneous 

system). Rather, the numerical model properties were adjusted to match numerical model 

output with observations of groundwater tidal signals as described later.  

In addition to using multi-level piezometers for the purpose of monitoring groundwater 

levels, the piezometers were also installed to obtain vertical and horizontal hydraulic 

gradients. Vertical hydraulic gradients can tell us whether there are upwelling or 

downwelling conditions. Here and throughout, a negative vertical gradient refers to positive 

downwelling conditions.  

 

3.2.3 Deep drilled well monitoring 

A deep drilled well owned by the town of Wolfville was instrumented and monitored to 

investigate the groundwater level and electrical conductivity dynamics and obtain hydraulic 

parameters for the deeper confined groundwater flow system. This well was monitored with 

the same type of Solinst LTC logger (Solinst, 2020) that was used in the shallow 

piezometers. The location of this well and the dimensions are shown in Figure 8 and Figure 

9b (nest 3), respectively. This well is 70 m deep and therefore penetrates the Wolfville 

formation where it is screened (i.e., bedrock layer). Similar to the shallow piezometer 

analysis approach, analysis of the tidal constituents (particularly the amplitude) obtained 
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from this deep groundwater well was used in conjunction with numerical model output to 

estimate the hydraulic diffusivity (and thus the hydraulic conductivity) for the bedrock 

formation and update the model parameterization.  

 

3.2.4 Wave monitoring 

To investigate the likelihood of present and future waves overtopping the dykes, a wave 

buoy (SOFAR Spotter, San Francisco) was installed to capture significant wave heights 

(average amplitude of the highest 1/3 of the waves), peak wave periods, mean wave 

directions, and mean (estimated from waves) wind directions and speeds (Figure 9c). The 

wave buoy measures 3D surface motions at 2.5 Hz and then translates that to wave motions 

at a frequency of 1 Hz (Raghukumar et al., 2019). The buoy was installed in the Minas 

Basin, Nova Scotia (Figure 8), using the deployment schematic shown in Figure 9d. The 

buoy was attached to a concrete-filled tire (weighing approximately 200 lbs) using 

polypropylene rope (3/8” diameter, 140 lb safe workload) and zinc-platted quick link bolts 

(Figure 9d). 

 

3.2.5 Tide monitoring 

To form the main seaward tidal boundary condition in the model domain, a HOBO water 

level logger (20 m depth rating) was installed in the Minas Basin, Nova Scotia to capture 

the tidal levels (Figure 9d and e). The Minas Basin primarily experiences a semi-diurnal 

tidal period with spring and neap tidal constituents. Frequency domain analysis (Carr, 1971; 

Frigo & Johnson, 1998; Pawlowicz et al., 2002) was used to analyse this time series to 

obtain dominant tidal amplitudes and frequencies to estimate aquifer hydraulic properties 
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(Nielsen, 1990) within the numerical model. Frequency domain analyses for the 

groundwater levels and tidal levels were conducted in Matlab using the Fast Fourier 

Transform (FFT) function (Frigo & Johnson, 1998). 

 

3.2.6 Geophysical surveys 

To compare model outputs of the saltwater-freshwater interface with field measurements, 

time-domain electromagnetic geophysical surveys were conducted using the ABEM 

WalkTEM (Guideline Geo, Figure 9f). This instrument can be used to obtain ground 

resistivity values down to depths on the order of 100 m (using the 20 × 20 m loop setup). 

These points can then be post-processed to generate a 1D or 2D ground resistivity 

distribution which can be used to infer porewater salinity and stratigraphy changes (Singha 

et al., 2022). The WalkTEM measures bulk resistivity changes, and thus Archie’s (1942) 

law (Eq. 7) must be used to convert bulk resistivity to porewater resistivity (and thus 

salinity):  

 𝑅𝑜 = 𝜃−𝑚𝑅𝑤 [7] 

where Ro is the resistivity of the material when all pores are filled with saltwater [Ω m], θ 

is the porosity fraction of material [dimensionless], m is the slope of the line representing 

the relation [dimensionless], and Rw is the resistivity of the saltwater [Ω m]. 

Archie’s law is useful for differentiating between stratigraphy and water salinity changes 

which is crucial in areas where the geology is complex and variable, and where the ocean-

aquifer interactions are highly dynamic (Archie, 1942). With manually obtained resistivity 
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readings of the saltwater (Rw) and freshwater, the bulk resistivity of the saltwater and porous 

media can be obtained and directly compared to the resistivity output from the WalkTEM 

to delineate zones of fresh, brackish, and saline groundwater. However, this delineation can 

be complicated by geological heterogeneity, which introduces bulk resistivity changes even 

without any changes to porewater resistivity. 

 

3.3 Numerical modeling methodology 

In this study, a numerical surface-subsurface model was used to assess the present and 

future states of groundwater flow and saltwater intrusion dynamics for the Bay of Fundy 

dykelands. The results were used to provide dykeland management recommendations 

based on current and future risks to fresh groundwater resources. 

 

3.3.1 Numerical model 

HydroGeoSphere (HGS) is a three-dimensional, fully integrated, control-volume finite 

element or finite difference simulator developed by Aquanty (Therrien & Sudicky, 1996). 

This model was designed to consider all key components of the hydrologic cycle. For each 

time step, the model simultaneously solves surface and subsurface flow and mass transport 

equations using the finite element or finite difference approach (Aquanty, 2015b). This 

model was selected for this study as it is a rigorous, fully coupled model that can resolve 

coupled surface and subsurface processes, thus eliminating the need to combine inputs and 

results from separate surface and subsurface models when considering coastal aquifer 

dynamics (Elsayed & Oumeraci, 2018a; Storlazzi et al., 2018). HGS is also a highly 
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optimized numerical simulator capable of solving highly non-linear equations through its 

adaptive time stepping techniques.  

The surface water budget can be written as: 

 𝑃 = (𝑄𝑆2 − 𝑄𝑆1) − 𝑄𝐺𝑆 + 𝐸𝑇𝑆 + 𝑄𝑆
𝑊 + ∆𝑆𝑆/∆𝑡 [8] 

and the subsurface water budget as: 

 𝐼 = (𝑄𝐺2 − 𝑄𝐺1) + 𝑄𝐺𝑆 + 𝐸𝑇𝐺 + 𝑄𝐺
𝑊 + ∆𝑆𝐺/∆𝑡 [9] 

where P is the precipitation [m], I is the infiltration [m], QS1 and QS2 are respectively the 

surface water inflow and outflow [m3 s-1], QG1 and QG2 are respectively the subsurface water 

inflow and outflow [m3 s-1], QGS is the surface/subsurface water interactive flow [m3 s-1], 

ETS is the evapotranspiration from the surface flow system [m3 s-1], ETG is the 

evapotranspiration from the subsurface flow system [m3 s-1], 𝑄𝑆
𝑊is the overland water 

withdrawal [m3 s-1], 𝑄𝐺
𝑊 is the subsurface water withdrawal [m3 s-1], ΔSs is the surface water 

storage over time step Δt [s-1], and ΔSG is the subsurface water storage over time step Δt   

[s-1].  

HGS uses the two-dimensional depth-integrated diffusion-wave approximation of the Saint 

Venant equations along with the Manning equation, both for surface water flow, coupled 

with the Richards’ equation for three-dimensional, variably saturated subsurface flow 

(Aquanty, 2015b). The advection-dispersion equation is used for problems that involve 

solute transport. 
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The two-dimensional Saint Venant equations used to describe the surface domain flow are 

shown by Eqs. [10] (mass balance), [11] (momentum for the x-direction), and [12] 

(momentum for the y-direction): 

 
𝜕𝜙𝑜ℎ𝑜

𝜕𝑡
+

𝜕(𝑣̅𝑥𝑜𝑑𝑜)

𝜕𝑥
+

𝜕(𝑣̅𝑦𝑜𝑑𝑜)

𝜕𝑦
+ 𝑑𝑜Γ𝑜 ± 𝑄𝑜 = 0 [10] 

 
𝜕

𝜕𝑡

(𝑣̅𝑥𝑜𝑑𝑜) +
𝜕

𝜕𝑥

(𝑣̅2
𝑥𝑜𝑑𝑜) +

𝜕

𝜕𝑦
(𝑣̅𝑥𝑜𝑣̅𝑦𝑜𝑑𝑜) + 𝑔𝑑𝑜

𝜕𝑑𝑜

𝜕𝑥
= 𝑔𝑑𝑜(𝑆𝑜𝑥 − 𝑆𝑓𝑥) [11] 

 
𝜕

𝜕𝑡
(𝑣̅𝑦𝑜𝑑𝑜) +

𝜕

𝜕𝑦
(𝑣̅2

𝑦𝑜𝑑𝑜) +
𝜕

𝜕𝑥
(𝑣̅𝑥𝑜𝑣̅𝑦𝑜𝑑𝑜) + 𝑔𝑑𝑜

𝜕𝑑𝑜

𝜕𝑦
= 𝑔𝑑𝑜(𝑆𝑜𝑦 − 𝑆𝑓𝑦) [12] 

where do is the depth of flow [m], zo is the bed (land surface) elevation [m], ho is the water 

surface elevation [m], ῡxo and ῡyo are the vertically averaged flow velocities in the x- and y-

directions [m s-1], Qo is the volumetric flow rate per unit area representing external sources 

and sinks [m s-1], 𝜙o is the surface flow domain porosity [dimensionless], Sox and Soy are 

the bed slopes in the x- and y-directions [dimensionless], and Sfx and Sfy are the friction 

slopes in the x- and y-directions [dimensionless]. HGS uses the modified form of Richards’ 

equation to simulate three-dimensional groundwater flow in a variably saturated porous 

matrix (Therrien & Sudicky, 1996): 

 −∇ ∙ (𝜔𝑚𝒒) + ∑ Γ𝑒𝑥 ± 𝑄 = 𝜔𝑚

𝜕

𝜕𝑡
(𝜃𝑠𝑆𝑤) [13] 

where wm is the porous media volume fraction of total porosity [dimensionless], q is the 

fluid flux vector [m s-1], 𝛤𝑒𝑥 is the volumetric fluid exchange rate between the subsurface 

domain and other domains [m3 m-3 s-1], Q is the volumetric fluid flux per unit volume 
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representing a source (+) or sink (-) to the porous media system [m3 m-3 s-1], θs is the 

saturated water content (porosity) [dimensionless], and Sw is the degree of water saturation 

[dimensionless]. For this flow equation, HGS assumes that the fluid is essentially 

incompressible, the porous medium and fractures, if present, are non-deformable, the 

system is under isothermal conditions, and the air phase is infinitely mobile (Aquanty, 

2015a). 

Additionally, HGS uses a dual node approach (Eq. 14) which is chosen to represent 

simultaneous flow in the subsurface and surface domain where the exchange term is given 

by (Aquanty, 2015b): 

 
𝑑𝑜Γ𝑜 = 𝑤𝑚

𝑘𝑟𝐾𝑧𝑧

𝑙𝑒𝑥𝑐ℎ

(ℎ − ℎ𝑜) + 𝑤𝑑

𝑘𝑑𝑟𝐾𝑑𝑧𝑧

𝑙𝑒𝑥𝑐ℎ

(ℎ𝑑 − ℎ𝑜) 
[14] 

where do is the surface (overland) flow water depth [m], 𝛤𝑜 is the dual continuum volumetric 

fluid exchange rate from the subsurface to surface system [m3 m-3 s-1], ho is the surface 

water head [m], h and hd are respectively the subsurface porous medium and dual medium 

heads [m], wd is the dual continuum volumetric fraction of total porosity [dimensionless], 

kr and kdr are respectively the relative permeabilities of underlying porous media and dual 

media [dimensionless], Kzz and Kdzz are respectively the vertical saturated hydraulic 

conductivities of underlying porous/dual media [m s-1], and Lexch is the coupling length [m]. 

Two-dimensional solute transport along the surface domain is represented as [Eq. 15]: 

−∇̿(𝑞𝑜𝐶𝑜 − 𝑫𝒐∅𝑜ℎ𝑜∇̅𝐶𝑜) + [∅𝑜ℎ𝑜𝑅𝑜𝜆𝐶𝑜]𝑝𝑎𝑟 − 𝑑𝑜Ω𝑜 =
𝜕

𝜕𝑡
(∅𝑜ℎ𝑜𝑅𝑜𝐶𝑜) + ∅𝑜ℎ𝑜𝑅𝑜𝜆𝐶𝑜 [15] 
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where Co is the solute concentration in the surface domain [kg m-3], Do is the hydrodynamic 

dispersion tensor of the surface flow domain [m2 s-1], Ro is the retardation factor 

[dimensionless], λ is the solute first-order decay constant, and par is the parent species for 

the case of a decay chain. 

The three-dimensional subsurface transport of solutes [Eq. 16] is calculated using the 

control volume finite element method (Aquanty, 2015b): 

−∇ ∙ 𝑤𝑚(𝒒𝐶 − 𝜃𝑠𝑆𝑤𝑫∇𝐶) + [𝑤𝑚𝜃𝑠𝑆𝑤𝑅𝜆𝐶]𝑝𝑎𝑟 + ∑ Ω𝑒𝑥 ± 𝑄𝑐 = 𝑤𝑚 [
𝜕

𝜕𝑡
(𝜃𝑠𝑆𝑤𝑅𝐶) + 𝜃𝑠𝑆𝑤𝑅𝜆𝐶] [16] 

where Qc is the solute exchange with the outside as a source (+) or sink (-) to the porous 

media system [kg m-3 s-1], and Ω𝑒𝑥 is the mass exchange rate of solutes per unit volume  

[kg m-3 s-1]. 

For non-linear equations, HGS uses the Newton-Raphson linearization method for solving 

the equations for variably saturated subsurface flow, surface flow, and solute transport, 

including density-dependant flow and transport (Aquanty, 2015b). 

 

3.3.2 Conceptual model 

A conceptual model is a qualitative representation of a groundwater system that conforms 

to hydrogeological principles and is based on geological, geophysical, hydrological, and 

hydrogeochemical data or understanding as well as other ancillary information (Anderson 

et al., 2015). A 2-D transect extending between the Minas Basin and the town of Wolfville 

was selected for this study (Figure 8). This transect captures both surface and subsurface 

features of interest but does not directly overlie all the locations of the wells or geophysical 
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surveys as a perfectly perpendicular (~ north) transect was used. However, these locations 

are close (within 10s of metres, Figure 8) to the transect and can be assumed to be 

representative of conditions along the transect at the same cross-shore distance. Two-

dimensional models are useful for conducting high-level analyses and comparing larger-

scale changes over time where there is symmetry about an axis, without the added 

complexities associated with the third dimension (Reilly & Harbaugh, 2004).  

Figure 10 shows the conceptual model and boundary conditions used to drive the model. 

In the surface domain, a simplified version of the land surface elevation (digital elevation 

model obtained from LiDAR) defines the top boundary. A nodal rain flux is used to force 

recharge along the top of the domain (Figure 10, top blue), and the recharge rate of 100 

mm/yr was obtained from a previous Wolfville groundwater modeling study (Hennigar & 

Kennedy, 2006). The seaside boundary condition (Figure 10, red) includes a second-type 

(Neumann) time-varying derivative of head with a first-type (Dirichlet) specified salt 

concentration, both applied in the surface domain. In the subsurface domain, the 

groundwater dynamics are influenced by the stratigraphy which includes a clay confining 

layer, a sand/gravel aquifer, and a fractured bedrock layer (Figure 10) that extends to the 

bottom of the domain. To impose the mega-tidal conditions of the Bay of Fundy, the 

landside boundary condition (Figure 10, blue left side) includes a first-type (Dirichlet), 

specified head boundary (nodal value) representing the average groundwater level. The 

boundary condition at the bottom and right sides of the domain (Figure 10) include a 

second-type (Neumann) no-flow and no-solute transport boundary (elemental value). This 

conceptual model generally agrees with a former modeling report that was conducted near 

the present model location (e.g., Hennigar & Kennedy, 2006), although this former study 
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did not include solute transport, variable density flow, tidal forcing, sea-level rise, or 

coupled surface and subsurface dynamics. 

 

Figure 10. Conceptual model of the domain stratigraphy with geological layers and boundary conditions. The mesh 

density is superimposed on the conceptual model to illustrate the final discretization. 

 

A simple, rectangular element mesh (with a unit thickness into the page) was chosen for 

this model. The domain extends 70 meters deep below mean sea level, and this depth was 

selected due to the depth of a key observation well, which served as a calibration point. 

Based on an iterative mesh density investigation process, the horizontal and vertical 

element dimensions vary within the domain, with the areas of most interest having the 

smallest element sizes. Increasing the mesh density near the Minas Basin and the dyke 

allows for more nodal and elemental data to be generated in the areas that are most heavily 
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influenced by the tides. Element sizes range from 1.0 to 2.5 meters in height and 2.5 to 10 

meters in width. While these are large elements for the unsaturated zone dynamics 

(described later), the focus was on the impacts of sea-level rise, overtopping, and tidal 

forcing on saltwater intrusion dynamics. Larger elements were used on the landward side 

of the domain where there is less tidal influence on the groundwater dynamics. The total 

number of elements and nodes were 10,955 and 22,608, respectively.  

 

3.3.3 Modeling process and calibration 

The HGS modeling and data processing steps used in this study are shown in Figure 11. 

An initial, steady-state simulation was conducted to achieve a stable groundwater flow and 

salt transport solution, which was then further used as an initial condition for quasi-steady 

transient simulations (i.e., tidal boundary turned on but repeating) to calibrate hydraulic 

heads. The hydraulic conductivity and storage values (Table 2) were adjusted to achieve a 

satisfactory wedge location and head amplitude that were in general agreement with our 

field observations. The groundwater flow and salt transport simulation (constant density) 

was also used as an initial condition for a transient simulation (i.e., mega-tidal boundary) 

with variable density effects turned on to calibrate the saltwater-freshwater interface 

location and upper saline plume. This simulation was run until a dynamic equilibrium was 

achieved to ensure the transition zone and upper saline plume due to tidal forcing was 

established. Two different tidal boundary conditions (no-tide and mega-tidal) were later 

used in separate simulations to assess the influences of tides in the groundwater-ocean 

exchange and flushing rates following overtopping.  
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There are inherent difficulties associated with running density-dependant flow simulations 

in numerical models with complex systems (Brovelli et al., 2007) such as mega-tidal 

scenarios with variable saturation, thus a mean tidal head boundary (i.e., no tidal signal, but 

with the mean tide level increasing gradually due to sea-level rise) was used for climate 

change scenarios to decrease simulation run times. The tidal boundary was only turned on 

upon completion of the climate change projection simulations (i.e., for the final sea level 

condition). Upon achieving a satisfactory calibration with field data for present 

groundwater flow conditions, climate change projections were imposed to assess the 

impacts of saltwater intrusion via sea-level rise (mode 1) and more intense coastal storms 

(mode 2). Due to the complexity of these simulations, all model runs were completed using 

Siku through ACENET, which is a high-performance computer cluster located at Memorial 

University in St. John’s, Newfoundland (https://wiki.ace-net.ca/wiki/Siku). This generally 

decreased simulation time by over an order of magnitude compared to the lab’s high-

performance computers. However, simulation times remained high. For example, for the 

SLR scenarios, simulations took approximately 20 days to run out for 2 years of model 

time with tides turned on. 

 

https://wiki.ace-net.ca/wiki/Siku
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Figure 11. Flow chart showing the path and steps used to assess how tides and climate change influence saltwater 

intrusion (SWI). Results from climate models forced with two representative concentration pathways (RCP) were used 

for sea-level rise (SLR) projections. See Table 1 for model run identifications provided in parentheses.  

 

To assess the first mode of saltwater intrusion, sea-level rise projections for 2050 and 2100 

were imposed based on two representative concentration pathway (RCP) emission 

scenarios (both in the upper 95th percentile), RCP 2.6 and RCP 8.5, respectively (Figure 

11). The sea-level rise rates for these scenarios were based on projections summarized in 

James et al. (2021). These are relative to the average conditions between 1986 and 2005 

(James et al., 2021). However, given the limited knowledge about historic sea-level rise in 

Nova Scotia, this study assumes that the local sea-level rise between 2005 and 2020 was 

only a few centimeters as it was regionally (Lombardi, 2014), and therefore the sea-level 

rise projections are superimposed on present-day water levels. These simulations were used 

to monitor how the saltwater wedge location is influenced by sea-level rise as well as the 

impacts on the tidally influenced groundwater flow dynamics. The sea-level rise 
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projections for each year (2050 and 2100) and RCP scenario (2.6 and 8.5) were gradually 

applied at a constant rate over the 28 (i.e., 2022 to 2050) and 78 (i.e., 2022 to 2100) years 

with a mean tidal head boundary condition (i.e., no amplitude) applied on the seaside 

boundary. Once the new final sea level was reached for each time and RCP scenario, the 

transient tidal boundary was turned back on to achieve dynamic equilibrium for each tidal 

condition (Figure 11). This approach was applied as a tractable way to simulate these 

complex, superimposed forcings. 

To assess the second mode of saltwater intrusion, storm surge projections for 2050 and 

2100 (Webster et al., 2012) were imposed on the 2050 and 2100 sea-level rise model results 

for the worst-case RCP 8.5 scenario during typical high tide conditions (Figure 11). These 

model simulations were used to temporarily increase regular high tide water levels and 

cause dyke overtopping and investigate how long it would take any infiltrated saltwater to 

flush out of the system and return the groundwater salinity to its original state. To assess 

how dyke breaching would influence saltwater intrusion and groundwater flow patterns, 

the worst case (RCP 8.5, 2100) sea-level rise and surge (2-meters on top of high tide) 

simulations were repeated with the dyke removed (Figure 11). The model results for both 

saltwater intrusion modes were compared for no-tide and mega-tidal conditions to assess 

the influence of tidal forcing on saltwater intrusion and groundwater flow dynamics (Figure 

11). Table 1 lists the model simulations conducted with a short description of how these 

runs are different from each other. 
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Table 1. HydroGeoSphere (HGS) model simulations. Steady-state (SS) runs are used as initial conditions (IC) for 

transient simulations with density driven flow (DDF). Sea-level rise (SLR) and storm surge projections are imposed on 

the calibrated model. See Figure 11 for more details. 

Model run ID Description 

NT 

No tide - tidal boundary turned off, DDF off, saltwater-freshwater interface 

calibrated based on where it was NOT detected (i.e., near the deep well or beneath 

the dyke based on geophysical surveys) 

T Tidal boundary and DDF turned on until dynamic equilibrium achieved 

SLR1 
SLR projection for 2050 RCP2.6: +0.40 m (~ +1.43 cm/yr applied to boundary) with 

no tide 

SLR1a Using SLR1 as IC, turning on the mega-tidal boundary 

SLR2 
SLR projection for 2050 RCP8.5: +0.50 m (~ +1.8 cm/yr applied to boundary) with 

no tide 

SLR2a Using SLR2 as IC, turning on the mega-tidal boundary 

SLR3 
SLR projection for 2100 RCP 2.6: +0.80 m (~ +1 cm/yr applied to boundary) with 

no tide 

SLR3a Using SLR3 as IC, turning on the mega-tidal boundary 

SLR4 
SLR projection for 2100 RCP 8.5: +1.20 m (~ +1.5 cm/yr applied to boundary) with 

no tide 

SLR4a Using SLR4 as IC, turning on the mega-tidal boundary 

S1 
Surge projection superimposed on SLR projection for a 25-yr return period storm by 

2050: +1.0 m for 2 hours (using simulation SLR2a as IC) during high tide 

S1a 
Using results from S1 as IC, the boundary applied from SLR2a is used to run the 

simulation to assess flushing times 

S2 
Surge projection superimposed on SLR projection for a 100-yr return period storm 

by 2100: +2.0 m for 2 hours (using simulation SLR4a as IC) during high tide 

S2a 
Using results from S2, the boundary applied from SLR4a is used to run the simulation 

to assess flushing times 

S2b 

Surge projection superimposed on SLR projection for a 100-yr return period storm 

by 2100: +2.0 m for 2 hours (using simulation SLR4a as IC) during high tide with 

the dyke removed 

S2c 
Using results from S2b, the boundary applied from SLR4a is used to run the 

simulation to assess flushing times and dynamics without the dyke 

  

3.3.4 Model parameterization 

The objective of optimizing a numerical model is to replicate or closely resemble 

observations obtained from field methods so that the parameterized model can be 
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reasonably applied, at least in this case, to assess the impacts of theoretical future forcing. 

The parameters (Table 2) were selected based on default or typical values used in the 

literature, previous reports conducted in the area, and from model calibration as described 

later. 
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Table 2. Properties used in HydroGeoSphere (HGS) model simulations. 

Parameters Symbol Value(s) Units Justification 

General 

Freshwater density ρf 1000 kg m-3 

Hiscock & Bense (2014) Saltwater density ps 1025 kg m-3 

Freshwater concentration Cf 0 g L-1 

Saltwater concentration Cs 35 g L-1 

Surface properties 

Surface friction, x-direction nx 0.02 m-1/3 s 

Default HGS values in 

Therrien et al. (2010) 

Surface friction, y-direction ny 0.02 m-1/3 s 

Obstruction storage height Ho 0.0 m 

Rill storage height hds 0.001 m 

Coupling length lexch 0.1 m 

Longitudinal hydraulic dispersivity αl 100.0 m HGS saltwater intrusion 

modeling study by 

Guimond & Michael 

(2020) 

Transverse hydraulic dispersivity αt 10.0 m 

Coupling dispersivity αld 5.0 m 

Subsurface properties 

 Clay Sand Bedrock  

Hydraulic conductivity (x) Kx 1E-05 4E-03 1E-04 ms-1 
Model calibration and 

validation (see section 

3.2.2 and 4.2.1) 

Hydraulic conductivity (y) Ky 1E-05 4E-03 1E-04 ms-1 

Hydraulic conductivity (z) Kz 1E-06 4E-04 1E-05 ms-1 

Specific storage (storativity) Ss (1E-41) 3E-31 1E-61 m-1 (-) Model calibration1; 

Hennigar & Kennedy 

(2006)2 Porosity n 0.52 0.32 0.052 - 

Residual saturation θr 0.053 0.053 0.053t m3 

Default values from 

Therrien et al. (2010) 

Inverse of air entry parameter α 3.5t 3.5 3.5t m-1 

Pore-size distribution index β 3.2t 3.2 3.2t - 

Pore connectivity lp 0.5 0.5 0.5 - 

Longitudinal hydraulic dispersivity αl 2.0 2.0 2.0 m 
Gelhar (1992); Yang et al. 

(2016) 
Transverse hydraulic dispersivity αt 0.2 0.2 0.1 m 

Tortuosity τ 0.1 0.1 0.1 - Therrien et al. (2010) 

Bulk density ρb 1200 1500 2000 kg m-3 
Agriculture Canada 

(1989) 
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CHAPTER 4: FIELD AND NUMERICAL MODELING RESULTS 

 

4.1 Field method results 

4.1.1 Climate data 

The measured climate data and calculated potential evapotranspiration are shown in Figure 

12. The calculated potential evapotranspiration (PET) was subtracted from the measured 

precipitation (P) for the four months for which data were collected to estimate recharge 

(e.g., Pavlovskii et al., 2022). The daily P-PET values (when positive) during those four 

months were then extrapolated for a full year to estimate annual recharge. This yielded a 

recharge estimate of 740 mm/yr, which is an overestimation as other estimates for nearby 

areas are on the order of 100 mm/yr (e.g., Rivard et al., 2012). While this approach has 

been successfully applied elsewhere (e.g., Pavlovskii et al., 2022), the soil conditions at the 

site likely do not allow for rapid enough infiltration to assume that a positive P-PET value 

on a given day results in recharge of the same magnitude. Runoff, interception, 

throughflow, and delayed ET (shallow soil) are not accounted for in this simple method 

and ignoring them results in an exaggerated recharge at this site. Also, due to the short 

dataset collected, these data are not representative of a full year, and extrapolating them is 

likely unreasonable. Potential evapotranspiration rates are most likely smaller during the 

winter and spring months due to lower mean air temperatures, and less humidity; however, 

snowmelt would contribute additional water available for recharge. For all of the reasons, 

a recharge rate for the Wolfville area of 100 mm/yr from Hennigar & Kennedy (2006) was 

ultimately applied to the model.  
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Figure 12. Climate data collected using the HOBO Onset RX3000 weather station set up in Wolfville. These panels 

show daily averaged or summed values for a) air temperature, b) solar radiation, c) relative humidity, d) wind speed, 

and e) precipitation/calculated potential evapotranspiration. 

 

4.1.2 Water level and electrical conductivity 

Tidal water level data were collected between October 11, 2020, and June 21, 2021, in the 

Minas Basin (Figure 13). The tidal cycles are driven by a strong semi-diurnal (12.42 hr, 

M2 constituent) tidal period which results in approximately two peaks and two troughs 

every day. The peak tidal range is nearly 13.5 m which designates this region as having 
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mega-tidal conditions (i.e., tidal range > 8 m). The tidal constituents are further described 

in section 3.1.2. These data represent the dominant forcing on the coastal groundwater 

dynamics in the Minas Basin. Very low-tide data in the Basin during spring tides may be 

missed due to the sensor being exposed to the atmosphere (i.e., not submerged), which is 

why the tidal signals are flatter at the troughs than the crest during spring tides (Figure 13). 

 

Figure 13. Tidal level data collected in the Minas Basin near Wolfville with inset a) showing a spring-neap cycle 

(October 18th, 2021). See Figure 8 for location of the tidal station. 

 

Figure 14 shows the water level and conductivity data collected from piezometer/well nests 

at the edge of the coastline, in front of (salt marsh) and in behind the dykes. The water 

levels shown in Figure 14a and 14b fluctuate more due to tidal influences than the water 

level in the shallow piezometer in the sewage treatment plant (Figure 14c), as these 

piezometers are closer to the coastline (see Figure 8). Similarly, the water levels in nest 1 

(Figure 14a) fluctuate more than the levels in nest 2 (Figure 14b), as nest 2 is further from 
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the coastline (see Eq. 6). Additionally, the tidal level inundates the land and infiltrates 

where these piezometers in nests 1 and 2 (Figure 14a and b) are drilled during spring high 

tides which explains why the water levels peak twice each month and slowly declines until 

the next spring tide. Lastly, the average conductivity reading from the piezometers in nest 

1 (Figure 14a) and 2 (Figure 14b) ranges from 20,000 to 35,000 μS/cm which indicates 

saline water, whereas the average conductivity reading from the shallow piezometer in nest 

3 (Figure 14c) is 1150 μS/cm indicating relatively fresh water. This expectedly indicates 

that the water is more saline at shallower depths when close to the coastline and fresher at 

approximately the same depth when further from the coastline. The clay glaciomarine 

overburden layer likely has a low hydraulic conductivity and high storage value, which 

explains why the tidal pressure and salinity do not propagate very far inland. At 

approximately 100 m from the coastline, the water level and conductivity in the clay layer 

are relatively constant as shown by the shallow readings in Figure 14c. 
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Figure 14. Water level and conductivity data  shown for the a) piezometer nests at the coastline, b) in front of the dykes, 

and c) in behind the dykes (see Figure 9 for piezometer depths and Figure 8 for piezometer locations). 

 

Figure 14c shows the water level and electrical conductivity time series for the shallow 

piezometer and the deep groundwater well, both underlying the sewage treatment plant in 

Wolfville. The shallow piezometer drilled within the shallow clay confining layer exhibits 
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no tidal signal propagation in the groundwater level. Conversely, the deeper groundwater 

well that is part of nest 3 penetrates the fractured sandstone bedrock layer, and the tidal 

groundwater signal is quite pronounced at this depth (Figure 14c). The upper and lower 

extremities of the tidal range in the deep groundwater well are approximately 1.0 and 4.0 

masl, respectively, with a mean level of 2.5 masl. Also, the average conductivity of the 

water at this depth (~1150 μS/cm) indicates that the water is relatively fresh (but not 

potable) at this depth and distance inland. These data are critical as they indicate that the 

saltwater-freshwater interface does not penetrate in the subsurface as far as this deeper well, 

and thus provides a key assessment point for the numerical model. The tidal pressure signal 

penetrates further in the deeper aquifer system than the shallow system because the deeper 

aquifer is confined, meaning that for the same hydraulic conductivity value, the hydraulic 

diffusivity is higher because the storage is lower for confined (specific storage) vs. 

unconfined aquifers (specific yield). 

 

4.1.3 Frequency domain analysis and hydraulic property estimation 

Figure 15 shows the frequency domain analysis results and reveals the dominant 

constituents for the tide in the basin, the shallow groundwater levels, and the deep 

groundwater level, respectively. The tidal constituents that appear within these series 

include the lunar fortnightly (Mf, period of 327.86 hr), the principal lunar (O1, period of 

25.82 hr), the luni-solar (K1, period of 23.93 hr), the larger lunar elliptic (N2, period of 

12.66 hr), the principal lunar (M2, period of 12.42 hr), and the principal solar (S2, period 

of 12.00 hr). The amplitudes associated with the M2 harmonic constituent frequency 
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(0.0817 hr-1) were 5.41, 0.016, and 0.577 m for the basin (Figure 13), deep piezometer 

(Figure 14a), and deep well (Figure 14c) series, respectively.  

 

Figure 15. Results of the Fast Fourier Transform analysis. Dominant tidal constituents (i.e., Sa, Mf, O1, K1, N2, M2, 

and S2) are shown for the a) basin tide, b) deep piezometer (nest 1), and c) deep groundwater well (nest 3) series (see 

Figure 8 for sensor locations). 
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The tidal signal (dark blue) and groundwater level (light blue) from the deep town well 

(nest 3) for a two-day period are shown in Figure 16 for reference as this plot is where the 

lag time was obtained. The amplitudes used in this analysis were obtained from the FFT 

output shown in Figure 15. There is evidently damping between these signals; however, 

the lag time between peaks in the tidal series and groundwater series appears to be relatively 

short - approximately 15 minutes - which would indicate a high hydraulic conductivity 

and/or a fractured aquifer. However, it is possible that the lag is 24 hours plus 15 minutes 

which results in a much lower hydraulic conductivity value. Ultimately the simulated 

amplitudes (rather than lags) were compared to the observed basin and groundwater 

amplitudes for forcing and parameterizing the numerical model; lags can be harder to 

identify precisely in signal processing in hydrology (Irvine et al., 2017). It is important to 

note that the tidal pressure signal penetrates much further inland than the salinity signature 

(see low and stable electrical conductivity in Figure 16), as the former is a celerity 

phenomenon while the latter is driven by advection, dispersion, and density differences. 

 

Figure 16. Tidal level (dark blue) and, tidal electrical conductivity (orange) in the Minas Basin and the groundwater 

level (light blue) and groundwater electrical conductivity (yellow) in the deep well over two days (November 18th and 

19th, 2020). 
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4.1.4 Wave statistics 

Data collected from the SoFar Spotter wave buoy are shown in Figure 17. The significant 

wave heights and associated frequencies (inverse of peak wave periods) are automatically 

calculated within the Spotter buoy internal software (Figure 17). The average wave height 

is within the 0 to 0.5 m range. However, the raw data showed larger wave heights (e.g., 

maximum recorded height of 8 m, see inset) that are not realistic within the basin, especially 

in the shallow-water conditions of the deployment, and are postulated to be a result of tidal 

signal interference due to currents which are known to pose issues for Spotter buoys. The 

tidal currents and the length of the mooring cable required for the significant tidal range 

likely create noise in the wave observations. Thus, wave heights were filtered to exclude 

any value with a peak wave period greater than 11.4 s (inset in Figure 17), as long period 

wave heights with periods greater than 11.4 s were considered an anomaly in the dataset 

based on discussions with coastal scientists and engineers (e.g., R. Mulligan, Queens 

University, pers. comm.). The average peak wave period recorded was 2.6 s (after filtering), 

meaning most waves measured within the basin are smaller, irregular waves. The waves 

within the basin are therefore primarily classified as ordinary gravity waves driven by wind 

forces (Munk, 1950). These data indicate that the Minas Basin is characterized by low-

energy waves and that tidal dynamics are the dominant forcing. The average significant 

wave height of the top 1% of wave heights was only 0.13 m. Given these data, for the 

modeling component of this project, waves were not applied on the marine boundary 

conditions. Rather the overtopping model scenarios relied on storm surge projections as 

described previously. 
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Figure 17. Significant wave heights and associated frequencies (inverse of peak wave periods) collected using a SoFar 

Spotter wave buoy in the Minas Basin. Inset shows raw significant wave heights before filtering. High waves occurred 

at low frequencies (high periods).  

 

4.1.5 Geophysical mapping 

Time-lapse, single location electrical resistivity data were collected with the WalkTEM on 

the seaward side of the dyke (Figure 18) from mid to high tide approximately every hour 

on June 25th, 2021. The first time-step point (t = 9:15 am) shows the highest resistivity 

profile, as this point was taken at low tide when groundwater flow is primarily seaward and 

therefore there is less salinity (lower electrical conductivity and higher resistivity) in the 

aquifer system. As the tide comes up (flood tide), the resistivity decreases with each time 

step during the flood tide as more saline water infiltrates the subsurface, thereby increasing 

the electrical conductivity (Figure 18a). These data suggest that there is a high hydraulic 

diffusivity zone with depth as the resistivity changes by an order of magnitude within just 

four hours, indicating pronounced saltwater-freshwater mixing in the subsurface. 
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Figure 18. a) Resistivity point data collected approximately every hour during a flood tide and b) corresponding tidal 

stage (colours correspond in (a) and (b)). Data points were collected in front of the dyke using the ABEM WalkTEM 

geophysical tool. See Figure 8 for measurement location. 

 

Figure 19 shows a two-dimensional transect of resistivity that was collected using the 

ABEM WalkTEM between the town of Wolfville and the Minas Basin (transect shown in 

Figure 8). These data show the porewater resistivities that were based on calculations using 

Eq. [13] (Archie, 1942). Starting from the top of the transect (i.e., 6 to 10 masl), the higher 

resistivity values are indicative of freshwater saturated clay, unsaturated surficial materials, 

and vegetation with resistivity values greater than or equal to 25 Ωm. This layer is primarily 

where agricultural crops are grown in behind the dyke. Below this freshwater zone appears 

to be a more saltwater-saturated clay layer (i.e., -4 to 6 masl) with resistivity values ranging 

from 2 to 4 Ωm. Lastly, at the bottom of the transect, the Wolfville formation looks to be 

freshwater saturated (i.e., 4 to 25 mbsl) with resistivity values between 5 and 25 Ωm.  

This resistivity profile does not align the standard paradigm of unconfined saltwater wedge 

characteristics (Jiao & Post, 2019), and this is because the aquifer is confined with 

substantial submarine groundwater discharge and does not follow the classic Ghyben-
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Hertzberg principles (section 1.3). Due to the confined conditions, the bedrock aquifer is 

pressurized, and this pressure prevents saltwater from migrating landward into the 

subsurface. Additionally, there is likely a large mixing zone below 25 mbsl based on the 

results presented in Figure 19, where porewaters range between freshwater and saltwater 

(i.e., brackish water) but are likely constantly changing given the tidal influence. These 

results suggest that there is an upper saline plume present, beneath the dyke system, which 

fluctuates with the tidal cycles. The saltwater wedge is not captured in this figure as this 

transect does not extend deep enough in the subsurface or far enough into the basin. Due to 

the complexity of the stratigraphy, this interpretation of the porewater salinity distribution 

is, at best, an educated guess that is not reliable enough to use as a baseline for the 

development of the numerical model. It is useful however in showing an upper saline plume 

as well as the general lack of a landward salt wedge at depth, which is also supported by 

the low electrical conductivity data from the deep well. This was a critical consideration 

during model calibration described later. 

 

Figure 19. Resistivity profile plotted using data collected from the ABEM WalkTEM. The seaward and landward sides 

are shown on the right and left, respectively. The relative location of the dyke is shown for reference. Figure 8 indicates 

the location of the WalkTEM stations. 
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4.2 Numerical model results 

4.2.1 Calibration 

The key calibration points used to accurately develop this model included the deep well in 

nest 3 (Figure 14c), and the time-domain geophysical surveys (Figure 18 and Figure 19). 

In particular, the low electrical conductivity in the deep well imposed a limit on the 

landward extent of the saltwater wedge at that depth (70 meters). The simulated and 

observed dynamic heads (Figure 20) at the location of the deep well (Figure 14c) were used 

to calibrate the hydraulic conductivity and storage of the confining and water-bearing units 

in the model (Table 2). Figure 20 shows the HydroGeoSphere calibration results. 
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Figure 20. HydroGeoSphere calibration results. a) Pressure head distribution, b) salt concentration (normalized to 

seawater concentration) distribution and wedge location limit based on electrical conductivity of monitoring well, and 

c) head comparison between the modeled and measured water levels (nest 3, green diamond from b). 
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The electrical conductivity from this deep monitoring well (Figure 14c) showed that the 

type of water at this location is much closer to freshwater and thus the saltwater wedge in 

the model should not extend inland beyond x = 600 meters (Figure 20b).  

The deep tidal groundwater levels (Figure 20c) are a key calibration point for head levels 

in the deeper aquifer which were used to fine tune the hydraulic conductivity value. The 

simulated head trends at this observation well location generally match the observed heads 

(Figure 20c). For example, the mean tidal amplitude for the model was 2.1 meters above 

seal level, while the mean tidal amplitudes in the measured data was 2.4 meters above sea 

level. However, the fit between the modeled and measured series is not exact (particularly 

during spring tides) due to the fact that the tidal boundary condition in the model was a 

simplified repeating periodic (semi-diurnal) version of the true tidal series that had multiple 

tidal constituents and associated frequencies. As the two series were not expected to overlap 

perfectly, the comparison focused on the amplitude and mean of the two series.  

The shallower piezometer levels from nests 1 and 2 (Figure 14a and b) were not compared 

to the simulated levels in the model because the saltmarsh zone in front of the dyke (where 

these piezometers were installed, Figure 8) was not explicitly considered in the model 

domain since the deeper groundwater flow dynamics and soil salinization behind the dykes 

were of primary interest for the modeling study. 

 

4.2.2 Mass and water balance errors 

The mass and water balance error plots from the model calibration can be found in the 

Appendix (Figure A1). The errors were low for both mass and water when the model was 



70 

 

run with a steady-state boundary. The errors for the water balance increased when the 

model was run with a transient boundary, with an average error of 6.2%. These errors are 

automatically calculated based on each timestep which varies due to the adaptive time 

stepping mechanism HGS uses, and this can create large errors for very small timesteps, 

for example, at the peaks or troughs of tides. As a result, there are spikes in the water 

balance error (Figure A1). However, there is no corresponding error in the mass (solute) 

balance, suggesting these short spikes in water balance errors did not play a major role in 

influencing the simulation results. 

 

4.2.3 Hydraulic head and salinity dynamics within a tidal signal 

The hydraulic head and relative salt concentrations for the calibrated HydroGeoSphere 

model which served as initial conditions for climate change simulations are shown for 

multiple time periods within a tidal cycle (Figure 21). The hydraulic head fluctuates with 

the tidal cycle; the tide starts at the mean height (Figure 21a, t = 0 hr) and decreases down 

to low tide where the hydraulic head simultaneously lowers (Figure 21a, t = 4 hr). As the 

tide rises to high tide, the hydraulic head increases (Figure 21a, t = 12 hr). Changes to the 

salt distribution over the tidal cycle are less evident, as the total change in freshwater 

volume between high and low tide is a 0.04% decline (Figure 21b). While salinity changes 

in the upper saline plume are not observed between tidal cycles, the tides maintain the upper 

saline plume due to the tidal pumping, circulation, and density effects. It is important to 

acknowledge that the intra-tidal salinity dynamics in the model appear to be muted in 

comparison to the resistivity dynamics from the time-lapse WalkTEM measurements 
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(Figure 18). This is likely due in part to the region in the model not being as confined as it 

is in reality and the resultant overestimation of storativity in the model.  

 

Figure 21. a) Hydraulic head and b) relative salt concentration dynamics over a tidal cycle.  
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4.2.4 Saltwater intrusion mode 1: SLR 

The salt distribution heat maps for the sea-level rise scenarios discussed in Table 1 are 

shown in Figure 22. These simulations were run using a mean (i.e., no tide) sea level 

boundary that gradually increased between 2022 and 2050 (Figure 22a and b), and 2022 

and 2100 (Figure 22c and d), at a rate in accordance with the SLR projections for the 

representative concentration pathways (RCP) 2.6 (Figure 22a and c) and 8.5 (Figure 22b 

and d), respectively (see Table 1). Figure 22e-h shows the salt distribution for the same sea-

level rise scenarios in Figure 22a-d, but with the mega-tidal seaside boundary turned on 

once the SLR was complete. The vertical axis (z) is exaggerated to visualize the differences 

between SLR scenarios and the impacts to the upper saline plume, which creates the 

appearance of vertical dispersion.  
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Figure 22. Results (normalized salt concentrations) of sea-level rise (SLR) projections for relative concentration 

pathways (RCP) 2.6 and 8.5 for the years 2050 and 2100. The left column of results represents the SLR results without 

tides applied, while the corresponding post-SLR results with tides imposed are presented in the right column (after two 

years of the tide being re-imposed, shown at mean tide). White isocontour lines represent the initial 1% concentration 

line with a 2020 sea level and tides applied, while the black isocontour lines represent the new 1% concentration line. 

 

The results shown in Figure 22 indicate that sea-level rise will drive an increase in the 

vertical and horizontal extent of the upper saline plume. The plume extended downward by 

25, 28, >33, and >33 meters, and horizontally (landward and seaward) by 145, 185, 225, 

and 285 meters, for SLR1a, SLR2a, SLR3a, and SLR4a, respectively, after approximately 

two years of simulation with tides re-imposed. For SLR3a and SLR4a, the 1% contour line 

extends downward outside of the domain. Mega-tidal conditions expectedly increase the 

dispersion of salt in the upper saline plume (Figure 22e to h) compared to the simulations 

without a tidal oscillation in the seaward boundary (Figure 22a to d). The Appendix 

contains a heat map distribution showing the Peclet number in the x and z directions, 
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suggesting that numerical dispersion is not occurring in the area where the upper saline 

plume is located, as the Peclect number is less than six in this zone, where six is the upper 

limit of the threshold for dispersion (Aquanty, 2015b) (Figure A2). However, it is possible 

some numerical dispersion may be contributing to the plume spreading during tidal peaks 

and troughs. It is also worth noting that if the sea level were to remain stable (e.g., at an 

elevated state), the plume may eventually return to a similar morphology (but shifted 

inland) as before (e.g., Figure 21) as equilibrium was never achieved due to high simulation 

times. For all SLR scenarios, the upper saline plume shifts from stable to unstable, meaning 

the original ‘U shape’ of the plume became irregular, likely due to the higher-pressure 

signal being applied that has not yet had enough time to equilibrate. As an example, the 

worst-case SLR4 scenario was run for almost 300 years without the tides and still did not 

reach equilibrium (Figure A3). During this simulation, the upper saline plume disappeared, 

and a saltwater wedge formed and continued moving inland after nearly 300 years post-

SLR, likely due to the higher mean sea level relative to the inland freshwater head 

boundary. 

The total freshwater in the modeling domain was computed internally in the model at the 

end of each time step with output to assess model stability as well as saltwater intrusion 

dynamics. Herein, freshwater is defined as any water with a normalized (to seawater) solute 

concentration less than or equal to 0.029 (i.e., fraction converted from saline concentration 

scale, less than 35-1 is fresh), and saltwater is defined as any water with a relative solute 

concentration greater than 0.5, where 1.0 is saline water and 0.0 is fresh water. The SLR 

simulations did not stabilize within three years once the mega-tidal boundary was turned 

on (Figure 22e to h). The freshwater volume for each scenario continued to decrease over 
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time (Figure 23) as the salt plume dispersed due to tidal pumping. SLR resulted in a 25.4, 

26.7, 29.1, and 32.0% decline in freshwater volume, for SLR1a, SLR2a, SLR3a, and 

SLR4a, respectively, after just ~ 2 years post-SLR (with the tides re-imposed). The salt 

plumes that developed because of the SLR3a and SLR4a scenarios could eventually result 

in salinization of the pumping well located at x = 600 meters, z = -70 meters, as the well is 

only 215 and 140 meters (horizontally) away from the 1% isocontour lines, respectively, 

after only 2 years of the mega-tidal conditions imposed after sea-level rise was simulated. 

If the well were pumped, it would draw the water level down, potentially triggering active 

or passive saltwater intrusion towards the well. 

 

 

Figure 23. Freshwater volume in the model over time after sea-level rise (SLR) for each scenario with mega-tides re-

imposed. Linear interpolation assumed between points. 

 

4.2.5 Saltwater intrusion mode 2: surge 

The salt distribution heat maps for the surge scenarios discussed in Table 1 are shown in 

Figure 24. These simulations were run using a high tide + surge boundary (+1 m for 2050, 
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+2 m for 2100) that lasted for 2 hours, and then returned to the regular mega-tidal 

oscillation. Immediately after the 1-meter surge in the S1a scenario (Figure 24a, t = 24 

hours), there is almost no difference between the initial and new 1% isocontour lines around 

the upper saline plume. However, the upper saline plume begins to change within months 

of the surge occurring due to the new higher water level mark (Figure 24a, t = 6 months). 

After two years post-surge, the upper saline plume is unstable and still dispersing (Figure 

24a, t = 2 years), as the water level rose faster than it could equilibrate. The 2-meter surge 

in the S2a scenario resulted in dyke overtopping (Figure 24b, t = 24 hours) and shallow 

salinization of the agricultural land behind the dyke. By six months, the flooded saline 

water behind the dyke infiltrated approximately 5 meters below the ground surface 

(measured to the 1% isocontour), with salt fingers developing on the landward side of the 

domain (e.g., between x = 0 and 200 m) after two years (Figure 24b, t = 2 years). The 2-

meter surge for the S2c scenario resulted in a higher concentration of saline water 

infiltrating behind the dyke (Figure 24c, t = 24 hours). By two years, the upper saline plume 

extended to the bottom of the domain and became unstable. However, even with this worst-

case scenario simulation, the plume only migrates seaward, not landward as the freshwater 

discharge from the confined aquifer continues to resist the intrusion of this saline plume. 

As for the sea-level rise scenarios, this plume growth due to short hydraulic perturbation 

(surge) may be due to numerical issues, although the Peclet number is reasonable (Figure 

A5). 

To investigate the influence of tidal pumping on aquifer flushing rates, the same three 

simulations (S1, S2, S2b, Table 1) were also run post-surge without the tidal boundary 

imposed, but rather just the mean tide level (Figure 25) and compared to the scenarios with 
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the tides imposed. In all three scenarios (without tides), the upper saline plume size 

expectedly decreased over time given the lack of tidal mixing (e.g., Figure 25a, from t = 24 

hours to t = 4 years). Ponding of saline water on the agricultural land occurred after the S2 

and S2b surges (Figure 25b and c). Unlike the results with tides, salt fingers did not develop 

post-surge for the S2 scenario without tides (Figure 24b vs. Figure 25b). This may be 

because during low tides, the head difference between the inland boundary and the tidal 

boundary is higher, allowing for more seaward discharge to occur (Figure 24b, t = 4 years).  

The salt fingers started to develop six months post-surge for the S2a scenario (Figure 26a) 

and 4 years post-surge for the S2c scenario (Figure 26b). The concentration of saltwater on 

the landward side of the dyke is 190% greater for the S2c scenario (without the dyke) 

compared to the S2a scenario (with the dyke) six months post-surge (Figure 26a and b, t = 

6 months). By three years, the salt fingers have reached upwards of 15 meters below the 

ground surface for the S2a scenario (Figure 26a, t = 3 years, and have not yet developed 

for the S2c scenario (Figure 26b, t = 3 years). In the S2c results, the saline water has 

infiltrated up to 3 meters below ground on the landside of the domain (x = 30 m), and up to 

3.3 meters on the dyke side (x = 620 m) after 6 months, and respectively 4 meters and 4.3 

meters after 3 years (Figure 26b, t = 6 months, t = 3 years). By 4 years, salt fingers have 

started to develop behind the dyke for the S2c scenario (Figure 26b, t = 4 years). The dyke 

forces water to pool behind the dyke, and this ponded water infiltrates more quickly due to 

the greater vertical hydraulic gradient (Figure 26a, t = 4 years). In contrast, the scenario 

without the dyke does not have that coastal barrier retaining water on the landward side 

(Figure 26b, t = 4 years). 
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When removing the tidal influence post-surge (Figure 27), salt fingers did not develop 

within the same amount of time as the post-surge simulations with tides (Figure 26). 

However, a higher saltwater concentration infiltrated in the ‘no tide’ post-surge simulation 

with the dyke compared to the same simulation but with tides (~0.2 relative salt 

concentration, Figure 26a vs. ~0.5 relative salt concentration, Figure 27a,). This is because, 

without the tides, the simulated shallow saline plume sourced from inundated seawater 

migrates uniformly down (similar to a uniform ‘wetting front’), whereas, with the tides, the 

plume is more dispersed via salt fingers. 
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Figure 24. Salt distribution results from storm surge projections with tides for the a) 1 m surge, b) 2 m surge, and c) 2 m surge with the dyke removed. Each panel (top to bottom) represents 

a point in time after the surge has occurred. White line indicates the initial 1% contour location based on present-day conditions. Black line indicates the new 1% contour. These simulations 

were run using a mega-tidal seaside boundary post-surge. Results outputted at mid-tide stage. 
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Figure 25. Salt distribution results from storm surge projections without tides for the a) 1 m surge, b) 2 m surge, and c) 2 m surge with the dyke removed, and without tides imposed. Each 

panel (top to bottom) represents a point in time after the surge has occurred. White line indicates the initial 1% contour location based on present-day conditions. Black line indicates the 

new 1% contour. These simulations were run using a mega-tidal seaside boundary post-surge. Results outputted at mid-tide stage. 
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Figure 26. Zoomed in salt distribution results from storm surge projections with tides for a) 2 m surge (S2a), and b) 2 

m surge with the dyke removed (S2c). Each panel (top to bottom) represents the indicated point in time after the surge 

has occurred. Panels are zoomed in behind the dyke, and the salinity colour distribution is altered from previous 

figures to help visualize salt finger development over time. Results outputted at mid-tide stage. 
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Figure 27. Zoomed in salt distribution results from storm surge projections without tides for a) 2 m surge (S2a), and b) 

2 m surge with the dyke removed (S2c). Each panel (top to bottom) represents the indicated point in time after the surge 

has occurred. Panels are zoomed in behind the dyke and the salinity colour distribution is altered from previous figures 

to help visualize salt finger development over time. Results outputted at mid-tide stage. 

 

 



83 

 

 

Figure 28. Freshwater volume over time post-surge for each scenario with mega-tides. Linear interpolation assumed 

between points. 

 

4.2.6 Freshwater, brackish water, and saltwater volumes 

Freshwater and saltwater volumes were calculated for the end of each modeling simulation 

(Figure 29). The relative concentration thresholds for fresh and salt water are less than or 

equal to 0.029 (i.e., fraction converted from saline concentration scale where 35 g/L is salt 

water) and greater than 0.5, respectively. The relative concentration threshold for brackish 

water is greater than 0.029 and less than 0.5 (i.e., between fresh and saltwater thresholds). 

The present day steady-state simulation (mean tidal level) contained the most amount of 

freshwater and the least amount of saltwater (Figure 29, No tide). The saltwater volume 

increased for each SLR scenario both with and without the tides, but the saltwater volume 

increased more drastically for each SLR scenario when the tide was turned on (Figure 29, 

SLR1a, SLR2a, SLR3a, SLR4a). The worst case SLR scenario resulted in the highest 

volume of saltwater of all simulations (Figure 29, SLR4a).  
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The highest volume of saltwater post-surge was calculated for the S2c scenario compared 

to S1a and S2a (Figure 29, S2c). However, the largest volume of brackish water was found 

after the S2a surge and not the S2c surge (Figure 29, S2a) as the overtopped saltwater 

infiltrated in a more uniform and concentrated way without the dyke (Figure 24, right 

panels). Turning the tides on increased the volume of saltwater compared to the no-tide 

scenarios for all surge simulations (e.g., Figure 29, S1 vs. S1a, S2 vs. S2a, S2b vs. S2c). 

The total volume of saltwater for each surge and SLR simulation was on the same order of 

magnitude (Figure 29). 

 

Figure 29. Freshwater, saltwater, and brackish water volumes in the modeling domain for each modeling scenario. 

Values presented are from the last timestep of each respective scenario simulation (mid-tide).  
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CHAPTER 5: CONCLUSION 

 

5.1 Discussion of field investigations and implications 

5.1.1 Aquifer properties and ocean-aquifer interactions 

Data from the field instrumentation have yielded useful insights for understanding the local 

aquifer characteristics and properties, groundwater flow dynamics and conditions, ocean 

forcing, how the aquifer and ocean interact, and most importantly, how each of these 

processes or conditions can impact or exacerbate saltwater intrusion. Based on the literature 

review of previous geological mapping and the WalkTEM geophysical survey (Figure 18), 

the stratigraphy at the study site results in a confined aquifer system, with lower hydraulic 

conductivity material overlying a sand/gravel aquifer and a deeper bedrock aquifer layer 

(Freeze & Cherry, 1979; Hennigar & Kennedy, 2006; Rivard et al., 2012). With these 

confined conditions for the lower aquifer, the tidal pressure signal can penetrate far inland 

in the subsurface and therefore exerts key controls on the coastal groundwater flow 

elevations, hydraulic gradients, and resultant flow dynamics in this coastal area. With such 

high connectivity between domains, a perturbation from either side (e.g., climate induced 

sea-level rise, storm surge, changes to groundwater recharge, or increase in pumping close 

to the coast) could have profound consequences from a groundwater resources perspective. 

The field investigations confirmed that mega-tidal conditions strongly influenced the 

groundwater conditions near the coastline. While other studies have demonstrated tidal-

controlled groundwater dynamics (Fang et al., 2021; Levanon et al., 2017; Li & Jiao, 2001; 

Robinson & Li, 2004; Stark & Hay, 2014), mega-tidal forcing on groundwater systems has 

been largely overlooked. Observing such a large tidal amplitude in the groundwater level 
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at such a distance inland from the coast (Figure 14c) was unexpected as other studies have 

shown signals that are much more damped at shorter distances inland from the coast 

(Inouchi et al., 1990; Li & Jiao, 2001; Slooten et al., 2010). The tidal oscillations in the 

deep groundwater data near the coast reveal the hydrogeological influence of the mega-

tidal forcing along the Bay of Fundy and the degree of aquifer connectivity with the bedrock 

aquifer, presumably due to highly fractured conditions. Additionally, the geophysical 

survey conducted over half a tidal oscillation (Figure 18) indicates that the porewater 

salinity distribution underneath the area of the dyke is strongly influenced by tides (Ataie-

Ashtiani et al., 1999). As the wave buoy confirmed that this area is a low-energy wave 

environment, the main forcing of concern for saltwater intrusion susceptibility is the mega-

tidal conditions and any storm surges coincident with high tide. Such conditions are known 

as a storm tide. The strongest Fundy tides occur when the three-monthly cycles peak 

simultaneously, which only occurs every 18.03 years; this is known as the Saros 

(Desplanque & Mossman, 1999). Historically, a strong Saros has simultaneously occurred 

with major historical storm tides, with a famous example being the 1869 Saxby Tide, where 

the tide was at least 1.5 meters higher than typical high tide (Desplanque & Mossman, 

1999). The modeling in in this thesis only considered typical semi-diurnal tidal levels in 

the Minas Basin within the Bay of Fundy. For such tidal conditions, only the 2-meter surge 

overtopped the dykes. However, a lower surge would be required for dyke overtopping if 

the surge was coincident with spring high tides, which can be up to a meter higher than 

mean high tide at the study site (Figure 6). The combination of surge dynamics at different 

tidal levels in the Bay of Fundy was recently considered by McLaughlin et al. (2022), and 

future groundwater modeling investigations could consider these paired marine forcings. 
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5.1.2 Implications for saltwater intrusion 

The main results from the field investigations suggest that changes to the mean sea level or 

episodically elevated water levels during storm surges in the Minas Basin will drive 

saltwater intrusion in the aquifers underlying the town of Wolfville as these domains are 

highly interconnected. The impacts of saltwater intrusion could be devastating for the local 

drinking water and irrigation systems that rely on groundwater as the primary water 

resource (Hennigar & Kennedy, 2006). Increases in any water demand (and concomitant 

increases in pumping and decreases in groundwater levels) will only exacerbate the risk of 

saltwater intrusion (Michael et al., 2017). Water supplies extracted from the deep 

groundwater system could be at more risk of saltwater intrusion than the sand and gravel 

aquifer, but this requires further analyses. Finally, any reductions in recharge availability 

due to atmospheric climate change could result in further superimposed water stresses. 

Based on these findings there is a great need to better assess how climate change will impact 

the current dynamic system with the use of a numerical model informed by more 

hydrogeological field data. Given the model complexity and number of simulations 

required, this study focused on marine climatic changes as opposed to atmospheric changes 

(e.g., recharge reductions). 

 

5.2 Discussion of numerical modeling results 

5.2.1 Model parameterization and opportunities for improvements 

Several model limitations and opportunities for improvement should be considered when 

interpreting the results from this study, including parameter estimation, data collection, and 

numerical modeling improvements. The highly dynamic groundwater heads in the deep 
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observation well provided a unique opportunity for model calibration and parameterization, 

and the calibrated model reasonably matched the heads and electrical conductivity data 

from this well (Figure 8, nest 3).  However, the tidal oscillations in salinity within the region 

of the upper saline plume as measured by the WalkTEM (Figure 18) appear to be higher 

than those in the model (Figure 21), suggesting that further model refinement could be 

achieved (e.g., Hennigar & Kennedy, 2006). 

The van Genuchten (1980) parameters that were initially used were based on values 

obtained specifically for the materials of interest in the model domain (Carsel & Parrish, 

1988; van Genuchten, 1980). When examining the pressure-saturation and relative 

conductivity-saturation curves (Figure A4, a and b), the values used created sharp pressure-

saturation curves that made it difficult for the model to desaturate and thus drastically 

impacted infiltration, which affected how much water could pass through the underlying 

geologic units. To allow the model to desaturate more easily, default van Genuchten 

parameters assigned in HydroGeoSphere were used, which drastically decreased model 

convergence times (Figure A4, c and d).  

Geophysical data showing fresh and saline groundwater distributions can sometimes be 

more appropriate to calibrate a numerical model than hydraulic head data due to transient 

marine processes contributing to high temporal variability in hydraulic heads or density 

variations causing errors in hydraulic head measurements (Pavlovskii et al., 2022). In 

particular, saltwater-freshwater interface calibration based on geophysical data in 

homogeneous settings is an effective and computationally inexpensive model calibration 

approach (Pavlovskii et al., 2022). However, in this study, the interface lies offshore, and 

thus marine geophysics would be required to collect interface data to calibrate the 
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numerical model. Also, geophysics survey interpretation can be challenging in areas where 

stratigraphy is heterogenous, thus having a transect of deep, uncased boreholes (or 

boreholes containing multi-level piezometers) with detailed logs would be helpful for 

recording vertical resistivity profiles and ensuring resistivity changes due to salinity vs. 

stratigraphy are clear. 

A transect of deep wells to monitor hydraulic head would provide a better understanding 

of the groundwater flow system. Several wells at different depths could yield improved 

insights into hydraulic properties (e.g., hydraulic conductivity, storage), through, for 

example, pumping and recovery tests. Additionally, heterogeneity/anisotropy could be 

identified to create a representative three-dimensional model. Any tidal oscillations in these 

wells would serve as further calibration points for this transient model. 

To simplify modeling endeavors, the salt marsh zone on the seaward side of the dyke was 

not considered as a separate ‘sub-zone’ in the model domain, as the deeper groundwater 

dynamics in behind the dyke were of primary interest for this project. For this project, the 

salt marsh area was assumed to be the same as the clay overburden confining layer in behind 

the dyke to reduce the number of zones and simplify the already rigorous calibration 

process. However, the hydraulic conductivity zone in the salt marsh area could drastically 

impact the shallow groundwater zone dynamics, wave attenuation, and tidal signal 

penetration. For this study, the properties for the clay layer across the top of the domain 

(including the salt marsh zone) were adjusted until the modeled hydraulic head oscillation 

in the deeper aquifer matched the hydraulic head measurements (Figure 20c). As a result, 

the modeled hydraulic head in the clay layer did not match the measured shallow hydraulic 

head data from the salt marsh zone.  More field data and numerical model calibration should 
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be done to consider this salt marsh zone, and indeed, the salt marsh zone could be studied 

on its own to yield new insight into salt marsh hydrogeology in cold climates, which is not 

well studied (Guimond & Tamborski, 2021). 

Lastly, to prevent numerical dispersion from occurring, the element sizes in the model grid 

should be reduced. The smallest element sizes are between x = 550 and 1100 meters, where 

they are at most two meters in width and height, and there is no numerical dispersion 

occurring in this area. On the landward and seaward sides of the domain between x = 0 and 

550 meters, and x = 1100 and 1400 meters, the maximum element sizes are 10 meters in 

width and 2.5 meters in height, where limited numerical dispersion does appear to occur 

(Figure A5). All element sizes throughout the domain should be reduced to no more than 2 

meters in width and height to prevent numerical dispersion. This would add several more 

months of modeling and thus was not completed within this thesis project that already 

extended over two years. 

 

5.2.2 Impacts of simulated lateral saltwater intrusion 

The modeling results from mode 1 (Figure 22), lateral saltwater intrusion, reveal that sea-

level rise will drive expansion of the upper saline plume which could threaten the 

groundwater resources that the town relies on for their drinking water supply. Although 

movement of the upper saline plume has received far less attention than movement of the 

deeper saltwater-freshwater interface in the context of saltwater intrusion (Werner et al., 

2013), these modeling results indicate that upper saline plume dynamics are important in 

mega-tidal settings. These simulations indicate that the upper saline plumes formed in the 
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intertidal zone are due to tide- and density-induced saltwater circulation, as the plume 

dispersion and mixing did not occur during the gradually increasing SLR simulations 

(Figure 22a-d). The projected sea-level rise rate for 2050 (both RCP 2.6 and 8.5) does not 

pose a significant threat to the coastal freshwater resources, as the upper saline plume extent 

does not move inland, at least without the inclusion of groundwater pumping. Additionally, 

the salt wedge location does not move inland and does not extend past the location of the 

freshwater well (x = 600 meters, z = 70 meters below sea level); it remains seaward and 

outside of the model domain. However, the projected sea-level rise rates for 2100 (both 

RCP 2.6 and 8.5) do pose more of a threat to the fresh groundwater resources because the 

upper saline plume becomes more unstable and spread landward (Figure 22h). In this 

scenario, the plume is only approximately 60 meters away from the location of the 

monitoring well, which could be well within the capture zone (e.g., Hennigar & Kennedy, 

2006). If the monitoring well (x = 600 meters, z = 70 meters below sea level) began to pump 

water from this deep aquifer, it could begin to extract saltwater under the SLR4a scenario. 

If pumped for longer periods of time at a high pumping rate, this well could be at risk of 

saltwater intrusion under all of the SLR scenarios (Figure 22). It is important to note that 

this well is presently only being used for monitoring, and the measured electrical 

conductivity is already slightly above the drinking water threshold, although it is difficult 

to say if that may be an artifact of infiltrated Minas Basin water from many centuries ago 

when the dykes were not in place and that land would have flooded regularly. In general, 

the SLR scenarios demonstrate that the magnitude of sea-level change is important to 

consider for near-coast wells in this town. 
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The results from Figure 22 reveal that the mega-tides increase the width of the transition 

zone between the saltwater and freshwater (Inouchi et al., 1990; Kuan et al., 2012). 

However, this increase in the size of the transition zone does not appear to extend laterally 

landward, but rather downward and seaward. This is likely due to the landside freshwater 

head boundary forcing seaward flow that inhibits the landward plume migration (Ataie-

Ashtiani et al., 1999; Lu et al., 2015; Park & Aral, 2008). The upper saline plume extends 

downward (from original 1% isocontour to new 1% isocontour) by over 33 meters for the 

worst-case SLR scenario (i.e., 2100 RCP 8.5) and reaches the bottom of the domain. If the 

domain were extended vertically, the maximum dispersion of the plume could be identified. 

Also, for all SLR scenarios, the upper saline plume was still changing after just over two 

years post-SLR with the tides re-imposed, and likely would continue to change for several 

decades (Fang et al., 2022; Kuan et al., 2012). 

The model simulations did not have enough time to re-equilibrate within the two years of 

post-SLR with the tides re-imposed. Other studies have shown that the post-SLR 

equilibration can take several decades (Chang et al., 2011; Morgan et al., 2015; Watson et 

al., 2010). To fully investigate these dynamics, the simulations should likely be run out for 

several decades to establish a new equilibrium. 

 

5.2.3 Impacts of simulated vertical saltwater intrusion 

Storm surge simulations for both 2050 and 2100 (RCP 8.5) with and without the dyke all 

had significant impacts on the salinity distribution along the transect. Even without 

overtopping, the 1-meter surge resulted in almost an 11% decrease in the volume of 

freshwater after nearly four years, a trend that is expected to continue based on the 



93 

 

freshwater volume over time relationship (Figure 28). While this particular surge did not 

overtop the dyke or cause shallow salinization, the heightened water level did cause a larger 

upper saline plume to develop which could cause saltwater intrusion for deep pumping 

wells along the coast, depending on the depth, pumping rate, and well proximity to the 

coastline. 

During the 2-meter surges (Figure 24, Figure 25), the sea level was high enough to overtop 

the dyke and inundate the agricultural land in behind the dyke for a storm duration of 2 

hours. After the 2-meter surge (S2a, Figure 24b), the salt plume migrated both landward 

and seaward, with a decrease of nearly 33% in the freshwater volume after almost four 

years. The saltwater flooding in behind the dyke resulted in shallow salinization that 

persisted within the four years of the simulation. When tides were incorporated, salt fingers 

developed within four years post-surge (Figure 26a, t = 4 years), but did not develop within 

the same time frame when tides were removed (Figure 27a, t  = 4 years). These results 

suggest that the mega tides increase flushing times of the aquifer post-surge, but longer 

post-surge simulations are required to confirm this finding. Based on the relationship in 

Figure 28, the saltwater will likely take years to decades to completely exfiltrate and return 

to the pre-surge state, which is in line with previous studies (Cardenas et al., 2015; 

Vithanage et al., 2012; Xiao et al., 2019).  

When the dyke was removed, the 2-meter surge infiltrated the land behind the dyke (S2c, 

Figure 24c) and resulted in more seawater volume available for infiltration. The salt plume 

migrated both landward and seaward, with a decrease of just over 24% in the freshwater 

volume after four years. While it took two years for the salt fingers to develop in the 

simulation that contained the dyke, it took four years for the salt fingers to start to develop 
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in the simulation without the dyke (Figure 24b, t = 4 years). When running the same 

simulation post-surge without the dyke and without tides, the results look very similar 

(Figure 24b and Figure 25b). The higher head and salt concentration along the landward 

side of the dyke are a result of the dyke not being present to prevent this more intense 

flooding and salinization (e.g., Figure 24b and c). In general, these model runs point to the 

potential impacts of dyke removal on the subsurface system, and such potential impacts of 

intentional dyke breaching have generally been overlooked. 

While the impacts of the S2c surge were more intense than the S2a surge, the freshwater 

volume after four years is lower for the latter (Figure 28). This is likely because the S2c 

surge has not yet had enough time to disperse. The freshwater volume will likely decrease 

more for the S2c surge compared to the S2a surge if the simulations were run out for several 

decades (e.g., 20 years), which could require several more months of simulation time, at 

least with tides turned on. After four years, the salt fingers were only just starting to develop 

for the S2c surge (Figure 24b) whereas they started developing after six months for the S2a 

surge (Figure 24a). The salt fingering phenomenon is driven by density influences but can 

also be highly sensitive to the model grid and cell size (Post & Houben, 2017). To prevent 

numerical dispersion (Figure A5), a smaller grid size should be used on the landward side 

of the domain where the salt fingers have developed to ensure all fingers are density-driven 

phenomenon and not the artifact of a mesh that is too coarse for the forcing. 

The freshwater volume in the domain decreases over time after the surge for all three 

scenarios as the upper saline plume is impacted by both tidal pumping and density-

dependent flow influences (Figure 28). Importantly, a decrease in the freshwater volume 

over time with a constant (or oscillating) boundary condition does not necessarily imply 
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the salt mass is increasing in the model, but rather that the salt is dispersing and causing a 

larger volume to be brackish. The S1a, S2a, and S2c surge simulations resulted in a 

freshwater volume decrease of 10.9%, 32.5%, and 24.1%, respectively over 4 years. During 

the first 3 years, the S2a surge resulted in a more rapid decrease in the freshwater volume 

compared to the S2c surge which had a higher saline concentration behind the dyke (Figure 

24c). The freshwater volume in the domain will likely continue to decline for several years 

based on the relationship shown in Figure 28. Due to time constraints, the simulations could 

not be run to assess the full flushing times of the aquifers post-surges. For example, 

simulation times for the post-surge simulations even on the ACENET Siku cluster exceeded 

one month and would have taken over one year on our lab’s high-performance computer 

based on a comparison of shorter runs. 

Findings from this study differ from other storm surge studies for several reasons. The 

surge height used in this study was relatively small compared to other storm surge and 

overtopping studies as prior studies were often based on tsunamis or tropical cyclones 

(Cardenas et al., 2015; Illangasekare et al., 2006). Yang et al. (2013) used a 6.6 m surge 

that lasted for 2.8 hours and overtopped a dyke, and they found that after 20 years of 

simulation, the aquifer did not return to its pre-surge state. Additionally, this former study 

used similar parameters with the same numerical model (HydroGeoSphere), but with a 

much lower tidal range (3.8 m) on the seaside boundary and a much larger surge height 

(i.e., three times larger, Yang et al., 2013). Lastly, other studies have simulated several 

recurring storm surges, some of increasing magnitude and frequency (Goldenberg et al., 

2001; Paldor & Michael, 2021; Tebaldi et al., 2012). This study only simulated a single, 

short-term overtopping event based on projected values for the Minas Basin area (Webster 
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et al., 2012). Assessing the impact of multiple magnitudes and frequencies of storms should 

be considered in future studies to more fully investigate how climate-driven increases to 

the intensity and frequency of storm surges could influence critical groundwater resources. 

 

5.2.4 Agricultural impacts 

Many agricultural fields worldwide are located within kilometers of the coastline, and thus 

are highly vulnerable to a loss of arable conditions and poor drainage due to climate change 

induced coastal flooding or sea-level rise (Nicholls et al., 2021; Pitman & Läuchli, 2002; 

Schieder et al., 2018). Due to crop intolerance to salt, many farmlands will become 

abandoned over time, with drastic differences in the types of plants that are able to grow in 

these coastally impacted areas (Butcher et al., 2018; Fagherazzi et al., 2019; Gedan & 

Fernández-Pascual, 2019). For the case of the Bay of Fundy dykelands, this could result in 

a devastating loss of valuable agricultural land, as the surge simulations revealed that the 

shallow salinization after overtopping remained in the top few meters below the surface 

(i.e., within critical agricultural soils) for the entire duration of simulations (i.e., four years). 

While these simulations did not capture the full extent of salinization post-surge, they do 

highlight that the shallow soil remains salinized beyond just the 2-hour surge, and likely 

for several decades (Guimond & Michael, 2020).  

A 2-meter surge has the potential to drastically impact the crop yield, depending on the 

crop being grown and its tolerance to salinity. Another important consideration is the 

saturation level that crops can tolerate. With sea-level rise and more frequent or intense 

overtopping, the agricultural land may be characterized by higher moisture contents in the 

vadose zone (post-surge) and/or a shallower water table (Bjerklie et al., 2012; Ferguson & 
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Gleeson, 2012; Rotzoll & Fletcher, 2013). Altering salinity and saturation in these fields 

will favour growth of different species, such as marsh plants, but will not be favorable for 

agricultural crops, such as corn or soybeans (Butcher et al., 2018; Fagherazzi et al., 2019; 

Pitman & Läuchli, 2002). A long-term balance of salinity can only be achieved if there is 

adequate drainage, as some species of crops can handle a certain threshold of salt that is 

not sustained (Skaggs & van Schilfgaarde, 1999). 

 

5.2.5 Dykeland management recommendations 

This study has highlighted new considerations necessary for quantifying risks and 

informing sustainable groundwater management in dyked areas. Coastal agricultural 

regions are vulnerable to crop salinization as a result of climate change which could have 

global implications for food security and other coastal ecosystem services (Chen et al., 

2020; IPCC, 2019; Michael et al., 2017; Sherren et al., 2021; Tully et al., 2019). Results 

from this modeling study point to the need to manage dykes in a way that considers both 

surface and subsurface ecosystem services, as resources from both domains are critical for 

a sustainable future. 

Recommendations for dyke management along the Bay of Fundy based on this study 

include primarily two suggestions. First, if the present dykelands are to be maintained, it is 

recommended to top the dykes up to increase the critical elevation to prevent overtopping, 

as the numerical model results using the 2-meter surge projection for 2100 showed 

sustained shallow salinization (Figure 24c) and saturation which could have profound 

implications for agricultural crops. Also, the overtopping events show how the shallow 



98 

 

aquifer system is impacted for years, and likely decades, which could have sustained and 

deleterious impacts on coastal freshwater drinking supplies. The deep aquifer system is 

likely also impacted by the overtopping events, but model simulations will need to be run 

out for decades to assess how infiltrated saltwater mixes and dilutes over time. The mega 

tides will likely decrease the travel time of saline water flowing towards the ocean as the 

low tide pressure signal allows for more significant seaward flow compared to the same 

post-surge simulation without the tide. Increasing the height of the dykes would reduce the 

amount of agricultural land but it would prevent most overtopping events (Bowron et al., 

2012; van Proosdij et al., 2010). Analyses of the required increase in dyke height should 

consider sea-level rise, storm surges, and multi-constituent tide dynamics (e.g., 

McLaughlin et al., 2022). Additionally, restoring the salt marsh in front of the dyke would 

help prevent erosion of the structure and promote wave attenuation to reduce wave energy 

and thus erosion of the coastal barrier (Guimond & Tamborski, 2021; Sherren et al., 2019; 

van Proosdij et al., 2010). 

 

5.3 Recommendations for future work 

To better assess how dykelands and coastal groundwater systems respond to anthropogenic 

and climate change perturbations, several recommendations are suggested to improve 

understanding and ultimately model calibration. First, more extensive geological 

investigations (e.g., deep boreholes) from the coast to the town would be helpful to confirm 

the stratigraphy profile and salinity distribution, as only nearby well logs were available, 

and the area to known to be heterogeneous and anisotropic. In addition to more boreholes, 

a longer transect of both shallow and deep piezometers would be useful for aquifer 
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characterization through, for example, pumping and recovery tests. The piezometers drilled 

in this study were clustered around the coast due to a limitation of available data loggers 

and challenges in drilling on private land. Extending this transect further inland would 

reduce potential errors in the landside freshwater head boundary condition. Next, additional 

geophysics surveys with the WalkTEM and a larger loop (40 m by 40 m) would be useful 

for potentially mapping the saltwater-freshwater interface location with more confidence, 

as this loop size can penetrate deeper with higher accuracy. This transect should also extend 

further inland to compare with hydraulic head measurements (e.g., Pavlovskii et al., 2022). 

Marine-based geophysical surveys would also be helpful for delineating the shallower 

interface location. Also, several time-lapse WalkTEM surveys (Figure 18) during different 

tidal cycles (e.g., spring, neap) that capture both the flood and the ebb tide would help to 

identify and parse out different tidal impacts on the groundwater flow and tidal mixing 

dynamics. Lastly, a three-dimensional model would be beneficial to be able to incorporate 

aboiteaux and tile drainage throughout the domain. A drainage system is difficult to 

incorporate in a two-dimensional model and was beyond the scope of this study. However, 

incorporating a drainage system could drastically impact the drainage of saltwater after an 

overtopping event, depending on the flow routing system and location of the drains. Also, 

the vulnerability of the aquifer to salinization after surge events may be much more 

probable along certain parts of the dyked coastline, as there are certain areas that already 

experience overtopping during spring-high tides. Surge impacts in these areas could be 

much more devastating and should be considered in future studies. A three-dimensional 

model would be useful for providing larger scale dykeland management recommendations, 

as there may be some management techniques that are better suited to certain areas, but not 

to all. Additionally, incorporating pumping in a three-dimensional model should be 
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considered to assess how the climate change scenarios could impact fresh groundwater 

resources. The inclusion of groundwater pumping could be paired with the application of 

irrigated water as another source of recharge within the agricultural land.  

 

5.4 Conclusions 

This study investigated the potential for saltwater intrusion along the Bay of Fundy 

dykelands in response to sea-level rise, storm surge overtopping, and dyke removal. 

Particular emphasis was placed on the dynamics of the tide-driven upper saline plume. 

Results from the field investigations elucidate ocean-aquifer interactions and reveal that the 

coastal aquifer is strongly impacted by pumping and saltwater circulation from the mega-

tidal conditions. Results from the climate change simulations show that the coastal aquifer 

was vulnerable to increased salinization from both rising seas and intensifying coastal 

storms. The results revealed that surge induced overtopping posed the largest threat to the 

aquifer, as this climate stressor resulted in the largest reduction in freshwater volume and 

sustained salinization of the shallow agricultural soils. 

The SLR results showed that the increased water level also increased the width and height 

of the upper saline plume. While there is no active pumping well nearby, there could be 

consequences if the monitoring well at x = 600 meters began extracting water, as under the 

worst-case SLR scenario, the plume is only 60 meters away, which could easily lie within 

the well’s capture zone. 

The surge results showed that even without dyke overtopping, an increased higher water 

level causes the upper saline plume to expand horizontally and vertically. When the dyke 
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was overtopped, salt fingers developed after six months and were still migrating 

downwards after four years, when the tidal forcing was in play. For the same scenario 

without the tides, salt fingers did not develop within the four years post-surge, which 

suggests that the mega tides increase the aquifer flushing times. When the dyke was 

removed and a surge event occurred, the volume of saltwater behind where the dyke used 

to be was higher than the volume behind the dyke when the dyke was not removed; however 

more ponding occurred immediately landward of the dyke when the dyke was left intact 

within the model. The agricultural land behind the dyke (for both the dyke and no dyke 

simulations, both with and without the tides) remained salinized after four years of 

simulation, and the infiltrated saltwater will likely require decades to dilute and exfiltrate 

based on extrapolating the freshwater volume decline versus time relationship. 

The impacts of mega tides have generally received less attention in the saltwater intrusion 

literature and were a primary focus in this study. Mega tides generated a pronounced upper 

saline plume that was also responsive to change in sea level and temporary surge 

overtopping; these dynamics would be overlooked if tides were excluded or were 

considered at typical micro- or macro-tidal conditions. Given the confined aquifer 

conditions and fresh submarine groundwater discharge forcing the freshwater-saltwater 

interface seaward, there was remarkably little saltwater in the model domain for all SLR 

simulations until the tides were turned on. The tides in these simulations decreased the 

freshwater volume by 27% for the best-case and 35% for the worst-case, and these values 

will likely increase for a certain period as the post-SLR equilibrium was not reached. The 

tides also played key roles in the aquifer response to surges. When the tides were on, the 

upper saline plume expanded post-surge for all scenarios. Additionally, when the tides were 
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imposed, the salt fingers started to develop within six months post-surge for the scenario 

with the dyke and did not develop within four years for the scenario without the dyke. When 

the tides were turned off, the salt fingers did not develop within four years post-surge for 

the scenarios with and without the dyke. These results suggest that mega tides increase the 

aquifer dynamics, facilitate density-driven flow phenomenon, and generally decrease the 

aquifer flushing times.  

To better assess the impacts of SLR and surge-induced overtopping events along the Bay 

of Fundy dykelands, more spatiotemporally varying hydraulic head and geophysical data 

would help to improve model calibration and assessment. The hydraulic head data would 

allow for a better understanding of the spatial distribution of head and could be used for 

validation of the model outputs. More resistivity profiles and time-lapse surveys would help 

to capture the freshwater-saltwater interface and extent of tidal impacts. Also, deep 

borehole logs would be helpful for investigating the stratigraphic profile and resultant 

changes in hydraulic conductivity. Lastly, all these recommendations would better support 

the development of a three-dimensional numerical model which could be used for more 

realistic and reliable simulations to better inform dykeland management strategies for a 

larger area and with groundwater pumping and irrigation scenarios considered. 

The climate change assessment conducted in this study highlights new risks that should be 

considered in provincial dykeland management and climate change adaptation plans. 

Considering how different dykeland management strategies impact coastal-aquifer 

interactions and fresh groundwater drinking supplies has generally been overlooked in 

dykeland decision making processes that focus on surface conditions. Human decision 

making is often emotive, and we tend to focus on what we can see and experience. Further 
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research and associated communication on the unseen subsurface influence of tides, dykes, 

sea-level rise, and storm surges is needed to increase stakeholders’ and decisionmakers’ 

awareness and to develop climate-resilient coastlines in Nova Scotia and worldwide.  
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Figure A1. HGS model outputs for a) mass balance errors and b) water balance errors. As advection (which would be 

impacted by water balance errors) leads to solute transport, the absence of errors for the mass (solute) balance and the 

concurrent pronounced errors in the water balance are likely indicative of an issue in water balance error calculations 

in the HydroGeoSphere code when density-driven flow is activated. Similar issues have been noted by other coastal 

hydrogeology researchers in email communications. 
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Figure A2. HGS model output for a) Peclet number in the x direction and b) Peclet number in the z direction. Results are 

from the 2100 RCP 8.5 SLR scenario (see Figure 22). 
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Figure A3. Post-SLR4 results without tides. a) 1-month post-SLR, b) 80 years post-SLR, and c) 260 years post-SLR. See 

link for video: SLR4_scenario_260yr. 

 

https://dalu-my.sharepoint.com/:f:/r/personal/nc974614_dal_ca/Documents/MASc/Thesis/SLR4_scenario_260yr?csf=1&web=1&e=Ks4UbY
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Figure A4. HGS model outputs for pressure-saturation curves (a and c) and relative permeability-saturation curves (b 

and d). Panels a) and b) are from the original van Genuchten (1980) parameter selection, and panels c) and d) are from 

the default HGS van Genuchten (1980) parameter selection. 
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Figure A5. HGS model output for a) Peclet number in the x direction and b) Peclet number in the z direction. Results are 

from the 2100 surge simulation (three-years post-surge, see Figure 24). 


