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Abstract 

 Accelerated MRI is key for emergency medicine situations like acute ischemic stroke 

(AIS). Though acceleration alters image quality, neuroradiologists may remain able to 

report stroke pathology. This thesis examines trade-offs between acceleration factor (R) 

and neuroradiologists' task-specific diagnostic confidence in reporting AIS and chronic 

stroke, and assesses correlations between confidence and image quality metrics (IQMs).  

 18 participants were scanned using 0.5 Tesla MRI. Image data were retrospectively 

undersampled (R = 1-7X) and reconstructed via compressed sensing. Diagnostic 

confidence was ranked (1-5 Likert scale) and was correlated to IQMs via non-linear 

regression modelling. 

 Neuroradiologists’ confidence remained high at R = 7X (p > 0.05) for AIS but 

decreased at R = 3X (p < 0.05) for chronic stroke. No IQMs correlated with confidence 

for AIS but all correlated to various degrees with confidence for chronic stroke, 

suggesting IQM performance does not necessarily indicate an image’s usefulness for a 

specific diagnostic task.  
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Chapter 1: Introduction 

 This chapter includes a description of the stroke pathology of interest in this thesis, 

with particular focus on diagnosis and treatment of acute ischemic stroke (AIS). As the 

current standard-of-care (SOC) diagnostic imaging modalities for rapid diagnosis of AIS, 

trade-offs between computed tomography (CT) and conventional clinical magnetic 

resonance imaging (MRI) systems (those at 1.5 Tesla (T) or 3 T main magnetic field 

strengths) will be explored, segueing into the motivation for this research work via a 0.5 

T MRI system and setting the framework for the main objectives and hypotheses of this 

thesis.  

1.1. Stroke 

 Stroke is defined as brain tissue deprived of vascular perfusion that can therefore 

infarct (i.e. die due to obstruction of local circulation) due to the tissue being starved of 

oxygen and nutrients [1] and can be both acute and chronic. There are two overarching 

types of acute stroke [2]: ischemic stroke, which is due to a blood clot, and hemorrhagic 

stroke, which is due to a bleed.  

 For the purposes of this thesis, chronic stroke may be defined as chronic ischemic 

lesion burden, which may otherwise be known as white matter disease. Chronic stroke 

tends to be more diffuse compared to acute stroke and does not occur precipitously (i.e. 

suddenly, progressing rapidly). Chronic stroke may occur as a result of acute stroke or 

other risk factors, such as aging. With aging, small blood vessels that feed the brain’s 

white matter can occlude (i.e. close) or sclerose (i.e. harden/thicken), resulting in a 
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narrowing of their lumen (i.e. space where blood flows through vessel) over time, which 

can also starve surrounding brain tissue from nutrients and oxygen. 

 Both acute and chronic stroke are clinically important. However, acute stroke are 

significantly more time-sensitive because they have the potential to be treated to 

minimize their lasting damage or potential for causation of death. For chronic stroke, 

assessing age and other risk factors is important to their treatment regime, but they do 

not carry the same burden of time-sensitivity. Since chronic stroke is not typically 

considered a medical emergency, it will therefore be secondary in importance to this 

introductory discussion. 

1.1.1. Acute Ischemic Stroke 

 Of the two types of acute stroke, this thesis work focuses on AIS. AIS is more 

common than hemorrhagic stroke, of which the latter occurs in less than approximately 

one quarter of stroke cases [1] [2]. AIS tends to be quite focal within brain tissue, occurs 

precipitously, and can range in severity [2]. Severity is not to be confused with 

seriousness, however; all AIS are serious and require immediate medical attention.  

 There are two types of AIS, as follows: (1) embolic and (2) thrombotic (Fig. 1). With 

embolic AIS, a blood clot formed elsewhere in the body travels up through the 

bloodstream to the brain [3]. If the blood vessel in the brain has a decreased cross-

sectional luminal area, the clot may lodge (i.e. embolism), resulting in restricted vascular 

perfusion. On the other hand, thrombotic AIS is due to arterial blockages resultant from 

atherosclerosis, particularly in the major arteries of the neck that provide blood to the 

brain [3]. Atherosclerosis is the build-up of plaques, or fatty deposits, along the inner 
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wall of the vessel [4], which cause the vessel wall to occlude. If these plaques rupture, 

this can trigger the process of clot formation [4] (i.e. thrombosis), also resulting in 

restricted vascular perfusion.  

 

Fig. 1. Acute ischemic stroke illustration from website [4] with added text on left. 

 The result of either an embolic or thrombotic AIS is therefore ischemia at the embolic 

or thrombotic site, known as the infarct core, while brain tissue surrounding the infarct 

core may be hypoperfused and, as a result, not yet infarcted [1]. Infarction ensues once 

brain tissue is starved from vital oxygen and nutrients, thus hypoperfusion may lead to 

infarction. However, hypoperfused brain tissue, known as the ischemic penumbra, is 

salvageable due to collateral blood flow [1], whereas infarcted brain tissue is irreversibly 

damaged [1]. Therefore, rapid diagnosis and treatment of acute stroke is time-critical to 

achieving better patient outcomes by preventing infarction and salvaging hypoperfused 

tissue. 
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1.1.2. A Medical Emergency  

 The global impact of stroke is such that it is the second leading cause of mortality [5] 

and one of the major leading causes of acquired disability [6]. In Canada, stroke is the 

second leading cause of dementia in the form of vascular dementia [7] and the third 

leading cause of mortality [8]. Roughly over three quarters of stroke are AIS [9], and, 

according to the American Heart Association (AHA), the prevalence of stroke was 101.5 

million people, globally, in 2019 [9]; this means that at least as many as 76 million 

people had AIS in 2019, alone.  

 “Time is brain” is an adage, coined by Gomez [10], which points to the time-

sensitivity of AIS such that delays in diagnosis and treatment lead to destruction of 

neurons, synapses, and myelinated fibers [11] in the brain. For example, Kunz et al. [12] 

concluded that every 10-minute delay in treatment yielded an average 39 days of life 

with disability, which gives context to the degree of acuteness associated with AIS, 

elucidating it as a medical emergency.  

 To minimize their negative impact, medical emergencies like AIS require rapid 

diagnosis in order for treatment procedures to be identified and administered as early 

as possible. This thesis therefore focuses, primarily, on the opportunity to diagnosis AIS 

rapidly in order to limit the negative impact of AIS. Given the high global prevalence of 

occurrence of AIS out of all stroke, research into the field of rapid diagnosis of AIS is 

warranted: the more rapid the diagnosis of AIS, the faster the patient can be triaged to 

receive the appropriate treatment, which is critical to both limiting and reversing the 
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extent of damage due to brain tissue infarct [1], thereby greatly improving patient 

outcomes. 

1.2. Diagnosis and Treatment of Acute Ischemic Stroke in Emergency Medicine 

 In this section (Section 1.2.), existing clinical workflows to diagnose AIS will be 

addressed, focusing on rapid diagnostic imaging SOCs. Relevant magnetic resonance 

(MR) stroke imaging protocols will then be discussed in greater detail to aid in the 

justification, later on in this thesis, as to why certain imaging protocols were the focus of 

this research work. A brief discussion of AIS treatment follows. 

1.2.1. Existing Clinical Workflows 

 Existing clinical workflows for the diagnosis and treatment of AIS involve a 

coordinated multi-step collaboration between the many different healthcare 

professionals involved. From the time paramedics are called and/or the patient enters 

the doors of the emergency department (ED), the medical centre’s stroke team [13] is 

notified, and their stroke protocol is activated. The suspected stroke patient will be 

triaged as emergent [13] and will immediately proceed to assessment.  

 As part of the standard stroke protocol, a patient with suspected stroke is not triaged 

to receive the appropriate treatment without a diagnosis of AIS, which is largely in part 

provided by diagnostic brain imaging modalities, such as CT and/or MRI, since these 

modalities may be used to report stroke pathology. Due to the emergent nature of AIS, 

it is critical that diagnostic imaging be rapid in order to proceed, as quickly as possible, 

to the necessary treatment. 
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1.2.2. Imaging Standards-of-Care for Rapid Diagnosis  

 According to the most up-to-date recommendations for emergency evaluation of 

patients with AIS from Canadian Stroke Best Practices by J. M. Boulanger et al. [13],  

All patients with suspected acute stroke should undergo brain imaging with non-contrast 
CT or MRI [13]. 

The most up-to-date guidelines for emergency evaluation of patients with AIS from the 

AHA/American Stroke Association (ASA) by Powers et al. [14] state, 

All patients with suspected acute stroke should receive emergency brain imaging 
evaluation on first arrival to a hospital before initiating any specific therapy to treat AIS 
[14]. 

Interestingly, [14] was updated from the previous AHA/ASA guidelines only a year prior 

which stated,  

All patients admitted to hospital with suspected acute stroke should receive brain imaging 
evaluation on arrival to hospital. In most cases, noncontrast CT (NCCT) will provide the 
necessary information to make decisions about acute management [15].  

Although [15] doesn’t make an up-front mention to use CT or MRI like the Canadian 

guidelines [13], it does reference select patients where MRI may be part of the protocol 

for diagnosis and treatment of AIS – but otherwise the guidelines [15] are not highly 

recommending of MRI and are therefore restrictive of its suggested use in this context. 

The updated AHA/ASA guidelines state more generally, recommending the use of 

emergency brain imaging [14] in the same section that used to specifically recommend 

noncontrast CT (NCCT) [15]. The change stems from the fact that the new guidelines 

pointedly recommend, in an equally non-restrictive way, the use of CT or MRI for 

emergency evaluation. The updated recommendations from [15] to [14] within the span 

of one year speaks to the fact that this is a rapidly evolving field as active investigations 

are ongoing. Despite these recommendations and guidelines, however, in most United 
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States and Canadian EDs, the reality is such that the current modality serving as the SOC 

for first-line imaging of indications and subsequent rapid diagnosis of AIS is CT. In fact, 

[13] acknowledges,  

In most Canadian centers, a CT approach may be more practical and more readily available 
than an MR approach. Choice of imaging modality should be based on most immediate 
availability and local resources [13]. 

 A typical clinical workflow in the context of CT as first-line imaging includes rapid 

assessment of the suspected stroke patient by various standard means, ordering an 

emergent CT scan of the brain, and ensuring immediate access to the CT scanner [13]. 

The patient is transported to the CT scanner, which is often located at the point of care 

(POC) in the ED. The CT protocol commonly used for imaging of acute stroke first 

acquires images via NCCT, which are primarily sensitive to detection of hemorrhagic 

stroke and, to a lesser extent [16], sensitive to detection of AIS. Although hemorrhagic 

stroke is less common than AIS, hemorrhagic stroke is ruled out first via NCCT [1] in 

order to dictate the appropriate treatment. NCCT may also help to rule out stroke 

mimics [1], examples of which include infections or brain tumours. Depending on the 

clinical situation and/or the medical centre, some CT protocols for imaging of acute 

stroke will acquire images additional to NCCT, such as CT angiography (CTA) and/or CT 

perfusion (CTP) [1].  

 The standard CT protocol for imaging of acute stroke at Nova Scotia Health (NSH) 

[17], for example, includes NCCT, CTA, and CTP. Typically, if NCCT yields positivity for 

hemorrhagic stroke then the patient may or may not be imaged further via CTA prior to 

proceeding immediately to the appropriate treatment. Alternatively, if NCCT yields 
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positivity for AIS then the patient would be imaged further via CTA and/or CTP prior to 

proceeding immediately to the appropriate treatment. Assuming hemorrhagic stroke 

has been excluded, if NCCT is negative for AIS, but AIS is still strongly suspected based 

on clinical presentation, then the patient may be imaged further via CTA and/or CTP. In 

many cases, however, despite AIS being strongly suspected, the acquired CT images 

(whether NCCT, CTA and/or CTP) may remain negative for AIS; if this is the case then 

subsequent diagnostic imaging, using conventional clinical MRI systems, is usually 

necessitated. 

 Generally, a patient whose CT or MRI scan yields positivity for AIS will be admitted, 

post-treatment, as an inpatient to the stroke unit for monitoring [14]. Additionally, a 

patient whose CT images yielded negativity for AIS, but who remains a suspected AIS 

patient and is awaiting an MRI scan, will also typically be admitted as an inpatient to the 

stroke unit for monitoring. In the latter case, however, there are challenges associated 

with scheduling conventional clinical MRI scanners. Scheduling challenges, due to well-

known waitlists for accessing MRI exams, commonly cause suspected AIS patients to 

experience delays in accessing a clinical MRI scan and, consequently, to experience 

delays in accessing treatment [13] in the case their clinical MRI scan yields positivity for 

AIS. Further to this point, longer waits to receive clinical MRI scans yield higher rates of 

inpatient bed occupancy, which reduces capacity for other patients who require 

inpatient admission to the stroke unit and increases associated monetary costs [71], 

[72]. However, all of this assumes that the medical center is not only equipped with an 

MRI machine, but that there is timely access to it. As a result, if MRI is not available then 
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patients with suspected AIS may be treated without undergoing MRI subsequent to CT. 

Therefore, some stroke protocols and/or medical centres will proceed to treatment of a 

suspected AIS without further imaging solely based on clinical presentation, despite the 

CT scan remaining negative for AIS [14]. However, studies show that imaging provides 

the necessary information to radiologists, such that the patient receives a better 

diagnosis and treatment, as well as an improved prognosis [13], [73].  

 Outside of North America, however, some EDs have deemed MRI, instead of CT, to 

be the primary imaging modality and thus SOC for rapid diagnosis of AIS. For example, 

as early as 2009, the French National Authority for Health’s clinical practice guidelines 

for early management of stroke [18] state,  

 MRI is the most effective examination for early diagnosis of signs of recent ischemia and it 
can also show  intracranial bleeding. It should be the preferred course of action. If MRI is 
possible as a first-line examination,  it should be accessible as an emergency procedure 
and short protocols should be used including the  following sequences: diffusion, FLAIR, 
gradient echo (grade B). If emergency access to MRI is not possible, a  cerebral CT scan 
should be carried out. This examination does not consistently show signs of recent ischemia, 
 but it can be used to view intracranial haemorrhaging [18, p. 10, emphasis added].  

Additionally, as referenced above, some North American EDs are following suit, using 

MRI as the imaging modality of choice defined in their acute stroke protocols. For 

example, University of California, Los Angeles (UCLA) Health [19] states:  

 At UCLA, all acute patients should go to MRI first, if available within 15 minutes of arrival and 
no contraindication to MR, ordering “Interventional Stroke MRI Protocol”. If MRI not available 
within 15 minutes, all acute patients should instead go to multimodal CT, ordering “Reduced 
contrast dose Stroke CT protocol” [19, Sec. I.D.]. 

 It is interesting to note that the protocols from both France and UCLA Health make 

reference to the preference of MRI over CT with the caveat that the MRI be available. 

Furthermore, the Canadian guidelines [13] reaffirm that “decisions regarding MRI 

scanning should be based on MRI access, availability and timing of appointments” [13], 
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all of which can be limiting factors to choosing what they call an “MR approach” [13]. 

 Despite the general consistency, however, in identifying MRI as more sensitive to CT 

in diagnosing AIS, the fact that CT is more commonly used as first-line imaging speaks to 

not only the current lack of dedicated emergency medicine POC MRI systems, but also 

to the aforementioned scheduling challenges currently associated with booking clinical 

stroke exams on conventional clinical systems.  

 Therefore, based on culminating the aforementioned guidelines, MRI complements 

the use of CT in cases where NCCT has not only ruled out hemorrhagic stroke but also 

yielded negativity for AIS despite AIS still being suspected due to clinical presentation, 

and where an MRI system is immediately available after imaging via NCCT. The rationale 

for why MRI might compliment CT in these cases is that, because hemorrhagic stroke is 

less common than AIS, a higher proportion of stroke cases will involve identifying the 

presence or absence of AIS once hemorrhagic stroke has been ruled out, and MRI is 

superior to CT in diagnostic sensitivity for AIS. Further, personal communication with 

neuroradiologists at NSH reaffirmed that if an AIS diagnosis can be confirmed via MRI, it 

is preferred, rather than proceeding to treatment for AIS solely based on clinical 

presentation and an AIS-negative NCCT in the absence of information provided by MRI.   

1.2.3. Magnetic Resonance Stroke Imaging Protocols  

 Across MRI stroke protocols, there may be multiple and various different sequences 

with their parameters nuanced to the medical centre’s MRI system(s) and to their health 

care teams’ needs to detect and diagnosis AIS safely, timely, and accurately. However, it 

is standard for MRI stroke protocols to have the following sequences, each with 
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different contrasts in order to provide unique information: some form of gradient echo 

sequence, such as perfusion weighted imaging (PWI) or susceptibility weighted imaging 

(SWI); time of flight (TOF) MR angiography (MRA); transverse relaxation time (T2) fluid 

attenuated inversion recovery (FLAIR); and diffusion weighted imaging (DWI) with its 

corresponding apparent diffusion coefficient (ADC) map [1]. Some medical centres may 

also use complementary sequences, examples of which may include additional T2-

weighted images [1] [20] and/or longitudinal relaxation (T1)-weighed images [20]. For 

example, the MRI protocol for imaging of acute stroke at NSH includes axial SWI, 

oblique TOF MRA, axial T2 FLAIR, axial DWI/ADC, as well as axial T2 fast spin-echo (FSE) 

and sagittal T1 FLAIR. Specifically, axial T2 FSE is complementary to axial T2 FLAIR and 

sagittal T1 FLAIR is then complimentary to the T2-weighted images due to the different 

contrast (i.e. T1 versus T2) and orientation (i.e. sagittal versus axial). These differences 

help a neuroradiologist confirm whether something visualized by one specific contrast is 

in fact stroke pathology and not some other type of pathology or artifact, respectively. 

 Similar to CT stroke protocols, it is important for MRI stroke protocols to not only be 

able to screen for, and rule out, hemorrhagic stroke but of course also be able to 

diagnose AIS. Table I outlines some of the MRI stroke protocol sequences, why they are 

used, the main weighting they rely on, (e.g. T1, T2, effective T2 (T2*)), and the general 

length of their echo time (TE) and repetition time (TR) pulse sequence parameters.  
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 When pulse sequence parameters, TE and TR, are listed as long or short, these 

lengths are with respect to the relaxation time (e.g. T1/T2/T2*) of interest to generate 

the desired contrast; they are not with respect to one another. In fact, TE is always 

shorter than TR for most sequences (for any conventional definition of these times). TE 

lengths primarily affect T2- and T2*-weighting such that, in general, lengthening TE will 

increase T2 or T2*-weighting. On the other hand, TR lengths primarily affect T1-

weighting such that, in general, shortening TR will increase T1-weighting. As an example, 

T2 FLAIR is a T2-weighted sequence and thus TE and TR are lengthened. However, TR is 

lengthened not only to minimize T1-weighting but also to allow for inversion recovery of 

signal required to suppress otherwise bright signal from cerebral spinal fluid (CSF). 

 DWI is an additional MRI stroke protocol sequence and is both T2-weighted and 

diffusion weighted. DWI obtains contrast via sensitization to the ADC through the use of 

diffusion gradients. The sequence parameters that control the strength and timing of 

the diffusion-encoding gradients can be combined into a single number known as a b-

(a) sequence (b) use (c) weighting (d) TE & TR length

SWI ▪ first sequence in protocol ▪ T2*-weighting TE: long [21]

   ▫ typically gradient echo TR: short [21]

▪ screens for hemorrhagic stroke

   ▫ capable of visualizing hemorrhage (i.e. bleeding) and veins [1] [21]

   ▫ more sensitive MRI sequence for this

TOF MRA ▪ detection of AIS ▪Not Applicable TE: short [28] 

   ▫ shows signal intensity contrast between flowing and stationary tissue TR: moderate [28]

      ◦ ideal for imaging of vascular flow 

         (e.g. visualization of any occluded or sclerosed blood vessels) [1] 

T2 FLAIR ▪ detection of AIS ▪ T2-weighting TE: long [67]

   ▫ shows signal hyperintensity when there is an ischemic infarct [1] ▫ suppresses otherwise  TR: long [67] 

   ▫ aids in the identification of the stage of AIS disease progression    bright signal from

      (since ischemia can lead to infarction)    CSF making it 

▪ assessment of chronic stroke (as it is defined in Section 1.1.) [1]    appear dark 

relaxation time; FLAIR = fluid attenuated inversion recovery; T2* = effective transverse relaxation time; CSF = cerebral spinal fluid

TE = echo time; TR = repetition time; SWI = susceptibility weighted imaging; TOF MRA = time-of-flight magnetic resonance angiography; T2 = transverse 

TABLE I: Example of some MRI stroke protocol (a) sequences, (b) why they are used, (c) the main weighting they rely on and (d) the

general length of their TE and TR pulse sequence parameters.
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value typically on the order of 1000 s mm-2, with higher b-values introducing more 

diffusion weighting [29], in addition to a matching acquisition at b = 0 s mm-2. In AIS, 

DWI shows signal hyperintensity when there is restricted diffusion resultant from blood 

vessel occlusion, and parametric ADC maps calculated from the DWI data can be used to 

quantify the level of restricted diffusion [1]. In the presence of restricted diffusion as a 

result of ischemia and/or infarction signal hyperintensity on DWI typically corresponds 

with signal hypointensity on ADC maps. Note that DWI is most useful for identifying 

early AIS disease progression since the images can visualize ischemic tissue that has not 

yet infarcted [1].  

 However, given that signal hyperintensity is seen with either ischemia and/or 

infarction on DWI, T2 FLAIR images can be used in conjunction to aid in the distinction 

between the two and thus aid in the identification of AIS disease progression. For 

example, if DWI shows signal hyperintensity (i.e. bright spot) in one anatomic region of 

the brain, while that same anatomic region shows normal signal intensity on the T2 

FLAIR image, then AIS is likely in early disease progression and may represent ischemic 

tissue that has not yet infarcted. DWI signal hyperintensity and corresponding normal T2 

FLAIR is known as the DWI-T2 FLAIR mismatch [1]. On the other hand, DWI and 

corresponding T2 FLAIR signal hyperintensity may indicate infarction. The disease 

progression of AIS is important in the determination of the appropriate treatment for 

the patient, since infarcted tissue is considered to be irreversibly damaged but ischemic 

tissue may be salvaged upon treatment. 
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1.2.4. Treatment  

   Diagnosing hemorrhagic stroke versus AIS is critical in determining the action plan for 

treatment and whether or not a thrombolytic therapy (also known as fibrinolytic 

therapy), such as Tissue Plasminogen Activator (or tPA) should be administered. tPA acts 

to dissolve blood clots, thereby restoring blood flow through the originally clotted 

vessel. In the case of hemorrhagic stroke, a neurosurgical approach to treatment is 

taken since administering tPA would clearly further bleeding in the brain and could 

therefore cause patient death. In the case of AIS, however, clot dissolution and 

subsequent restoration of blood flow can be life-saving. In the case of treating AIS, tPA 

should be administered as soon as possible [13], with the caveat that it cannot be 

administered past the upper limit of a critical time window. Once the upper limit of this 

time window has been surpassed, a neurosurgical approach, such as endovascular 

therapy (EVT), is required (again, with the caveat that this therapy cannot be performed 

past the upper limit of a separate critical time window) [13].  

 The duration of these critical time windows are not listed because they may depend 

on the geographic location, the chosen therapy, as well as the clinical context and 

judgements made by the physicians involved. The existence of these critical time 

windows alludes to a major pitfall associated with delays in accessing a standard clinical 

MRI stroke exam due to scheduling challenges on conventional MRI systems and a lack 

of dedicated POC MRI systems: by the time the suspected AIS patient receives their 

clinical MRI exam, these critical time window(s) may have passed. The time criticality of 
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diagnosing and treating AIS is reinforced by studies, such as [72]-[75], which have 

identified additional important benefits to MRI in emergency stroke management.  

1.3. Computed Tomography versus Magnetic Resonance Imaging  

 In this section (Section 1.3.), a basic understanding of image acquisition via CT and 

conventional clinical MRI systems will be provided solely for the purposes of 

understanding one of the major trade-offs for using these imaging modalities in the 

diagnosis of AIS in emergency medicine: image acquisition speed. Additional trade-offs 

for the use of CT versus conventional clinical MRI systems in emergency medicine will be 

explored, including a discussion of where conventional clinical MRIs have attempted to 

address these trade-offs, but where pitfalls in their use remain, and thus where the use 

of the 0.5 T MRI system becomes impactful. Finally, in Section 1.4, an introduction to 

compressed sensing (CS) as a method for prospectively accelerating MR image 

acquisition, in addition to assessing image quality via subjective and objective methods, 

will be provided.  

1.3.1. An Introduction to System Basics: Image Acquisition 

 Considering the imperativeness of diagnosing and treating AIS rapidly, it is important 

to understand how CT and MRI acquire images since image acquisition is an important 

part to consider, among others, in the overall scan-to-treatment time. 

 A CT imaging system consists of the CT machine and a motorized table upon which 

the patient lies supine (Fig. 2) [30]. The CT machine consists of an x-ray source and x-ray 

detectors, which rotate around the patient [30].   
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Fig. 2. Example of a computed tomography imaging system from [23]. 

 CT imaging systems operate on the basis of acquiring computed digital images of 

transverse slices of the anatomy of interest [31], whereby axial CT scans are commonly 

used for brain imaging [30]. For example, one transverse slice constitutes a single scan, 

or two-dimensional brain image [31]; thus, in order to obtain a 3D volume of 2D images 

representative of the entire brain [30], multiple CT scans must be acquired. However, 

acquiring multiple scans for CT image acquisition is rapid. Given the circular rotation of 

the CT machine, the x-ray source produces a fan-shaped x-ray beam, whereby multiple 

rows of x-ray detectors detect the x-rays passing through the patient and allow for 

concurrent imaging of multiple slices of the body [30].  

 To compare, a conventional clinical MRI system (Fig. 3) consists of the bore within 

which the patient lies supine, and the surrounding concentric layers of equipment [32] 

housed within the MRI machine.  
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Fig. 3. Example of a conventional clinical magnetic resonance imaging system from [22]. 

 There are many components that make up the hardware of an MRI system, but there 

are three components of main importance to prospectively acquiring images. For 

example, as illustrated in Fig. 4, the layer furthest from the patient is the main magnet 

(in blue), the middle layer contains the gradient coils (in purple), and the layer closest to 

the patient contains the radiofrequency (RF) transmitter and receiver [32] (in yellow and 

green, respectively). 

 

Fig. 4. Cross-sectional illustration of a magnetic resonance imaging system showing the 
important pieces of hardware required for prospective image acquisition. 
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  The main magnetic field of an MRI system, B0, is generated by the main magnet [32]. 

Note that for conventional clinical MRI systems, then, B0 = 1.5 T or 3 T. As for the 

gradient coils, there are three orthogonal linear gradient directions (e.g. one coil for 

each orthogonal direction [32] in an (x, y, z) coordinate system). There are different 

implementations of imaging that use these three orthogonal gradient directions for 

different strategies, but a common implementation strategy is such that (x, y, z) 

corresponds to frequency-encoding, phase-encoding, and slice-selection directions, 

respectively. For example, slice-selection with the z gradient would yield axial 

anatomical image slices with frequency- and phase-encoding in the remaining two 

dimensions. The RF transmitter and receiver is responsible for transmitting [32] the RF 

pulse at the chosen bandwidth and for receiving the induced RF signals from within the 

excited slice [32]. For brain imaging, the RF transmitter housed within the MRI machine 

transmits the RF pulse, while the additional RF receiver placed snug around the patient’s 

head [32] receives the induced RF signals.  

 MRI systems operate on the basis of acquiring digitized Fourier components of the 

image, called k-space data. Raw k-space data are typically acquired in 2D via a 

combination of frequency encoding in one dimension (e.g. kx) and phase encoding in 

the second dimension (e.g. ky) at the location of the anatomical slice selected via the 

frequency bandwidth of the RF pulse. During phase-encoding, the position in k-space is 

selected along the phase-encoding direction, while during frequency-encoding, an 

entire line of k-space data points may be collected in the frequency-encoding direction 

(i.e. multiple data points, separated by microseconds, are digitized along the kx 
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direction at the selected ky position). This data collection process is repeated until all ky 

positions are selected and all corresponding kx data points are digitized at each ky 

position.  

 The resolution and field of view (FOV), which are specified prior to k-space data 

acquisition, dictate the total number of ky positions to select and the corresponding 

total number of kx data points to digitize at each ky position necessary for the 2D 

Cartesian grid of k-space to be considered fully acquired. Depending on whether or not 

all k-space data were acquired as dictated by the resolution and FOV, k-space data 

acquisition may be considered prospectively fully sampled or undersampled, 

respectively. The factor by which k-space is undersampled can be referred to as the 

undersampling factor, R (also, acceleration factor).  

 Computing an inverse discrete Fourier transform (FT) on prospectively fully sampled 

2D k-space data would yield the corresponding 2D image free of any visible aliasing 

artifacts. However, computing an inverse discrete FT on prospectively undersampled 2D 

k-space data would yield the corresponding 2D image showing visible aliasing artifacts. 

Depending on the method of undersampling, however, certain reconstruction 

techniques, along with an inverse discrete FT, can be applied prospectively to reduce 

aliasing artifacts. Theoretically, this process would be repeated for all 2D slices, followed 

by an inverse discrete FT and/or image reconstruction in order to yield a set of 2D 

images that represent the anatomy in 3D. A helpful analogy for understanding sampling 

fully acquired k-space data is the Nyquist-Shannon sampling theorem [89], whereby 

insufficient sampling results in aliasing (e.g. undersampling k-space data yields an 
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aliased MR image) and sufficient sampling results in no aliasing (e.g. fully sampling k-

space data yields a non-aliased MR image).  

 Considering, in many cases, each excitation of the MRI signal is followed by collection 

of an entire line of frequency encoding k-space data points at a single k-space position in 

the phase encoding direction, phase encoding would be a limiting factor to MR image 

acquisition speed. As such, considering CT image acquisition is rapid via concurrent 

imaging of multiple slices in comparison to MR image acquisition, which is slice-by-slice, 

(and, for each slice, phase-encoding is time-cumbersome), CT bodes well for time-

critical scenarios. In fact, image acquisition speed in conjunction with the understanding 

of what AIS is – and why rapid diagnosis is critical – delineates largely why CT is primarily 

the current first-line imaging SOC across the United States and Canada for diagnosing 

AIS in emergency medicine. However, despite considering image acquisition speed as 

being a barrier to implementing MRI in the ED for diagnosis of AIS, while for CT it is 

considered a pro, both imaging modalities have additional trade-offs for their use, 

specifically in the context of emergency medicine. 

1.3.2. Trade-Offs for Use in Emergency Medicine 

 Additional to CT’s rapid image acquisition [24], CT machines are widely accessible, 

available, and inexpensive. However, CT imaging does have drawbacks. Not only does CT 

bombard the patient with harmful ionizing radiation [30] in the form of x-rays, CT 

images yield poor soft tissue contrast specifically in the case of visualizing AIS [24], [16]. 

On the other hand, MRI systems are not widely accessible or available, and they are 

cost-prohibitive, along with their comparably slow image acquisition [24]. However, 
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beneficially, MRI does not expose the patient to harmful radiation [27], and MR images 

yield superior soft tissue contrast [24], [16].  

 Despite the drawbacks of slow image acquisition speed, lower accessibility and 

availability, and higher financial costs, considering both that brain tissue is a soft tissue 

and MRI is a non-ionizing imaging modality, it would otherwise appear logical to use 

MRI for indications of AIS in the ED. In fact, research has been performed on attempting 

to make acute MRI protocols for use in emergency medicine given the widespread 

knowledge that MRI is superior to CT, specifically in regards to its ability to visualize soft 

tissue. For example, [76] [80] [81], among many other studies, utilize standard clinical 

MRI systems for AIS research in emergency medicine.  

 

Fig. 5. Main pros and cons for the use of computed tomography versus magnetic 
resonance imaging in emergency medicine. Information gathered from [16], [24], [27]. 

 These studies show that MRI is useful in diagnosing AIS, but the barriers to its use in 

the ED remain (Fig. 5), such as low accessibility and availability, and high monetary costs 

[27], whereby CT seems to outperform MRI in these areas, thus still justifying the use of 

CT as SOC in most of the United States and Canada for imaging of AIS in the ED. The 

opportunity for this thesis to contribute to these bodies of research, therefore, is based 
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on exploration of novel MRI systems and acquisitions to overcome some of these 

barriers to the use of MRI in AIS diagnosis, such as image acquisition speed.   

 

Fig. 6. Non-accelerated axial 0.5 Tesla magnetic resonance imaging brain scans, (a) T2 
FLAIR, (b) ADC, and (c) DWI, versus a (d) computed tomography brain scan for a patient 
with suspected stroke. T2: transverse relaxation time; FLAIR: fluid attenuated inversion 
recovery; ADC: apparent diffusion coefficient; DWI: diffusion weighted imaging. 

 Take Fig. 6, for example, which shows a CT scan versus fully acquired 0.5 T MRI scans 

for a patient with suspected stroke. The blue arrows show that the stroke pathology 

MRI visualized, CT completely missed; this exemplifies why it is critical to investigate 

accelerated protocols for stroke at low-field so that one day an MRI stroke protocol can 

be implemented in emergency medicine that is as fast as clinically useful. 

1.3.3. Low-Field Magnetic Resonance Imaging 

 This thesis investigates the use of an FDA and Health-Canada approved head-only 

POC 0.5 T MRI system (Synaptive Medical, Toronto, Ontario, Canada) because it was 

designed and engineered specifically in response to the aforementioned barriers 

inherent to preventing conventional clinical MRI systems for use in diagnosing AIS [25]. 

In order to mimic POC use, this 0.5 T MRI system was installed in the Biomedical 

Translational Imaging Centre (BIOTIC) (Fig. 7), which is located across the hallway from 

the emergency medicine interventional suites at the Queen Elizabeth II Health Sciences 
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Centre (Halifax, Nova Scotia, Canada) – approximately the same distance to the 

hospital’s current CT imaging suite. 

 
Fig. 7. Photograph taken by Dr. Steven Beyea of Synaptive Medical’s head-only point-of-
care 0.5 Tesla magnetic resonance imaging system located in the Biomedical Translational 
Imaging Centre (BIOTIC) lab at the QEII Health Sciences Centre in Halifax, Nova Scotia, 
Canada. 

 The 0.5 T system has several advantages in terms of accessibility compared to 

standard clinical scanners. First, the 0.5 T POC MRI system weighs approximately 1100 

kg [25], which is much lighter than standard clinical MRI systems that can weigh 

anywhere from 4,000 – 10,000 kg. Second, the 0.5 T POC MRI system can be installed 

through a loading dock and elevator [25] versus installation through rigging and building 

modifications [25] necessary with installation of the heavier and larger clinical systems. 

Third, the 0.5 T POC MRI system does not require venting of cryogens [25], such as 

helium, which is beneficial for the following two reasons: (1) helium is an expensive 

limited resource, and (2) eliminating the requirement to set up a ventilation system 

ultimately translates into the aforementioned advantage of less building modifications. 

 Lastly, with a low-field magnet of 0.5 T, the fringe field is more compact [25] because 

of both the reduced physical size of the main magnet and the reduced strength of the 
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main magnetic field than that of its 1.5 T and 3 T counterparts; therefore, stray 

magnetic fields extend shorter distances from the scanner. This is important because 

larger fringe fields require larger hospital square footage for installation – and hospital 

square footage is scarce and in high demand [25]. In addition, the lower the magnetic 

field strength, the cheaper the magnet, in general; therefore, in comparison to magnets 

at 1.5 T or 3 T in standard clinical MRI systems, the 0.5 T magnet is less expensive. 

 

Fig. 8. Example of pros and cons for emergency medicine use of conventional clinical 
magnetic resonance imaging (MRI) systems versus the head-only point-of-care (POC) 0.5 
Tesla (T) MRI system. Information gathered from [25]. 

 Additional aspects of the 0.5 T MRI system that are not outlined in Fig. 8 are the 

safety considerations that render the 0.5 T system more accessible for patient safety in 

the ED as compared to conventional clinical scanners. To explain, the three hardware 

components of main importance for prospective image acquisition – main magnet, 

gradient coils, and RF transmitter and receiver – each have an associated safety risk that 

must be considered. For example, if the patient has an implant device composed of 
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magnetic material, the main magnet may yield a ballistic effect on the implant. Further, 

the gradient coils may cause the patient to experience peripheral nerve stimulation, 

deafening acoustic noise, and/or, should the patient have metal implants, heating 

around those implants, all due to rapid switching of gradient coils. Lastly, as a result of 

thermal energy absorption due to RF power deposition, the RF transmitter may yield 

skin burns, general body heating, and/or heating around implants. Although these 

safety considerations are present regardless of whether a conventional clinical MRI 

scanner or the 0.5 T MRI system are being used, the design of the 0.5 T MRI system 

reduces the extent of the risks when compared to conventional clinical scanners. 

 For example, given that the 0.5 T MRI system (B0 = 0.5 T) is at either 1/3 or 1/6 of the 

magnetic field strength of 1.5 T or 3 T MRI scanners respectively, the ballistic effects are 

reduced. Additional examples include the head-only design and SAR constraints of this 

low-field scanner, which essentially prevent peripheral nerve stimulation and general 

body tissue heating, respectively. A major safety concern for MRI in the ED with this 

system is therefore the presence of implant devices in the above-shoulder region; 

although the system’s head-only design mitigates risk caused by implants in the below-

shoulder region, the risk of implants in the above-shoulder region remains (albeit, to a 

lesser extent due to the design of the system). These examples yield an improved MRI 

safety profile when considering the use of MRI in an emergency medicine context, and 

thus for the diagnosis of AIS in the ED, which justifies the use of this system, from a 

safety standpoint, for this research work. Lastly, it is worth mentioning that, although 

there appears to be a larger number of safety considerations when imaging with MRI 
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systems as compared to CT imaging, the major safety consideration being radiation 

exposure with CT imaging is fundamental to being able to collect scans since the imaging 

modality relies upon the use of x-rays. As it relates to safety considerations, the benefit 

of MRI is that, regardless of whether using a conventional clinical scanner or the 0.5 T 

system, sequencing parameters can be selected, and other measures taken, such that 

safety risks are mitigated.   

 Nonetheless, despite the 0.5 T MRI system addressing the drawbacks of both MRI in 

comparison to CT and standard clinical MRI in comparison to POC MRI, the barrier to 

MRI utilization in the ED remains: MR image acquisition speed is too slow. Hence, the 

problem of accelerating MR image acquisition remains unsolved, which does not bode 

well when time is of the essence – and where minutes matter – as required to achieve 

positive patient outcomes in cases of AIS. In fact, a study by Kidwell et al. in 2000 

concluded that feasibility of emergent use of MRI in AIS patients exists, but rapid MRI 

imaging must be available [74].  

1.4. Image Quality versus Acquisition Speed 

  When attempting to accelerate MR image acquisition, it is imperative to measure 

image quality. This section (Section 1.4.) briefly outlines the trade-off between 

acquisition speed and image quality, introduces how this trade-off may be addressed, 

and explains how to assess the extent to which image quality might remain clinically 

important.  
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1.4.1. Compressed Sensing: A Method for Prospectively Accelerating MR Image 
   Acquisition 

 CS is one imaging technique, among many, that can be implemented to accelerate 

MR image acquisition. The nuts and bolts of CS, as well as other reconstruction 

techniques, including techniques to accelerate image acquisition, will be discussed in 

further detail in Section 2.1.  

 In the meantime, CS can be understood as the ability to compress an image, similar 

to that which is done in JPEG compression. However, different from JPEG compression, 

where all data is first collected and then redundant information is discarded, CS 

reconstructs images whereby k-space data were either not fully acquired (in the case of 

prospective MR image acquisition) or fully acquired but undersampled (in the case of 

retrospective image acquisition) – in either case, k-space data is pseudo-randomly 

missing and the image acquisition is considered to be accelerated. Despite the 

acquisition being accelerated, however, the trade-off is such that missing k-space data 

comes at the cost of reduced image quality, especially when reconstructed using only an 

FT. Advantageously, there are alternate reconstruction methods, in particular CS 

(Sections 2.1.4. and 2.1.5.), that can be implemented to mitigate this trade-off, but it 

nonetheless remains necessary to measure the quality of the resultant images.  

1.4.2. An Introduction to Objective versus Subjective Image Quality 

 Image quality (Fig. 9) can refer to either the objective or subjective quality of an 

image. Objective image quality is calculated by a computer using image quality metrics 

(IQMs), which can be thought of as unique mathematical formulas that output numbers, 

each quantifying something specific based on the images input to the calculation. 
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Subjective image quality, on the other hand, is based on human perception. Of course, 

in a clinical context, these humans are radiologists and their perceptions are based on 

expertise in performing specific diagnostic tasks in order to make clinical decisions.  

 One might wonder why IQMs are important when, in a clinical setting, what matters 

is that radiologists can perform the necessary diagnostic task and confidently make an 

accurate clinical decision from the images. In this sense, subjective image quality 

ultimately matters most. Therefore, when it comes to research, such as assessing large 

MR image datasets, generating new MRI protocols, or doing MRI sequence 

parameterization, radiologists need to assess the associated images, first, in order to 

allow for clinical translation. However, a significant portion of time and energy must be 

dedicated by a radiologist in order to assess these images. 

 IQMs therefore become important when correlated with radiologists’ diagnostic 

confidence scores, which could allow for a priori assessment in order to streamline 

which images need to be shown to radiologists and which images can be discarded for 

future studies, ultimately utilizing less of radiologists’ valuable time going forward while 

ensuring their efforts can be directed where they will have the most impact. To this 

point, it is critical to keep in mind that just because a certain IQM performs the best 

based on its computed score of an image does not automatically extrapolate to the 

image being the best, clinically – despite this currently being a habitual way of thinking 

in the MRI field. 
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Fig. 9. An outline of image quality in the context of medical MR images.  

 IQMs have been used in studies seeking to understand if a correlation exists between 

objective and subjective image quality, whereby objective image quality is computed via 

IQMs and subjective image quality is measured via raters’ scoring subjectively perceived 

image quality. In MRI literature, these studies appear have been implemented in a 

progressive manner, as follows: IQMs computed on natural images with non-expert 

raters scoring subjectively perceived overall image quality [68]; IQMs computed on non-

pathological medical MR images with non-expert raters scoring subjectively perceived 

overall image quality [69]; and IQMs computed on non-pathological medical MR images 

with expert radiologist raters scoring subjectively perceived overall diagnostic image 

quality [42]. The latter of these studies yielded IQM studies more clinically relevant since 

a radiologist’s expert opinion of overall diagnostic image quality ultimately matters most 

in a clinical context.  
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 Specifically, Mason et al. [42], investigated 10 full-reference IQMs, concluding that 3 

IQMs – the noise quality measure (NQM), the visual information fidelity (VIF) criterion, 

and the Feature SIMilarity (FSIM) index – correlated more closely with radiologists’ 

scores of overall diagnostic image quality for images absent of pathology than the 

commonly used IQMs root mean square error (RMSE) and the Structural SIMilarity 

(SSIM) index (Fig. 10) [42].  

 

Fig. 10. Example of a study [42] where image quality metrics (IQMs) were computed on 
non-pathological medical MR images with expert radiologist raters scoring subjectively 
perceived overall diagnostic image quality. Examples of the correlation graphs were 
cropped from [42, Fig. 3.], where noise quality measure (NQM), visual information fidelity 
(VIF), and Feature SIMilarity (FSIM) correlated more closely with radiologists’ scores of 
overall diagnostic image quality for images absent of pathology than the commonly used 
IQMs root mean square error (RMSE) and Structural SIMilarity (SSIM). 

 However, overall diagnostic quality might not necessarily indicate an image’s 

usefulness for a specific diagnostic task. As such, the research work in this thesis 
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explores the IQMs that Mason et al. [42] identified as correlating with overall diagnostic 

image quality and assesses how they perform when computed on pathological images 

where expert neuroradiologists’ score their ability to perform specific diagnostic tasks as 

they would in a clinical setting. This next progression can therefore be defined as 

follows: IQMs computed on stroke pathological medical MR images with expert 

neuroradiologist raters scoring subjectively perceived task-specific diagnostic image 

quality, rather than overall diagnostic image quality as it were in the recent study by 

Mason et al. [42].  

 The concept of As Low As Reasonably Achievable (ALARA) can aid in linking the 

prominent trade-offs between CT and MRI with diagnostic image quality in the ED, 

which are radiation dose and image acquisition time, respectively. Image quality in CT is 

defined by radiation dose, whereby a higher radiation dose yields an image of better 

diagnostic quality observed by radiologists. For CT imaging, ALARA therefore defines the 

lowest possible radiation dose required to yield a diagnostically acceptable image – and 

no dose more to make the image better than necessary, so as to protect the patient 

from undue harm attributable to unnecessary levels of x-ray radiation exposure. On the 

other hand, with MRI, it is assumed that a longer image acquisition theoretically yields 

an image of better diagnostic quality. Therefore, for MRI, ALARA could define the lowest 

possible image acquisition time required to yield a diagnostically acceptable image – 

and no time longer to make the image better than necessary, so as to protect the 

patient from undue harm attributed to unnecessary delays in diagnosis and receiving 

appropriate treatment. 
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 Hence, the concept of ALARA is a guide to prevent diminishing returns to the patient 

associated with higher radiation doses and longer image acquisition times for CT and 

MRI, respectively, when there is no clear improvement in a radiologist’s ability to 

achieve the same diagnosis – only an unnecessary improvement in image quality at the 

expense of the patient’s outcome.  

1.5. Motivation of Thesis Work 

  The motivation behind the research work in this thesis is the clinically relevant 

integration of accelerated MRI scans – specifically, acceleration of the image acquisition 

– to the diagnosis of AIS in emergency medicine in the ED. A decrease in MR image 

acquisition time may achieve the following: (1) a more positive patient experience; (2) 

an increased patient throughput, thereby reducing associated burdens on the 

healthcare system; and (3) the ability for neuroradiologists to rapidly and confidently 

diagnose AIS from MRI scans in the ED.  

 Specifically, this thesis examines the research problem of determining 

neuroradiologists’ task-specific diagnostic confidence in reporting the presence or 

absence of AIS, as well as assigning Fazekas scoring for chronic stroke, using MR images 

prospectively acquired via the head-only point-of-care 0.5 T MRI system. Images were 

fully-sampled at acquisition and were then retrospectively accelerated via CS. Note that 

a Fazekas scale is used to rank the extent of chronic ischemic lesion burden. 

 Neuroradiologists’ task-specific diagnostic confidence is assessed because it is a 

requirement that resultant images remain diagnostically useful when trying to solve the 

problem of speeding up image acquisition. Further to subjective image quality, as 
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defined by neuroradiologists’ task-specific diagnostic confidence, objective image 

quality is an important metric to assess in terms of acting as a surrogate measure for 

neuroradiologists’ task-specific diagnostic confidence, specifically as it pertains to the 

use of diagnostic images. Hence, this thesis examines the correlation of various IQMs 

with neuroradiologists’ task-specific diagnostic confidence. 

1.6. Thesis Objectives and Hypotheses  

 The main objectives to addressing the research problems in this thesis are outlined in 

this section (Section 1.6.). Methods-based objectives will be discussed first, considering 

these were required to be completed before the two hypotheses could be tested. 

1.6.1. Methods-Based Objectives 

 Objective 1 is to retrospectively accelerate MR image acquisition through k-space 

data undersampling and CS reconstruction. Objective 2 is to compute objective image 

quality scores of the undersampled images output from Objective 1 via full-reference 

IQMs.  

1.6.2. Hypothesis-Based Objectives and Associated Hypotheses  

 Objective 3 is to assess neuroradiologists’ diagnostic confidence in performing 

specific stroke-related diagnostic tasks using the images output from Objective 1. The 

specific stroke-related diagnostic tasks were as follows: (1) identifying the 

presence/absence of acute stroke (hereafter referred to as the acute stroke diagnostic 

task) and (2) assigning a Fazekas score for chronic stroke (hereafter referred to as the 

chronic stroke diagnostic task). The first hypothesis of this thesis, Hypothesis A, is 

associated with Objective 3, and is as follows: Neuroradiologist raters’ diagnostic 



34 

confidence scores corresponding to performing the acute stroke diagnostic task will be 

less sensitive to increasing R than neuroradiologist raters’ diagnostic confidence scores 

corresponding to the chronic stroke diagnostic task.  

 Objective 4 is to assess the relationship between IQM scores and radiologists’ 

confidence scores. The second hypothesis of this thesis, Hypothesis B, is associated with 

Objective 4, and is as follows: the IQMs FSIM, NQM and VIF will perform better than 

RMSE and SSIM for both the acute and chronic stroke diagnostic tasks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



35 

Chapter 2: Theory and Background   

 In Chapter 1, the concept of fully acquiring a 2D grid of k-space data were introduced, 

noting that the image reconstruction was the implementation of an FT to yield the 

corresponding non-aliased anatomical 2D image. It was then stated that k-space data 

acquisition was time-consuming due to the fact that multiple phase-encoding lines need 

to be collected for each slice, which is then repeated for each of the multiple slices 

within the anatomy of interest. As such, the number of phase-encoding lines collected is 

directly proportional to image acquisition time, hence acquiring the phase encoding 

lines contribute to a slow MR image acquisition [38], [54]. Advantageously, there are 

well-tested image acquisition and reconstruction techniques that can be implemented 

to accelerate MR image acquisition.  

2.1. Accelerated Image Acquisition/Reconstruction Techniques 

 Accelerated image acquisition has traditionally been achieved through reducing the 

number of excitations (NEX) [38], and/or through undersampling k-space data through 

partial Fourier imaging (PFI) [40], parallel imaging (PI) [40], CS, or CS-SENSitivity 

Encoding (SENSE) [77]. An illustrative example of how image acquisition time can be cut 

in half will be provided for each accelerated image acquisition/reconstruction 

technique. 

2.1.1. Reducing Number of Excitations 

 MR images can be acquired at various NEX. The natural number NEX value that is set 

during sequence parameterization of the MRI scan dictates how many times each slice is 

sampled. Therefore, reducing NEX proportionally accelerates image acquisition, and this 
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is based on a priori knowledge that the number of k-space phase-encode lines collected 

is proportional to image acquisition speed [41]. For example, if NEX = 2 is reduced to 

NEX = 1, image acquisition would take half of the total time. However, signal averaging 

theory [65] tells us that, upon acquiring fewer averages of the same signal, signal-to-

noise ratio (SNR) will decrease.  

 

Fig. 11. Illustrative example of a magnetic resonance (MR) image resultant from a Fourier 
transform reconstruction of reduced number of excitations (NEX) k-space data. Each black 
square represents the same 2D slice of fully acquired k-space data: fully acquiring the 
same 2D slice of k-space data at NEX = 2 (top left) versus fully acquiring the same 2D slice 
of k-space data at NEX = 1 (top right) will yield a loss of signal-to-noise ratio, as shown in 
the example MR images (bottom, left to right). From NEX = 2 to NEX = 1, image acquisition 
time is cut in half. Example MR images are from [70]. 

 As such, implementing image reconstruction on a reduced NEX k-space data 

acquisition via an FT would yield a loss of SNR in the corresponding 2D image acquired 

at NEX = 1 as compared to that which was acquired at NEX = 2, as exemplified in Fig. 11. 
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Lastly, it is worth noting that, if reduced to NEX = 1, the remaining option to accelerate 

image acquisition even further is to start undersampling k-space data. 

2.1.2. Partial Fourier Imaging 

 PFI accelerates image acquisition by undersampling k-space data on the basis of 

exploiting the inherent conjugate symmetry of the Fourier domain.  

 

Fig. 12. Generalized illustrative example of undersampling k-space data through partial 
Fourier imaging (PFI). Top row: black corresponds to acquired k-space data; white 
corresponds to k-space data not acquired that would be zero-filled or estimated using 
conjugate symmetry during image reconstruction. Fully acquired 2D slice of k-space data 
(top left) versus acquiring only half of k-space (top right) represents an undersampling 
factor of 2. Image acquisition would be cut in half compared to if k-space data were fully 
acquired but yields a loss of signal-to-noise ratio in images from left to right (bottom). 
Bottom two images are cropped out from [66, Figs. 78.1A and 78.1B], respectively. 
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 Fig. 12 is an illustrative example for undersampling k-space data by a factor of two 

through PFI. The missing k-space data can be zero-filled, yielding a lower SNR [40], or 

estimated during image reconstruction using conjugate symmetry to reduce artifacts 

resultant from the abrupt transition between sampled and unsampled regions as would 

be the case with zero-filling. However, even if k-space data are estimated, the SNR is not 

recovered since the estimated data are not statistically independent from the acquired 

data. Whether zero-filled or estimated, applying image reconstruction via an FT to the k-

space data would yield an anatomical image with lower SNR, compared to if k-space 

data were fully acquired. 

2.1.3. Parallel Imaging 

 PI [82] [83] can accelerate image acquisition through regular, or periodic, 

undersampling of k-space phase-encoding lines. PI operates by concurrently acquiring 

the same line of k-space data from multiple coils – but this requires specific software 

and multi-coil hardware design – and higher acceleration factors can actually yield a 

lower SNR [43]. An associated constraint with PI, however, is such that a priori 

knowledge of coil sensitivity is required in order to reconstruct the image [77].  

 

 



39 

 

Fig. 13. Illustrative example of regularly, or periodically, undersampling k-space phase-
encoding lines through parallel imaging. Left: black lines correspond to acquired phase-
encoding lines; white lines correspond to phase-encoding lines not acquired. Acquiring 
every second phase encoding line represents an undersampling factor of 2, and image 
acquisition would be cut in half compared to if all lines of k-space were acquired. Right: 
example of coherent aliasing artifacts in an image (cropped from [37, Fig. 2]) resultant 
from the Fourier transform reconstruction of regularly, or periodically, undersampled k- 
space data.  

 Fig. 13, on the left, shows a regular, or periodic, 2D Cartesian pattern for 

undersampling k-space phase encoding lines by a factor of two; during prospective 

image acquisition, this pattern is called a sampling trajectory. If this sampling trajectory 

of k-space were to be acquired, reconstruction via an FT would yield coherent aliasing 

artifacts in the resultant image, as exemplified in Fig. 13 on the right, due to insufficient 

sampling of phase-encoding lines. Once in image space, the coherent aliasing can be 

removed with an appropriate reconstruction method; this occurs with the SENSE 

approach to PI. Alternative to image-space methods, like SENSE, there are also k-space 

methods, like GeneRalized Autocalibrating Partial Parallel Acquisition (GRAPPA).  

2.1.4. Compressed Sensing 

 In 2007, Lustig et al. [26] amalgamated the constructs of a signal processing 

technique, called compressed sensing (CS) [44], with MRI in order to accelerate image 
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acquisition. CS operates on the basis of three fundamental principles: (1) sparsity in 

some domain [26], (2) pseudo-random undersampling of k-space data to yield 

incoherent (noise-like) aliasing artifacts [26], and (3) optimization-based nonlinear 

reconstruction that enforces both sparsity and data consistency [26].  

 CS [Eqn. 1] [53] aims to reconstruct an undersampled image in an iterative way based 

on the trade-off between data consistency and image sparsity. 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ‖𝐹𝑢𝑚 − 𝑦‖2
2 + λ‖𝛹𝑚‖1 

[Eqn. 1] 

The data consistency term, ‖𝐹𝑢𝑚 − 𝑦‖2
2, computes the least-squares difference [53] 

between undersampled k-space data, 𝑦, actually acquired and k-space data resultant 

from the reconstruction, 𝐹𝑢𝑚. The image sparsity term, ‖𝛹𝑚‖1, computes the 𝓁1 norm 

sparsity of the reconstructed image, 𝑚, within the domain based on which sparsifying 

transform, 𝛹, was selected [53]. The sparsifying transform enforces sparsity in the 

corresponding transform domain, while thresholding is applied to the data in the 

sparsified domain to make the data ever sparser. Based on the parameters chosen, CS 

aims to reconstruct an image that is consistent with the phase-encoding lines of k-space 

actually acquired and that is sparse in the transform domain. The regularization 

parameter, λ, weighs this trade-off between data consistency and image sparsity [53], 

thus controlling how much of an effect sparsifying and thresholding are allowed to have 

on k-space data in an iterative way until both data consistency (i.e. minimizing the least 

squares difference between the reference and reconstructed undersampled image) and 
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transform sparsity (i.e. “noise” removal via thresholding) are enforced in an optimized 

way. 

 

Fig. 14. A representative example of the type and location of information stored in k-
space data (combined [54, Figs. 3.30-3.32]). k-Space data are shown on the left with the 
corresponding image (upon Fourier transform reconstruction) on the right. (a) Fully 
acquired k-space data yield a non-aliased image [54, Fig. 3.30]. (b) Fully sampling high-
frequency signal resolution information contained at the edges of k-space data yields an 
image with edge resolution, but where very little information exists about the features 
within edge boundaries [54, Fig. 3.31]. (c) Fully sampling low-frequency signal 
information contained at the centre of k-space data yields an image with very little 
information about edge resolution but with overall image contrast [54, Fig. 3.32]. 
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Fig. 15. Illustrative example of pseudo-randomly undersampling k-space phase-encoding 
lines through compressed sensing. Left: black lines correspond to acquired phase-
encoding lines; white lines correspond to phase-encoding lines not acquired. Fully 
acquiring the centre of k-space and randomly undersampling the rest of k-space, 
amounting to a total undersampling factor of 2, would cut image acquisition in half 
compared to if all lines of k-space were acquired. Right: example of incoherent (noise-
like) aliasing artifacts in an image (cropped from [37, Fig. 2]) resultant from the Fourier  
transform reconstruction of pseudo-randomly undersampled k-space data.  

 Undersampling through CS operates on the premise of a priori knowledge about the 

nature of k-space data and where particular information is located. To explain, the 

centre of k-space data is where the low frequency signal (i.e. contrast) information is 

located [54], while the edges of k-space data are where the high-frequency signal (i.e. 

resolution) information is located [54], as shown in a representative example in Fig. 14.  

 Specifically, undersampling through CS is performed in a pseudo-random fashion. 

Pseudo-random undersampling consists of fully-sampling the central 1/nth of k-space 

data (i.e. fully sampling low frequency signal information), yet randomly undersampling 

the rest of k-space data (i.e. high frequency resolution information). The outer regions 

of k-space always contain far less signal power than the center of k-space, and hence 

are more suitable for undersampling without loss of important information. As such, k-

space data is randomly sampled, but not truly randomly sampled due to fully-sampling 
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the centre; hence utilizing the term pseudo-random. Fig. 15, on the left, shows an 

illustrative example of a pseudo-random 2D Cartesian pattern for undersampling k-

space phase encoding lines by a factor of 2 (e.g. the number of phase-encoding lines 

fully sampled at the centre of k-space, plus the number of phase encoding lines 

randomly sampled at the edges of k-space, would total to half the number of total 

phase-encoding lines required for k-space to be considered fully acquired).  

 If this sampling trajectory of k-space (Fig. 15 left) were to be acquired, image 

reconstruction via an inverse discrete FT would yield incoherent (noise-like) aliasing 

artifacts in the resultant image, as exemplified on the right in Fig. 15, due to insufficient 

sampling of phase-encoding lines at the edges of k-space. Therefore, rather than an 

inverse discrete FT, a chosen CS image reconstruction technique is implemented to 

remove these incoherent aliasing artifacts (and to be considered as a CS reconstruction, 

the three fundamental principles of CS previously mentioned at the beginning of Section 

2.1.4. must be satisfied).  

 

Fig. 16. Illustrative example of irregularly, or non-periodically (truly random) 
undersampling k-space phase-encoding lines. Black lines correspond to acquired phase-
encoding lines. White lines correspond to phase-encoding lines not acquired. Amounting 
to a total undersampling factor of 2, image acquisition would be cut in half compared to 
if all lines of k-space were acquired. 
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  Fig. 16 shows irregular, or non-periodic (truly random) sampling of k-space phase-

encoding lines. It is worth mentioning that if this sampling trajectory of k-space were to 

be acquired then reconstruction via an FT would also yield incoherent aliasing artifacts 

in the resultant image due to insufficient sampling of phase-encoding lines, as is 

similarly described for pseudo-random undersampling. Although a CS image 

reconstruction takes advantage of these noise-like artifacts to iteratively denoise the 

reconstructed image, it is imperative that the centre of k-space be fully sampled due to 

the fact that the centre of k-space contains most of the signal power in the Fourier 

domain, while the rest of k-space is sparser.   

 In contrast to reducing NEX, and PFI and PI techniques, CS may recover SNR – despite 

sampling less of k-space data – due to its inherent denoising reconstruction [26] relative 

to a simple FT. One of the drawbacks of CS, however, is that image reconstruction is 

time-consuming [45]. However, access to graphics processing units (GPUs) has increased 

significantly in recent years, and this has led to improvements in CS reconstruction 

times. Additionally, increased access to GPUs has also enabled much of the work in 

artificial intelligence (AI), and there has been extensive literature in recent years [46] – 

[52] on applications of AI to hasten CS reconstruction. Nonetheless, it is important to 

note that the acceleration of image reconstruction will not be explored in the research 

work of this thesis.  

2.1.5. Compressed Sensing-Sensitivity Encoding  

 In order to accelerate image acquisition further than that which is capable by CS and 

PI, independently, CS and PI can be combined to create, for example, CS-SENSE [77]. 
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Since CS and PI have different requirements that fundamentally do not interfere with 

one another, it is possible to combine CS and PI as a single reconstruction method and 

therefore take advantage of both at once. The research work in this thesis investigates 

image acquisition acceleration from the context of CS, including coil sensitivity 

information. 

2.2. Retrospective Application of Compressed Sensing in the Literature 

 A 2D Cartesian grid of k-space can not only be prospectively sampled (Section 1.3.1., 

pg. 18-19), but it can also be retrospectively sampled. For example, prospectively fully 

acquired k-space data may then be retrospectively fully sampled or undersampled. 

Computing an inverse discrete FT on prospectively fully acquired, and then 

retrospectively fully sampled, 2D k-space data would yield the corresponding 2D image 

free of any visible aliasing artifacts. However, computing an inverse discrete FT on 

prospectively fully acquired, and then retrospectively undersampled, 2D k-space data 

would yield the corresponding 2D image showing visible aliasing artifacts. As long as the 

method of 2D undersampling creates incoherent aliasing in the sparse domain, image 

reconstruction via CS can be applied retrospectively to reduce aliasing artifacts, yielding 

a set of 2D images that represent the anatomy in 3D. Relevant to the research work of 

this thesis, CS can be used, retrospectively, to accelerate image acquisition speed and 

therefore determine the relative acquisition time [Eqn. 2] 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐴𝑐𝑞𝑢𝑖𝑠𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 =  
𝑖𝑚𝑎𝑔𝑒 𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒

𝑅
, 

[Eqn. 2] 
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where R is the acceleration factor, as dictated by the pseudo-random undersampling 

pattern.    

 The literature extensively investigates standard CS in body MRI applications [55] – 

[59], whereby the anatomies of interest or patient populations (e.g. pediatric) being 

imaged yield severe motion. For example, at the time of the literature review of this 

thesis, out of the 483 articles listed for a Web of Science search (keywords: compressed 

sensing MRI accelerate), the main applications were cardiac and lung imaging, likely due 

to inherent severe motion with respiration, with only a handful of clinically-relevant 

neurological applications to standard CS. Examples of the latter include pediatric use 

cases [60], routine/standard brain imaging protocols [33], [34], [78] and healthy 

volunteer brain imaging [35]. Specifically, [33] attempted up to R = 4X, while [35] 

investigated up to R = 5X, but only R = 2X and R = 3X, respectively, were deemed by 

neuroradiologists to yield acceptable images. Although neuroradiologists’ confidence 

were included in these studies in order to ensure the provision of clinical relevance to 

images acquired at various R, the reason for investigating image acquisition time was 

not geared for the intended use case of acute stroke, or even emergency medicine for 

that matter, but simply for routine/standard brain imaging. Not to mention that the R 

deemed to be acceptable, clinically, remained limited to R = 2-3X. In this sense, it may 

not be worth adding the longer reconstruction time required by CS when PI could 

instead be implemented to likely yield similar results.  

 Even further attempts to accelerate using CS-SENSE by [78] remained low at R = 4X 

being deemed to be acceptable, while [77] stated that R = 6X images were of poor 
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quality due to being visually blurry and showing undersampling artifacts, and that 

reconstructed images at R > 6X failed to be acceptable.  

 Further, only [34] applied to stroke, whereby acceptable image quality was deemed 

by neuroradiologists at an average reduction in image acquisition time by approximately 

one third. Overall, there is evidently a gap in the literature as it relates to accelerated 

image acquisition via CS for application to MRI in emergency medicine, specifically in the 

context of AIS. This, in addition to the imperative need to yield clinical relevance 

deemed by neuroradiologists, justifies the purpose of this research work and its 

application of retrospective CS to MRI of AIS.  

2.3. Image Quality Metrics 

 Image quality metrics (IQMs) are visual signal analysis methods that yield objective 

quantification of image quality. There are various categories of IQMs depending on the 

available image information prior to the computation: no-reference, reduced reference 

and full-reference [61]. While the other two categories of IQMs are being developed in 

the literature, full-reference IQMs constitute the more conventional existing approach. 

Full reference IQMs are computed using both the available reference image and the 

altered image derived from the reference image. The research work of this thesis uses 

full-reference IQMs, where reference images refer to the image derived from fully 

acquired, fully sampled k-space data, while the altered (typically referred to as 

undersampled or accelerated, throughout) images refer to the image derived from fully 

acquired, undersampled k-space data. The following full-reference IQMs will be used in 

this research work: root mean square error (RMSE), the Structural SIMilarity (SSIM) 
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index [61], the Feature SIMilarity (FSIM) index [39], noise quality measure (NQM) [62], 

and the visual information fidelity (VIF) criterion [63]. 

  Fig. 17 is an illustration of different ways in which an image's quality may be altered, 

showing various image distortion/degradation techniques, and demonstrates how IQMs 

respond differently to different alterations. Although the types of image alterations in 

Fig. 17 are not used in the research work of this thesis, the example may help provide 

intuition as to why there are many different ways of trying to quantify image quality, 

and why a metric that works in some cases may fail in others.  

 

Fig. 17. Example of various types of image distortions/degradations from [64, Fig. 2]. 

 Fig. 17 demonstrates how some IQMs are more sensitive to particular types of image 

alterations and/or correlate better with subjective human perception of image quality. 

For example, mean squared error (MSE) equals zero for the reference image [64, Fig. 2 

(a)] in Fig. 17, representing the metric’s best possible objective image quality, while MSE 

= 873 and MSE = 309 for [64, Fig. 2 (j)] and [64, Fig. 2 (f)] (Fig. 17), respectively. 

According to MSE, the higher the score, the worse the objective image quality. However, 

this is likely not congruent with subjective human perception of image quality when 

comparing images [64, Fig. 2 (a), (j), (f)] (Fig. 17), since [64, Fig. 2 (j)] is not only visibly 
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higher quality than [64, Fig. 2 (f)] but relatively visibly identical in quality to [64, Fig. 2 

(a)], despite the higher MSE score of [64, Fig. 2 (j)] otherwise indicating “worse” quality. 

This example opens a small window of insight into the idea that high objective IQM 

performance may not necessarily always indicate the quintessential image, especially in 

the context of medical MR images. High objective image quality has no bearing if the 

image is not useful for its specific diagnostic purpose, while the opposite may also be 

true in that, despite low objective image quality, an image might still be useful for its 

purpose. Although common in MRI literature, the idea that a higher IQM performance 

yields a better diagnostic image is extrapolatory thinking, and it should be challenged.   

2.3.1. Root Mean Square Error 

 RMSE [Eqn. 3] compares the image quality between the reference and altered 

images, both in the spatial domain, by calculating the average pixel-by-pixel (i.e. voxel-

by-voxel for MR images) difference via the following formula: 

𝑅𝑀𝑆𝐸 𝑠𝑐𝑜𝑟𝑒 = √
∑(𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝐼𝑚𝑎𝑔𝑒 − 𝐴𝑙𝑡𝑒𝑟𝑒𝑑 𝐼𝑚𝑎𝑔𝑒)2

𝑁
 

                            [Eqn. 3] 

In theory, mathematically, RMSE scores could range from [0, +∞), but, in practice, the 

maximum of the range will be bound by the images input to the calculation.  For RMSE, 

decreasing scores indicate better objective image quality (a score of zero indicates the 

best RMSE image quality score). 
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2.3.2. The Structural Similarity Index 

 The Structural SIMilarity (SSIM) index was developed based on the assumption that 

the human visual system can extract structural information from an image, whereby 

changes in the extracted structural information are perceived as image distortions [61]. 

SSIM quantifies similarities in luminance, contrast, and structural information between 

reference and altered images. SSIM scores range from zero to one, whereby scores 

decreasing from one to zero indicate best to worst SSIM image quality scores, 

respectively. See [61] for more detailed information about SSIM. 

2.3.3. The Feature Similarity Index 

 The Feature SIMilarity (FSIM) index compares the image quality between the 

reference and altered images via a complex function. FSIM relies on low-level details 

and operates on the basis that “visually discernable features coincide with points where 

the Fourier waves at different frequencies have congruent phases” [39]. This means 

that, based on physiological and psychophysical evidence, the human visual system is 

able to visually discern features that are at points of high phase congruency [39]. FSIM 

also considers changes in pixel intensity as per the gradient amplitude in order to take 

into account the effects that contrast imparts on the human visual system [39]. FSIM 

scores range from zero to one, whereby scores decreasing from one to zero indicate 

best to worst FSIM image quality scores, respectively. See [39] for more detailed 

information about FSIM.  
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2.3.4. The Noise Quality Measure 

 The noise quality measure (NQM) was developed to quantify the impact of the 

degradation type, called additive noise, on the human visual system [62]. NQM accounts 

for how contrast sensitivity (i.e. the ability of the human visual system to discern 

between an object and its background) varies with the following: (1) the distance from 

which the image is viewed, (2) the image dimension, and (3) the spatial frequency 

content [62]. NQM also accounts for variations in how the human visual system 

perceives contrast, such as “local luminance mean” [62], “contrast interaction between 

spatial frequencies” [62], and “contrast masking effects” [62]. NQM scores range from 

zero to positive infinity, whereby increasing scores indicate better objective image 

quality (a score of zero indicates the worst NQM image quality score). See [62] for more 

detailed information about NQM. 

2.3.5. The Visual Information Fidelity Criterion 

 The visual information fidelity (VIF) criterion was developed to quantify image 

information lost from the reference image to the altered image [63]. VIF computations 

include the use of a human visual system model to quantify the extent to which 

information perceived by the human visual system from the altered image is identical to 

that which is perceived from the reference image [63]. VIF scores range from zero to 

one, whereby scores decreasing from one to zero indicate best to worst VIF image 

quality scores, respectively. See [63] for more detailed information about VIF. 
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Chapter 3: Methods 

3.1. Data Acquisition 

3.1.1. Nova Scotia Health Research Ethics Board Approval  

 The NSH REB-approved protocols submitted for the purposes of this thesis were: (1) 

0.5 T Technique Development: “Development and Optimization of Point-of-Care 

Magnetic Resonance Imaging,” NSH-REB ROMEO #: 1025269 (abbreviated as TD); and 

(2) CT Negative Stroke Protocol: “Use of 0.5 T MRI in CT Negative [AIS],” NSH-REB 

ROMEO #: 1026395 (abbreviated as CTneg).   

3.1.2. Participant Recruitment and Demographics 

 Informed consent was obtained from all potential participants of this research work 

by a Research Coordinator, and MRI screening was performed by an MRI Technologist 

prior to all research scans. Post-scan, the participant was asked by the Research 

Coordinator to complete an exit questionnaire. Once the participant completed the exit 

questionnaire, their participation in the study was complete. Eligible patients were 

recruited on the basis of an attending neurology physician identifying them as potential 

participants of this research work. 

 Under the TD protocol, recruited patients were those diagnosed with AIS on 

initial POC CT scans during their ED clinical care. A total of 15 patients were recruited 

under the TD protocol who were de-identified as TD 001-015. The following 12/15 

patients (5F, 7M, average age 64y) completed participation and were therefore included 

in the research work of this thesis: TD 002, TD 004-005, and TD 007-015. The following 

3/15 patients were excluded from the research work of this thesis: TD 001, 003, and 
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006. TD 001 withdrew their consent to participate in the study due to claustrophobia, k-

space data were incompletely saved for TD 003, and TD 006 was recruited 9 days post-

stroke. The latter initiated the process by which a neuroradiologist checked all cases of 

patients with diagnosed or suspected AIS to ensure these patients had received their 

clinical CT scan within 72 hours (later changed to 120 hours) prior to recruitment. If 

outside the specified window (72 or 120 hours), patients were not eligible for the study 

and were therefore not recruited to participate. Further NSH REB-approval was granted 

under the TD protocol for the recruitment of volunteers as healthy controls. There were 

a total of 2 participants recruited as healthy participants who were de-identified as 

STRHC 001-002. 2/2 participants (2F, 0M, average age 27.5y) completed participation 

and were therefore included in the research work of this thesis. 

 Under the CTneg protocol, recruited patients were those with suspected AIS but with 

unconfirmed AIS on initial POC CT scans during their ED clinical care. As of May 7, 2021, 

there were a total of 5 patients recruited under the CTneg protocol who were de-

identified as CTneg 001-005. The following 4/5 patients (3F, 1M, average age at acute 

symptoms 60.5y) completed participation and were therefore included in the research 

work of this thesis: CTneg 001-002 and CTneg 004-005. CTneg 003 was excluded from 

the research work of this thesis due to exhaustion, which prevented the patient from 

completing the scanning process. 

 In summary, data were acquired from a total of 18 participants (10F, 8M, average age 

59y). 16/18 participants were diagnosed and/or suspected AIS patients (8F, 8M, average 
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age 63y). 2/18 participants were volunteers as healthy controls (2F, 0M, average age 

27.5y).  

3.1.3. Participant Imaging Information and Scanning Parameters  

 Patients recruited under the TD protocol were scanned by the responsible personnel 

(e.g. MRI Technologist) on the POC 0.5 T MRI system once they had completed their SOC 

during their emergency room visit and were in stable condition as admitted inpatients. 

All healthy control participants recruited under the TD protocol were scanned by the 

responsible personnel (e.g. BIOTIC Research Scientist) on the POC 0.5 T MRI system 

during a time at their own convenience since they were not receiving clinical care.  

 Patients recruited under the CTneg protocol were both admitted as inpatients and 

still in the process of receiving their clinical care, but deemed stable by the treating 

physician, when they were scanned on the POC 0.5 T MRI system. The patient received 

their 1.5 T or 3 T clinical MRI scan whenever they were able to be scheduled in; 

therefore, depending on availability, some patients received their clinical MRI scan prior 

to their 0.5 T research MRI scan, while others received their research scan before their 

clinical scan. Nonetheless, all patients recruited under the CTneg protocol were scanned 

on the 0.5 T MRI system during Wednesday or Friday research imaging hours within a 

maximum of 72 hours (which was later changed to 120 hours) after receiving their 

clinical CT scan.   

 The TD protocol set the sequences and parameter specifications for imaging of 

participants on the POC 0.5 T MRI system, whereby the appropriate personnel (e.g. 

clinicians, BIOTIC Research Scientists, etc.) built from the clinical stroke protocol used on 
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the 1.5 T MRI systems at the QEII Health Sciences Centre. The following series of 

sequences were included, listing scan times in parentheses: axial SWI (69 s), axial T2 

FLAIR (266 s), axial T2 FSE (255 s), oblique TOF MRA (458 s), sagittal T1 FLAIR (264 s), 

and DWI/ADC (97 s). Occasionally scans were repeated, if necessary. The order of scans 

was not always the same patient to patient. 

 

Parameters for relevant sequences to this thesis are listed in Table II.   

3.2. Data Processing: Retrospective Compressed Sensing Data Pipeline 

 A data pipeline was coded in MATLAB 2021b to implement retrospective MR 

image acquisition acceleration via CS, to compute IQM scores, and to generate Digital 

Imaging and Communications in Medicine (DICOM) images. Raw fully acquired (at NEX = 

3) k-space data from the prospective axial T2 FLAIR scans of all 18 study participants 

were saved and input to the data pipeline. Axial DWI images and their corresponding 

ADC maps were not processed via the data pipeline and therefore remained non-

accelerated; the images used were those acquired directly from the POC 0.5 T MRI 

system via Synaptive Medical’s reconstruction pipeline. 

 Access to the internal workings of Synaptive Medical’s reconstruction pipeline 

software was unavailable during the timeframe of this thesis work. Therefore, the coded 

TABLE II: Parameters for axial (a) T2 FLAIR and (b) DWI/ADC sequences from the TD protocol.

TR TE TI FOV NEX b-value PI # of

slices

 

acquired interpolated acquired after

at to at interpolation 

(a) Axial T2 FLAIR 5893 86 1904 1.0 x 1.2 0.5 x 0.5  250 x 216 512 x 512 250 x 250 3 --- --- 28

(b) Axial DWI/ADC 3945 83 --- 2.0 x 2.0 0.9375 x 0.9375 120 x 120 256 x 256  240 x 240 --- 0 & 1000 2x 28

T2 = transverse relaxation time; FLAIR = fluid attenuated inversion recovery; DWI = diffusion weighted imaging; ADC = apparent diffusion coefficient; 

TD = technique development;  TR = repetition time;  TE = echo time; TI = inversion time; FOV = field of view; NEX = number of excitations; PI = parallel 

imaging.  

(ms)(ms)

matrixresolution

size
 (mm x mm)(ms) (s mm

-2
)(mm x mm)



56 

pipeline was implemented such that its non-altered, fully acquired (retrospectively fully 

sampled) reference images (R = 1X) were as similar as possible, qualitatively, to the 

images output from Synaptive Medical’s reconstruction pipeline (i.e. images acquired 

directly from the 0.5 T MRI system from prospective scans).    

3.2.1. Undersampling and Compressed Sensing Reconstruction Implementation  

 All k-space data input to the pipeline had the structure [500 frequency encoding 

lines x 216 phase encoding lines x 28 slices x 3 averages (NEX) x 16 channels]. This 

means that each 2D k-space grid was 500 x 216, corresponding to (500 x 216) pixels in 

image space. The acquired image space FOV, based on k-space data acquisition 

parameters, was (500 x 200) mm, with pixel width (i.e. image resolution) of (1 x 0.926) 

mm.  

 Pre-processing was implemented prior to retrospective undersampling and CS 

reconstruction, which involved combining k-space averages to yield a data structure of 

[500 frequency encoding lines x 216 phase encoding lines x 28 slices x 16 channels], and 

zero-padding to match Synaptive’s reconstruction and FOV. Specifically, the ideal image 

space FOV, based on DICOM dimensions of (512 x 512) pixels, was (250 x 250) mm, and 

the ideal pixel width, based on DICOM dimensions and desired image space FOV, was 

(0.488 x 0.488) mm. Therefore, k-space data were zero-padded to yield a data structure 

of [1024 frequency encoding lines x 410 phase encoding lines x 28 slices x 16 channels] 

with (0.488 x 0.488) mm pixel width, based on the acquired image space FOV.  

 Pre-processed fully-sampled k-space data corresponding to each participant’s T2 

FLAIR scan were then undersampled from R = 1X to each R = 2-7X via a linear 2D 
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Cartesian undersampling pattern (i.e. sampling mask). k-Space data at each R = 1-7X, 

corresponding to each participant’s T2 FLAIR scan, were reconstructed via CS (𝛹 = 𝓁1-

wavelet, λ = 0.01) using the Berkeley Advanced Reconstruction Toolbox (BART) [36], 

yielding 18 reference, and 108 undersampled, T2 FLAIR image datasets. Images 

reconstructed from fully sampled k-space data (i.e. R = 1X) were the reference images, 

while images reconstructed from undersampled k-space data (i.e. R = 2-7X) were the 

undersampled images. 

 Post-processing was implemented in image space after retrospective 

undersampling and CS reconstruction, which involved cropping from 1024 pixels to 512 

pixels (in the dimension corresponding to frequency encoding in k-space) and zero 

padding from 410 pixels to 512 pixels (in the dimension corresponding to phase 

encoding in k-space) to maintain the (0.488 x 0.488) mm pixel width. 

 Based on recommendations in the literature [1], and input from the clinical team at 

NSH, the T2 FLAIR images and DWI with corresponding ADC maps were the focus since 

they are the images primarily used by neuroradiologists to report AIS and chronic 

stroke. In terms of relevance to a rapid MRI stroke protocol, the T2 FLAIR acquisition 

was the one chosen to accelerate because it was the much longer acquisition at 266 s. 

Not only was the DWI acquisition shorter at 97 s, and therefore its acceleration seemed 

less impactful, the capability to save a useable form of the fully sampled k-space data 

from prospective DWI scans on the 0.5 T MRI system did not exist. Further to these 

points, there was limited access to fully sampled k-space data from the other sequences 

acquired under the TD protocol (i.e. they were less amendable to acceleration), not to 
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mention the fact that one of the other sequences was already considered rapid relative 

to the other sequences in the protocol. 

 All sampling masks were generated in MATLAB via genPDF (part of the 

SparseMRI software package [79]) with parameters set such that the central eighth of k-

space data were fully-sampled with a polynomial decay rate (p) of seven. Although there 

are many pseudo-random undersampling patterns to choose from to implement CS 

reconstruction, a 2D Cartesian pseudo-random linear undersampling pattern is a 

standard example [37]. As defined within genPDF, p = 7 was chosen based on what was 

both allowable and consistent given that both the central eighth of k-space data were 

always fully-sampled while the entire grid of k-space data were to be undersampled at 

various R. The choice to fully-sample the central eighth of k-space was empirical. 

Further, despite it being more common for image reconstruction to be implemented in 

2D given a slice selection sequence and therefore 2D undersampling of k-space data, the 

BART-based CS image reconstruction was implemented in 3D to allow for normalized 

pixel intensity across all slices, rather than on a per slice basis. 

 In terms of the rationale behind choosing the reconstruction method, CS is a well-

known and well-tested MR image reconstruction method that denoises images 

determined from undersampled data relative to a simple FT. BART is a MATLAB-based 

computational MRI toolbox that can be used to implement PI- and CS-based image 

reconstructions [36] and is accessible as a Github-downloadable, free, and open-source 

toolbox. Within BART, ESPIRiT calibration was used to generate coil sensitivity 

information, and the ‘pics’ command was used to implement CS reconstruction, which 



59 

included the coil sensitivity information. 𝛹 and λ were chosen to be 𝓁1-wavelet and 

0.01, respectively, because these are relatively standard examples of CS parameters in 

the literature [55]. While it is acknowledged that the chosen parameters may not be 

optimal in this specific scenario, given that there are no known explicitly similar 

examples to reference within the literature, CS parameter tuning is out of the scope of 

this research work. 

Pseudocode 

1 For each participant’s T2 FLAIR image dataset 
2  Load raw fully sampled k-space data acquired at NEX = 3  
3  For each R = 2-7X  
4   Set λ 
5   Set coil sensitivity mapping parameters 
6   Set reconstruction parameters 
7   Sum raw fully sampled k-space data across NEX dimension  
8   Zero pad each slice to DICOM-equivalent dimensions, retaining acquired FOV 
9    FT slice dimension from spatial to frequency domain    
10   Load linear 2D Cartesian sampling mask  
11   Zero pad to equivalent dimensions as above (line 8) 
12   Undersample k-space data (line 9 * line 11 outputs)  
13           Generate coil-sensitivity maps from fully-sampled data output from line 9 
14   Generate coil-sensitivity maps from undersampled data output from line 12 
15   Reconstruct reference images (input line 9 & line 13 outputs)  
16   Reconstruct undersampled images (input line 12 & line 14 outputs) 
17   For reconstructed reference image slices output from line 15 
18    Crop, then zero pad, retaining DICOM-equivalent dimensions & acquired FOV 
19    Draw ROI around head to generate binary mask 
20    Apply binary mask to zero fill non-ROI pixels (line 18 * line 19 outputs) 
21   For reconstructed undersampled image slices output from line 16 
22    Crop, then zero pad to equivalent dimensions as above (line 18) 
23    Apply binary mask to zero fill non-ROI pixels (line 19 * line 22 outputs) 

3.2.2. Two-Dimensional Image Quality Metric Computation Implementation  

 All reconstructed reference and undersampled T2 FLAIR image datasets were 

prepared for the 2D IQM computations. Part of this preparation was normalizing all 
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image datasets. As a result, RMSE was normalized to the intensity of the reference 

image, and therefore ranged from zero to one, indicating best to worst RMSE image 

quality scores, respectively. RMSE, SSIM, FSIM, NQM, and VIF were then computed for 

each undersampled image slice (R = 2-7X) based on the corresponding reference image 

slice (R = 1X). 

 The choice to use RMSE, SSIM, FSIM, NQM, and VIF comes from previous literature 

by Mason et al. [42], which demonstrated correlations between radiologists’ scores of 

overall diagnostic image quality versus IQM scores for “clinically normal MR image[s]” 

[42] that were subject to numerous types and levels of degradations. The clinically 

normal images were from patients, but were selected so long as the 2D slice to be used 

in the study did not show evidence of pathology [42]. In this study [42], VIF, FSIM, and 

NQM were shown to correlate best with radiologists’ opinions of overall diagnostic 

image quality, while RMSE and SSIM, although standard IQMs used extensively in MRI 

literature, did not correlate best with radiologists’ opinions. Despite the fact that RMSE 

and SSIM have been used in the literature, aiming to guide the development of 

accelerated MRI protocols, they are typically not made relevant to radiologists’ 

opinions, which diminishes the clinical focus of MRI research. The research work in this 

thesis is therefore focused on assessing correlations between IQMs and 

neuroradiologists' task-specific diagnostic confidence. 

Section 3.2.1. Pseudocode continued… 

23   Determine maximum dynamic range out of reference and undersampled   
    images datasets 
24      Normalize maximum dynamic range of reference and undersampled image   
    datasets to 2^15 
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25            Eliminate all slices corresponding to 2D array of zeros  
26   Compute 2D IQMs (RMSE, SSIM, FSIM, NQM, VIF) via GetMetric function 
27   Export results to spreadsheet file.   

3.2.3. DICOM Image Library Generation 

 DICOM images were generated and saved. Each patient dataset consisted of the 

following 9 images: the reference T2 FLAIR image (R = 1X) and its corresponding 

undersampled images (R = 2-7X), the reference DWI image and its corresponding ADC 

map. 

Section 3.2.2. Pseudocode continued… 

28  Cast all reference and undersampled images to 16-bit unsigned integers 
29  For all reference image slices 
30   Obtain DICOM header info  
31   Read DICOM data info  
32   Generate new DICOM series instance but keep current study instance 
33   Generate new DICOM series number and series description 
34   Generate new DICOM window width and window center 
35  For all undersampled image slices 
36   Repeat lines 30-34 
37  Save DICOM reference and undersampled images into separate image libraries  

3.2.4. Image Dataset De-Identification and Randomization 

 All image datasets were de-identified and randomized to generate the study 

schedule (Appendix A.1.). Images from the same participant were always separated by 

images from at least two other participants, and image degradation types and levels 

were dispersed randomly throughout the six-week timeframe. 

3.3. Task-Specific Diagnostic Confidence Study with Neuroradiologist Raters 

 This study was implemented over the course of six weeks (Appendix A.1.) with three 

board-certified neuroradiologists as participating raters. Each image dataset series 

consisted of a scanned participant’s T2 FLAIR image dataset (non-accelerated or 
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accelerated), DWI image dataset and corresponding ADC map dataset (both non-

accelerated). Therefore, for each image dataset series, a T2 FLAIR image dataset, 

alongside the corresponding DWI image dataset and ADC maps dataset, was shown to 

neuroradiologists. With 18 total scanned participants, each having a T2 FLAIR reference 

image dataset (R = 1X) and a T2 FLAIR image dataset at each of the six undersampling 

factors (R =2-7X), the study included a total of 126 image dataset series shown to each 

neuroradiologist. 

 As such, every week for the six-week duration of the study, each neuroradiologist 

received a new Questionnaire (Appendix A.2.) based on the corresponding image 

dataset series schedule (Appendix A.1.) and, for each image dataset series, was 

individually asked to perform two stroke-specific diagnostic tasks (acute and chronic), as 

they would in a clinical setting, ranking their diagnostic confidence on a 1-5 Likert scale 

(0% confidence, 5 = 100% confidence). 

 Specifically, the acute stroke diagnostic task that neuroradiologist raters were asked 

to perform was, “Using the DWI and T2 FLAIR images, would you report the presence of 

an acute stroke?” The answers available for neuroradiologist raters to select were either 

YES or NO, where YES indicated the presence of an acute stroke and NO indicated the 

absence of an acute stroke. Neuroradiologist raters were then asked to rank their 

diagnostic confidence in reporting the presence or absence of an acute stroke. The 

answers available to select were as follows: 0 % confident = 1; 25 % confident = 2; 50 % 

confident = 3; 75 % confident = 4; and 100 % confident = 5.  
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 The chronic stroke diagnostic task that neuroradiologist raters were asked to perform 

was, “What Fazekas score (0-3) would you report for identification of chronic ischemic 

lesion burden?” The answers available for neuroradiologist raters to select were as 

follows: absent (= 0); punctate foci, or “caps” or pencil-thin lining (= 1); beginning 

confluence, or smooth “halo” (= 2); or large confluent areas, or irregular periventricular 

signal extending into deep WM (= 3). Neuroradiologist raters were then asked to rank 

their diagnostic confidence in reporting this Fazekas score. The answers available to 

select were as follows: 0 % confident = 1; 25 % confident = 2; 50 % confident = 3; 75 % 

confident = 4; and 100 % confident = 5. 

 Further, when possible, neuroradiologist rater(s) located the slice(s) best visualizing 

acute and chronic stroke pathology. If more than one slice was located, the IQM scores 

for each slice across the range of located slices were averaged. If only a single slice was 

located, or two adjacent slices were located, adjacent slices on either side were included 

and therefore the IQM scores for 3 or 4 slices, respectively, were averaged. In the 

absence of rater assistance and/or pathology, 3-4 non-zero-IQM-score central slices 

were selected, and IQM scores for these slices were averaged. 

 Best attempts were made to mimic what is performed in the clinical setting, whereby 

each image dataset series (the T2 FLAIR image dataset and corresponding DWI image 

dataset and ADC map dataset) was shown to neuroradiologists in a side-by-side view 

panel within the software they use in the clinical setting. Additionally, the questionnaire 

(Appendix A.2.) was developed with the help of expert neuroradiologists as a best 
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attempt to ensure they were clinically-pointed and relevant to the diagnosis of acute 

and chronic stroke. 

 Note that images that were part of an additional study, external to this thesis, were 

included for both efficient utilization of raters’ time, as well as to enlarge the dataset 

associated with the research work of this thesis to mitigate rater recognition bias. An 

additional tactic to address potential recognition bias was ensuring the inclusion of the 

following within the datasets: healthy (non-stroke) participants, stroke-positive patients 

on first-line CT imaging, stroke-negative patients on first-line CT imaging, and of the 

latter, stroke-positive and stroke-negative patients on MRI. 

Calibration 

 Pre-study, all neuroradiologists completed a single calibration questionnaire 

following the same implementation as the study described above. The calibration 

questionnaire was identical to that shown in Appendix A.2., but consisted only of the 

corresponding combinations of Patient ID and Acceleration Factor image datasets: TD 

009-010 at R = 1X, CTneg 002 at R = 3X, CTneg 001 at R = 5X, and both TD 002 and 

STRHC 002 at R = 7X. The calibration questionnaire served as a representative example 

of image datasets shown to neuroradiologist raters prior to the main implementation of 

the study to ensure their perceptions of the Likert scale were aligned with one another, 

and thus "calibrated" in their ratings going forward. In addition, neuroradiologists were 

sent a calibration email on a weekly basis (Appendix A.3.) to mitigate deviations from 

the initial calibration and to remind them that a high Likert score should be reported to 

indicate findings that they view to be either a true positive or a true negative, while a 
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low Likert score should be reported to indicate findings that they view to be either a 

false negative or a false positive. 

Verification 

 Post-study, all neuroradiologists completed a single verification questionnaire 

following the same implementation as the study described above. The verification 

questionnaire was identical to that shown in Appendix A.2., but included only the first 

two questions (acute stroke diagnostic task and associated diagnostic confidence) and 

consisted of only the corresponding combinations of Patient ID and Acceleration Factor 

image datasets: TD 002 and CTneg 002 at R = 4X; TD 009, CTneg 001, and STRHC 001 at 

R = 5X; and TD 007, CTneg 004, and STRHC 001 at R = 6X. The verification questionnaire 

served as a representative example of image datasets shown to neuroradiologist raters 

after the main implementation of the study to “verify” that a range of confidence 

ratings remained consistent and also to address any potential "errors" observed in the 

weekly questionnaires, such as typos, inaccurate stroke/no stroke results, empty 

questionnaire fields, etc. 

3.4. Data Analysis 

 To determine how to test Hypotheses A and B (Section. 1.6.2.) with statistical 

significance, the following algorithm was followed for data resultant for both the acute 

and chronic stroke diagnostic tasks: if neuroradiologists were in fair agreement then 

their confidence scores corresponding to each R were to be pooled at each R. Fair 

agreement was deemed as the inter-rater reliability measurement > 0.20, where the 

inter-rater reliability measurement was either Cohen’s kappa (κ) [90] or Gwet’s 
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Agreement Coefficient (AC) [91]. Note that κ is computed using the quantities observed 

agreement (Pa) and expected agreement by chance (Pe), whereas Gwet’s AC adjusts for 

agreement by chance.  

 If κ or Gwet’s AC ≤ 0.20 then neuroradiologists were to be reported as individual 

raters at each R. Depending on these results, it was then to be determined whether 

pooled or individual rater data were Gaussian via kurtosis calculations. Gaussianity was 

defined as a kurtosis value between 2.0 and 4.0 (inclusive). If the distribution of data 

were Gaussian, as defined by a kurtosis between 2.0 and 4.0 (inclusive), mean ± SD at 

each R value would be reported (per rater, if poor inter-rater reliability), plotting bar 

graphs of the mean including corresponding error bars of the SD, at each R value. 

Results were then to be plotted as confidence scores versus acceleration factor, and 

linear and quadratic trends were to be fit to the data to assess statistical significance of 

trends. However, if the distribution of data were non-Gaussian, as defined by a kurtosis 

< 2.0 or > 4.0, then boxplots were generated to analyze the distribution of diagnostic 

confidence scores at each R value, reporting the first quartile (Q1), the second quartile 

(Q2, also median), the third quartile (Q3), the interquartile range (IQR), the minimum 

and maximum values of the range, and quantile skewness. Note that quantile skewness 

is a measure of whether the distribution is asymmetric about the median, while 

indicating the directionality of the skewness (e.g. positive value indicates right 

skewness, negative value indicates left skewness). 

 Since performing the acute stroke diagnostic task involved binary decision-making 

(i.e. deciding whether stroke was present or absent), neuroradiologist raters were either 
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accurate or inaccurate in their performance of the acute stroke diagnostic task. An 

accurate response was either: (i) if stroke was present and the neuroradiologist rater 

selected YES, or (ii) if stroke was absent and the neuroradiologist rate selected NO. An 

inaccurate response was either: (i) if stroke was present and the neuroradiologist 

selected NO, or if stroke was absent and the neuroradiologist rater selected YES. As 

such, the neuroradiologist raters’ accuracy in performing the acute stroke diagnostic 

task could be calculated; however, since the associated diagnostic confidence in 

performing the acute stroke diagnostic task is subjective, accuracy in diagnostic 

confidence scoring cannot be calculated.  

 Neuroradiologist raters’ accuracy in performing the chronic stroke diagnostic task 

could not be calculated because diagnosis of chronic stroke is undefined in the sense 

that the Fazekas score is determined based on the subjective (albeit, expert) opinion of 

the neuroradiologist rater – unlike the acute stroke diagnostic task, which involves 

binary decision-making and thus allows neuroradiologist raters’ accuracy in performing 

the task to be calculated. When it comes to Fazekas scoring, there is no dichotomy, but 

rather a sliding scale of intensity of chronic ischemic lesion burden. Similar to the acute 

stroke diagnostic task, however, the associated diagnostic confidence in performing the 

chronic stroke diagnostic task is subjective and therefore accuracy in diagnostic 

confidence scoring cannot be calculated.   

 Results were compared to those of the Calibration (Section 3.3, pg. 64) datasets and 

were highlighted as either Accurate with Calibration Score, Consistent with Calibration 

Score, or Inconsistent with Calibration Score (Appendix A.4.). Results were also 
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compared to those of the Verification (Section 3.3., pg. 65) datasets and were 

highlighted as now Accurate, remained Accurate, remained Consistent, or Inconsistent 

with Verification Score (Appendix A.4.). 

3.4.1. Hypothesis A Testing  

Inter-Rater Reliability Computations 

 The following inter-rater reliability measurements were computed in RStudio (2021, 

Version 1.4.1106) corresponding to both the acute and chronic stroke diagnostic task 

confidence scores for all 126 images (7 R values x 18 participants) between each of the 

three neuroradiologist raters: pairwise unweighted Cohen’s kappa (κUW) ± 95 % 

confidence interval (CI), pairwise quadratic weighted Cohen’s kappa (κQW ± 95 % CI), 

pairwise Gwet’s unweighted Agreement Coefficient (AC1) ± 95 % CI and pairwise Gwet’s 

quadratic weighted Agreement Coefficient (AC2) ± 95 % CI.  

Statistical Analysis 

 Gaussianity of confidence score data were determined via kurtosis computations 

performed in MATLAB. Boxplots were generated corresponding to neuroradiologist 

raters’ pooled Likert scores at each R for the acute and chronic stroke diagnostic task 

confidence scores; and Q1, median (Q2), Q3, IQR, range, and quantile skewness were 

reported. Quantile skewness was calculated via [(Q3 – Q2) – (Q2 – Q1)] / (Q3 – Q1).  

 Wilcoxon signed-rank (exact) p-values were computed, and clinically significant p-

values were reported based on post-hoc computed Bonferroni corrected Wilcoxon 

signed-rank (exact) p-values. Based on the corrected Wilcoxon signed rank test results 

for comparisons between R = 1X and R > 1X for both the acute and chronic stroke 
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diagnostic tasks, Hypothesis A (Section 1.6.2.) could be concluded. All Wilcoxon signed-

rank statistical tests were performed in RStudio. 

3.4.2. Hypothesis B Testing  

 Hypothesis B (Section 1.6.2.) was measured using regression analysis and statistical 

testing based on the methods used by Mason et al. [42] and previous studies [68], which 

were adapted to suit the nature of the data resultant from the research work of this 

thesis.  

Regression Analysis 

 Neuroradiologist raters’ diagnostic confidence scores for undersampled images were 

evaluated as pooled and averaged raw Likert scores from 1-5 for the acute stroke 

diagnostic task and as pooled and averaged raw Likert scores that were rescaled from 0-

100 for the chronic stroke diagnostic task. Note that pooling and averaging of scores 

was allowable by the results of the inter-rater reliability computations from Hypothesis 

A testing. Whether pooled and averaged data were plotted as raw Likert scores or 

rescaled Likert scores depended on the interquartile range values corresponding to 

neuroradiologists’ diagnostic confidence scores across R = 2-7X determined from 

Hypothesis A testing.  

 For all T2 FLAIR undersampled images, neuroradiologist raters’ diagnostic confidence 

scores were separately plotted for each task versus objective IQM scores. The plotted 

data were fit to a constrained logistic function for a non-linear regression model in 

MATLAB using lsqcurvefit. Corresponding sum of squares residuals (SSR) and Spearman 

rank order correlation coefficient (SROCC) values were computed in MATLAB. SSR and 
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SROCC represent the logistic model’s goodness-of-fit to the plotted data and the 

correlation of the plotted data, respectively.  

Statistical Testing 

 Wilcoxon signed-rank (exact) tests were computed on absolute residuals, and 

clinically significant p-values were reported based on post-hoc computed Bonferroni 

corrected Wilcoxon signed-rank (exact) p-values. Based on the corrected Wilcoxon 

signed rank test results for comparisons between IQMs for both the acute and chronic 

stroke diagnostic tasks, Hypothesis B (Section 1.6.2.) could be concluded. All Wilcoxon 

signed-rank statistical tests were performed in RStudio. 
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Chapter 4: Results and Discussion 

 In this chapter, results and discussion will be provided in aggregate, transitioning 

between each result and its accompanying discussion. The only results and discussion 

that will not be provided in aggregate are those corresponding to the retrospectively 

accelerated MR images output from the data pipeline; the results will be presented in 

the following section (Section 4.1.), but the discussion will follow, separately, in Section 

4.3. 

4.1. Neuroradiologist Raw Scoring 

 In this section (Section 4.1.), neuroradiologists’ raw scoring data will be presented in 

order to portray raw agreement results and therefore aid in the examination of inter-

rater reliability. Hence, standard measures of computed inter-rater reliability will be 

presented next as part of Hypothesis A (Section 1.6.2.). Calibration and Verification 

results (Appendix A.4.) will also be commented on. 

 A total of 126 image datasets (18 participants * 7 R values) were scored by each 

neuroradiologist rater, yielding a total of 378 scores (54 scores = 18 participants * 3 

neuroradiologist raters, per R) for each of the following: (a) acute stroke: (i) 

absence/presence scores and (ii) corresponding diagnostic confidence scores; (b) 

chronic stroke: (i) Fazekas scores and (ii) corresponding diagnostic confidence scores. 
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Fig. 18. Example T2 fluid attenuated inversion recovery (FLAIR) images output from the 
undersampling and compressed sensing (CS) reconstruction pipeline from a single 
recruited acute ischemic stroke (AIS) patient. Images show (a) acute stroke lesions, 
corresponding to an identical anatomical slice and (b) chronic stroke lesions, 
corresponding to an identical anatomical slice, both at R = 1X (fully-sampled reference 
images) and R = 2-7X (undersampled images). Undersampling resulted in variations in 
image quality. 
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 Fig. 18 shows an example of 2D slices selected from an accelerated MR image dataset 

output from the data pipeline corresponding to a single recruited AIS patient. The same 

2D slice is shown for R = 1-7X for AIS, while a different 2D slice (but from the same 

image dataset) is shown for R = 1-7X for chronic stroke. These slices, in particular, were 

chosen in a best attempt to illustrate the impact of accelerating image acquisition via CS 

reconstruction on image quality in the presence of AIS (Fig. 18 a) and chronic stroke (Fig. 

18 b) pathology. Presenting these images early in this chapter serves as a visual guide to 

aid in the understanding of what might impact neuroradiologist raters’ task-specific 

diagnostic confidence scores based on the image alterations observed, laying the 

foundation for some of the conclusions that are drawn. 

4.1.1. Acute Stroke Diagnostic Task 

 The acute stroke diagnostic task that neuroradiologist raters were asked to perform 

was, “Using the DWI and T2 FLAIR images, would you report the presence of an acute 

stroke?” where accuracy in performing the task could be calculated. In this section 

(Section 4.1.1.), raw pairwise inter-rater agreement between Raters 1, 2, and 3 in 

performing the acute stroke diagnostic task will be outlined. 
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Results 

 

Fig. 19. Neuroradiologist raters' binary scores in reporting the presence or absence of 
acute stroke: 0 = absence of stroke, 1 = presence of stroke. Each row tallies to 54 scores 
(18 participant image datasets * 3 neuroradiologist raters, per R).  

 Fig. 19 illustrates the tally of neuroradiologist raters’ presence or absence scores at 

each R value, whereby rows are lined up by the undersampling factor, R, and columns 

are lined up by the presence/absence scores.  

 18/18 (100 %) Calibration (Section 3.3., pg. 64) dataset scores were highlighted as 

Accurate with Calibration Score (Appendix A.4.). 4/24 (17 %) Verification (Section 3.3., 

pg. 65) dataset scores were highlighted as now Accurate, while 20/24 (83 %) were 

highlighted as remained Accurate (Appendix A.4.). 

 Discussion 

 Raters 1, 2 and 3 all yielded 100 % accuracy in performing the acute stroke diagnostic 

task, which also corresponded to 100 % accuracy to the Calibration results. That is, all 

neuroradiologist raters selected YES when an acute stroke was present or selected NO 
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when an acute stroke was absent. Raw inter-rater agreement in performing the acute 

stroke diagnostic task was therefore 100 % (126/126 images) between: (a) Rater 1 and 

Rater 2, (b) Rater 1 and Rater 3, and (c) Rater 2 and Rater 3, yielding an average raw 

inter-rater agreement across all raters of 100 %. 

 Since accuracy in performing the acute stroke diagnostic task could be calculated, 

scores were compared using the accuracy rather than consistency. The fact that there 

were 4/24 scores highlighted from the Verification results as now Accurate is indicative 

of a limitation corresponding to the acute stroke diagnostic task results since the 4 now 

Accurate scores replaced the original scores for the corresponding datasets and thus 

yielded the 100 % accuracy in performing the acute stroke diagnostic task. Nonetheless, 

the 4 original scores were deemed to be errors, and, when consulted post-Verification, 

all neuroradiologist raters confirmed that an error had been made on their part, 

whether it be a simple oversight (e.g. empty questionnaire fields) or typographical error 

(e.g. inaccurate stroke/no stroke results, typos, etc.). The combination of all Verification 

study results yielding accurate scores (without neuroradiologist raters’ knowledge of 

why specific datasets were chosen for the Verification) along with neuroradiologist 

raters’ confirmation post-Verification that they had initially made errors, rendered it 

reasonable to replace the scores and move forward with analyses. 

4.1.2. Diagnostic Confidence in Acute Stroke Task 

 Neuroradiologist raters were asked to rank their diagnostic confidence in performing 

the acute stroke diagnostic task on a Likert scale from 1-5 (with 1 being no confidence 

and 5 being 100 % confident). In this section (Section 4.1.2.), raw pairwise inter-rater 
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agreement between Raters 1, 2, and 3 in their associated diagnostic confidence in 

performing the acute stroke diagnostic task will be outlined.  

Results 

 

Fig. 20. Neuroradiologist raters’ diagnostic confidence scores in reporting the presence or 
absence of acute stroke on a 5-point Likert scale: 1 = 0 % confident, 2 = 25 % confident, 3 
= 50 % confident, 4 = 75 % confident, 5 = 100 % confident. Each row tallies to 54 scores 
(18 participant image datasets * 3 neuroradiologist raters, per R). 

 Fig. 20 illustrates the tally of neuroradiologist raters’ diagnostic confidence scores at 

each R value, whereby rows are lined up by the undersampling factor, R, and columns 

are lined up by the diagnostic confidence scores.  

 16/18 (89 %) Calibration (Section 3.3., pg. 64) dataset scores were highlighted as 

Consistent with Calibration Score (Appendix A.4.), while 2/18 (11 %) were highlighted as 

Inconsistent with Calibration Score. Both inconsistent scores were from Rater 3, such 

that, in both cases, their original score was a Likert scores of 4, but their Calibration 

score was a 5.  
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 23/24 (96 %) Verification (Section 3.3., pg. 65) dataset scores were highlighted as 

remained Consistent, while 1/24 (4 %) was highlighted as Inconsistent with Verification 

Score (Appendix A.4.). The one inconsistent score was from Rater 3, such that their 

original score was a Likert score of 5, but their Verification score was a 4. 

Discussion 

 Despite Raters 1, 2 and 3 all yielding 100 % accuracy in performing the acute stroke 

diagnostic task, their associated diagnostic confidence in performing the acute stroke 

diagnostic task was not always rated a Likert score of 5 (i.e. 100 % confident). Fig. 20 

shows that, for the acute stroke diagnostic task, neuroradiologist raters’ raw diagnostic 

confidence scores are mainly Likert scores of 5 for the R = 1-7X dataset, with a minimal 

distribution of Likert scores across 3-4, and no Likert scores across 1-2. Diagnostic 

confidence scores corresponding to performing the acute stroke diagnostic task from 

Fig. 20 can be broken down, as follows: (a) both Rater 1 and Rater 2 had 100 % 

diagnostic confidence for 126/126 (100 %) images; and (b) Rater 3 had 100 % diagnostic 

confidence for 117/126 (93 %) images, 75 % diagnostic confidence for 8/126 (6 %) 

images, and 50 % diagnostic confidence for 1/126 (1 %) images. Raw pairwise inter-rater 

agreement is therefore as follows: 100 % (126/126 images) between Rater 1 and Rater 

2, 93 % (117/126 images) between Rater 1 and Rater 3, and 93 % (117/126 images) 

between Rater 2 and Rater 3, yielding an average raw inter-rater agreement across all 

raters of 95 %. The 5 % disagreement is solely from disparities in Rater 3's scoring since 

Rater 1 and 2 are in perfect raw agreement, which may indicate that Rater 3 could be 

more conservative in their clinical decision making process. 
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 Since accuracy could not be calculated for diagnostic confidence in performing the 

acute stroke diagnostic task, Calibration and Verification scores were compared using 

consistency rather than accuracy. Despite the fact that none of the Calibration or 

Verification scores replaced the original scores for the corresponding datasets (due to 

the fact that accuracy could not be determined), it is at least worth noting that 

inconsistencies existed and therefore may pose as a limitation to this study. It is 

interesting, nonetheless, that all inconsistences arose from Rater 3, who was suspected 

to be more conservative in their clinical decision making process. It is also interesting to 

note that none of the inconsistencies in diagnostic confidence scores corresponded to 

any of the original 4/24 results in performing the acute stroke diagnostic task that were 

changed to the Verification study results. This seems to further solidify that 

neuroradiologist raters did in fact simply make oversight or typographical errors in 

performing the acute stroke diagnostic task for these 4/24 datasets.  

4.1.3. Chronic Stroke Diagnostic Task 

 The chronic stroke diagnostic task that neuroradiologist raters were asked to perform 

was, “What Fazekas score (0-3) would you report for identification of chronic ischemic 

lesion burden?” where accuracy could not be calculated considering the Fazekas scale is 

a subjective scale and there is no gold standard for judging accuracy. In this section 

(Section 4.1.3.), raw pairwise inter-rater agreement between Raters 1, 2, and 3 in 

performing the chronic stroke diagnostic task will be illustrated.  
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Results 

 

Fig. 21. Neuroradiologist raters’ Fazekas scores (i.e. reporting identification of chronic 
ischemic lesion burden) on the following Fazekas scale: 0 = absent; 1 = punctate foci, or 
“caps” or pencil-thin lining; 2 = beginning confluence, or smooth “halo”; 3 = large 
confluent areas, or irregular periventricular signal extending into deep white matter. Each 
row tallies to 54 scores (18 participant image datasets * 3 neuroradiologist raters, per R). 

 Fig. 21 illustrates the tally of neuroradiologist raters’ Fazekas scores at each R value, 

whereby rows are lined up by the undersampling factor, R, and columns are lined up by 

the Fazekas scores (0-3).  
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Fig. 22. Raw pairwise inter-rater agreement in the identification of chronic ischemic lesion 
burden on the Fazekas scale between neuroradiologist raters (a) 1 and 2, (b) 1 and 3, and 
(c) 2 and 3. Blue represents agreement and orange represents disagreement. Left (a-c): 
breakdown of raw overall agreement (%) and disagreement (%). Right (a-c): 
corresponding breakdown into agreeing Fazekas scores and +/- difference in disagreeing 
Fazekas scores. All percentages are out of 126 total scores (18 participant image datasets 
* 7 R values) and sum to 100 % per chart.   



81 

 The pie charts on the left in Fig. 22 illustrate raw overall agreement and 

disagreement between pairwise raters in Fazekas scoring, shown as percentages of the 

total number of image datasets. The pie charts on the right in Fig. 22 illustrate the 

breakdown of the raw overall agreement between pairwise raters in Fazekas scoring, 

while raw overall disagreement is further broken down into the Fazekas score difference 

(+/-) between pairwise raters. 

 8/18 (44 %) Calibration (Section 3.3., pg. 64) dataset scores were highlighted as 

Consistent with Calibration Score (Appendix A.4.), while 10/18 (56 %) were highlighted 

as Inconsistent with Calibration Score. All three neuroradiologist raters were responsible 

for inconsistent scores.  

Discussion 

 Fig. 21 shows that, for the chronic stroke diagnostic task, neuroradiologist raters’ raw 

Fazekas scores are distributed across all Fazekas scores for the R = 1-7X dataset, with 

the majority of all scores being 0’s or 1’s. Taking the results from Fig. 21, the raw 

pairwise inter-rater agreement between Raters 1, 2, and 3 in performing the chronic 

stroke diagnostic task can be better visualized by breaking down results into pie charts, 

as shown in Fig. 22 (a-c).  

 Average raw inter-rater agreement across all raters is (64 + 38 + 52) % / 3 = 51 % (Fig. 

22). Between all 3 raters, Rater 3 overall yielded the least number of Fazekas scores of 0 

and the most number of Fazekas scores of 3, which may further indicate that Rater 3 

could be more conservative in their clinical decision making process. On the other hand, 

all pairwise inter-rater disagreements are only different by +/- 1 Fazekas score. The only 
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exception to this is for Rater 1 and Rater 3, whereby some images in disagreement were 

different by +/- 2, but this was only the case for 3/126 images. 

 It is important to note that, clinically, the Fazekas scale might not even be 

mentioned. However, chronic ischemic lesion burden will be reported, as seen, and the 

description given may correspond to a particular Fazekas score. The Fazekas scale was 

therefore used for the purposes of this thesis to create a sense of order, rather than 

trying to categorize various clinical descriptions of chronic ischemic lesion burden. 

Nonetheless, in the clinical context, chronic ischemic lesion burden will be subjectively 

assessed by an expert physician (e.g. neuroradiologist) as either pathologically relevant 

or non-pathological. For the former, referring the patient to neurology for follow-up 

care would be necessitated, while a neurology referral may not be necessary for the 

latter, especially if the chronic ischemic lesion burden is due to the natural aging 

process, for example.   

 Since accuracy could not be calculated for performing the chronic stroke diagnostic 

task and there were no associated obvious typographical errors to correct, a Verification 

study was not performed. Further, Calibration scores were compared using consistency 

rather than accuracy. Despite the fact that none of the Calibration scores replaced the 

original scores for the corresponding datasets (due to the fact that accuracy could not 

be determined), it is worth noting that inconsistencies existed and therefore may pose 

as a limitation to this study. All inconsistences were only ever different by +/- 1 Fazekas 

score, except one, which was different by +2. This seems to further solidify the fact that 

Fazekas scoring is highly subjective and accuracy is therefore too difficult to calculate.  
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4.1.4. Diagnostic Confidence in Chronic Stroke Task 

 Neuroradiologist raters were asked to rank their diagnostic confidence in performing 

the chronic stroke diagnostic task on a Likert scale from 1-5 (with 1 being no confidence 

and 5 being 100 % confident). In this section (Section 4.1.4.), raw pairwise inter-rater 

agreement between Raters 1, 2, and 3 in their associated diagnostic confidence in 

performing the chronic stroke diagnostic task will be illustrated.  

Results

 

Fig. 23. Neuroradiologist raters' diagnostic confidence scores in reporting Fazekas scores 
(i.e. identification of chronic ischemic lesion burden) on a 5-point Likert scale: 1 = 0 % 
confident, 2 = 25 % confident, 3 = 50 % confident, 4 = 75 % confident, 5 = 100 % confident.  

 Fig. 23 illustrates the tally of neuroradiologist raters’ diagnostic confidence scores 

associated with performing the chronic stroke diagnostic task at each R value, whereby 

rows are lined up by the undersampling factor, R, and columns are lined up by the 

diagnostic confidence scores. 
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Fig. 24. Raw pairwise inter-rater agreement in diagnostic confidence associated with the 
identification of chronic ischemic lesion burden between neuroradiologist raters (a) 1 and 
2, (b) 1 and 3, and (c) 2 and 3. Blue represents agreement and orange represents 
disagreement. Left (a-c): breakdown of raw overall agreement (%) and disagreement (%). 
Right (a-c): corresponding breakdown into agreeing diagnostic confidence scores and +/- 
difference in disagreeing diagnostic confidence scores. All percentages are out of 126 
total scores (18 participant image datasets * 7 R values) and sum to 100 % per chart.   
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 The pie charts on the left in Fig. 24 illustrate raw overall agreement and 

disagreement between pairwise raters in diagnostic confidence scores, shown as 

percentages of the total number of image datasets. The pie charts on the right in Fig. 24 

illustrate the breakdown of the raw overall agreement between pairwise raters in 

diagnostic confidence scores, while raw overall disagreement is further broken down 

into the diagnostic confidence score difference (+/-) between pairwise raters.   

 10/18 (44 %) Calibration (Section 3.3., pg. 64) dataset scores were highlighted as 

Consistent with Calibration Score (Appendix A.4.), while 8/18 (56 %) were highlighted as 

Inconsistent with Calibration Score. All three neuroradiologist raters were responsible 

for inconsistent scores. 

Discussion 

 Fig. 23 shows that, for the chronic stroke diagnostic task, neuroradiologist raters’ raw 

diagnostic confidence scores are distributed across all Likert scores, but the distribution 

tends towards lower diagnostic confidence scores as the dataset’s R value increases 

from 1-7X. Taking the results from Fig. 23, the raw pairwise inter-rater agreement 

between Raters 1, 2, and 3 in performing the chronic stroke diagnostic task can be 

better visualized by breaking down results into pie charts, as shown in Fig. 24 (a-c).  

 Average raw inter-rater agreement across all raters is (61 + 49 + 35) % / 3 = 48 % (Fig. 

24). Rater 1 and Rater 3 both yielded diagnostic confidence scores across the entire 

range [0 %, 100 %]. Rater 2 solely rated diagnostic confidence scores in the range [50 %, 

100 %]. Despite Rater 1 and Rater 3 being the only two raters to yield diagnostic 

confidence scores in the range [0 %, 25 %], they only agreed on 25 % diagnostic 
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confidence for 4/126 images and never agreed on 0 % diagnostic confidence. Between 

all raters, Rater 3 yielded the most diagnostic confidence scores in the range [0 %, 25 %] 

and yielded the least diagnostic confidence scores in the range [50 %, 100 %], which 

may further indicate that Rater 3 could be more conservative in their clinical decision 

making process. On the other hand, all pairwise inter-rater disagreements were 

different by either +/- 25 %, +/- 50 %, or +/- 75 % diagnostic confidence, but the majority 

were only different by +/- 25 % diagnostic confidence. 

 Since accuracy could not be calculated for diagnostic confidence in performing the 

chronic stroke diagnostic task and there were no associated obvious typographical 

errors to correct, a Verification study was not performed. Further, Calibration scores 

were compared using consistency rather than accuracy. Despite the fact that none of 

the Calibration scores replaced the original scores for the corresponding datasets (due 

to the fact that accuracy could not be determined), it is worth noting that 

inconsistencies existed and therefore may pose as a limitation to this study. All 

inconsistences were only ever different by +/- 1 Likert score, except two, which were 

different by +2. It is interesting to note that there were not only more inconsistencies in 

performing the chronic stroke diagnostic task than there were in the associated 

diagnostic confidence scores (10/18 versus 8/18), but that, out of the 10 Fazekas score 

inconsistences, only 4 of them also had an inconsistency in the corresponding diagnostic 

confidence score. 
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4.2. Hypothesis A Testing 

 This section (Section 4.2.) examines Hypothesis A, which fell under Objective 3 

(Section 1.6.2.). Objective 3 was to assess neuroradiologists’ diagnostic confidence in 

performing specific stroke-related diagnostic tasks; and Hypothesis A (Section 1.6.2.) 

was as follows: neuroradiologist raters’ diagnostic confidence scores corresponding to 

performing the acute stroke diagnostic task will be less sensitive to increasing R than 

neuroradiologist raters’ diagnostic confidence scores corresponding to the chronic 

stroke diagnostic task.  

 To test Hypothesis A, pairwise inter-rater reliability was first computed from raw 

diagnostic confidence scores between each of the three neuroradiologist raters to 

determine whether raters’ scores could be pooled, or must be kept independent. Since 

the scores could be pooled and the data were non-Gaussian, boxplots were generated 

to analyze the distribution of diagnostic confidence scores at each R. Second, Wilcoxon 

signed-rank (exact) tests (significance level, p = 0.05) were performed, reporting post-

hoc Bonferroni adjusted p-values.  

4.2.1. Cohen’s Kappa Inter-Rater Reliability Measurements 

 Cohen’s kappa (κ) is a standard inter-rater reliability measurement reported in MRI 

literature. This section (Section 4.2.1.) computes both unweighted Cohen’s kappa (κUW) 

and quadratic weighted Cohen’s kappa (κQW) to measure inter-rater reliability across all 

three neuroradiologist raters’ diagnostic confidence scores in performing the acute and 

chronic stroke diagnostic tasks, using the raw diagnostic confidence score data from 

Sections 4.1.2. and 4.1.3, respectively. 
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Results 

 

 Pairwise κUW ± 95 % CI values in Table III (i) corresponding to the acute stroke 

diagnostic task indicate “equivalent to chance” agreement (κ = 0), as defined by [84], or 

indicate a computational error (κ = not a number (NaN)). All pairwise κUW ± 95 % CI 

values in Table III (ii) corresponding to the chronic stroke diagnostic task indicate 

“slight” (κ = 0.01–0.20) or “fair” (κ = 0.21– 0.40) agreement, as defined by [84]. 

 

 Pairwise κQW ± 95 % CI values in Table IV (i) corresponding to the acute stroke 

diagnostic task yield the same results as pairwise κUW ± 95 % CI shown in Table III (i). All 

pairwise κQW ± 95 % CI values in Table IV (ii) corresponding to the chronic stroke 

diagnostic task indicate “fair” (κ = 0.21– 0.40) or “moderate” (κ = 0.41–0.60) agreement, 

as defined by [84]. 

Discussion  

 According to Hypothesis A testing, it was stated that if κ ≤ 0.20 then 

neuroradiologists were to be reported as individual raters, while if neuroradiologist 

TABLE III: Pairwise inter-rater reliability between each of the 3 neuroradiologist raters’ diagnostic confidence scores 

in reporting (i) presence/absence of acute stroke and (ii) Fazekas scores for chronic stroke via κUW ± 95 % confidence 

interval (CI). NaN: not a number.

Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

Rater 1 -- NaN ± NaN 0 ± 0 Rater 1 -- 0.246 ± 0.137 0.252 ± 0.115

Rater 2 NaN ± NaN -- 0 ± 0 Rater 2 0.246 ± 0.137 -- 0.055 ± 0.081

Rater 3 0 ± 0 0 ± 0 -- Rater 3 0.252 ± 0.115 0.055 ± 0.081 --

(i) Acute Stroke (ii) Chronic Stroke

TABLE IV: Pairwise inter-rater reliability between each of the 3 neuroradiologist raters’ diagnostic confidence scores 

in reporting (i) presence/absence of acute stroke and (ii) Fazekas scores for chronic stroke via κQW ± 95 % confidence

 interval (CI). NaN: not a number. 

Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

Rater 1 -- NaN ± NaN 0 ± 0 Rater 1 -- 0.508 ± 0.138 0.471 ± 0.145

Rater 2 NaN ± NaN -- 0 ± 0 Rater 2 0.508 ± 0.138 -- 0.342 ± 0.129

Rater 3 0 ± 0 0 ± 0 -- Rater 3 0.471 ± 0.145 0.342 ± 0.129 --

(i) Acute Stroke (ii) Chronic Stroke
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rater’s were in fair agreement (κ > 0.20) [84] then their confidence scores corresponding 

to each R were to be pooled.  

 For the acute stroke diagnostic task, despite pairwise κUW and κQW values being ≤ 0.20 

(or κ = NaN), the results shown in Fig. 20 clearly depicted high raw inter-rater agreement 

between each of the three neuroradiologist raters. In fact, although not technically a 

degenerate distribution, the results depict such high raw-inter rater agreement that the 

data approaches a degenerate distribution (e.g. dataset with only a single value, such as 

a Likert score of 5). Therefore, doubt was cast on all κ values corresponding to the acute 

stroke diagnostic task and their relevancy as appropriate measurements of computed 

inter-rater reliability. The results κ = 0 and κ = NaN are attributed to a phenomenon 

known as the kappa paradox (Appendix B). The kappa paradox speaks to the instability 

of κ as a measure of inter-rater reliability in certain circumstances. For example, κ falls 

apart in cases of extreme inter-rater agreement. 

 For the chronic stroke diagnostic task, despite the fact that all pairwise κUW ± 95 % CI 

are not > 0.20, but all pairwise κQW ± 95 % CI are > 0.20, it was deemed allowable to pool 

neuroradiologist raters’ diagnostic confidence scores at each R factor. The fact that all 

pairwise κQW values were greater than all corresponding κUW values is explained by the 

fact that when neuroradiologist raters were in disagreement, the majority of the time 

they were only in disagreement by +/- 1 Likert score, and κQW accounts for the degree of 

disagreement. Whereas κUW is binary in measuring “agreement” or “disagreement”, κQW 

penalizes to a lesser extent smaller differences in disagreements, the latter of which 

bears more relevance from a clinical standpoint. Nonetheless, despite κQW, in theory, 
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seeming like an appropriate measurement of computed inter-rater reliability, the kappa 

paradox is still at play, deeming κQW an inappropriate measurement of inter-rater 

reliability. The kappa paradox (Appendix B) is remediated by calculating Gwet’s AC1 and 

AC2 values.  

4.2.2. Gwet’s Agreement Coefficient Inter-Rater Reliability Measurements 

 Gwet’s Agreement Coefficient (AC) is an inter reliability measurement uncommonly 

reported in MRI literature; however, since κ has inherent paradoxes which were at play, 

as noted above in Section 4.2.1., Gwet’s AC values were computed. This section (Section 

4.2.2.) computes both Gwet’s unweighted AC (AC1) and Gwet’s quadratic weighted AC 

(AC2) to measure inter-rater reliability across all three neuroradiologist raters’ 

diagnostic confidence scores in performing the acute and chronic stroke diagnostic 

tasks, using the raw diagnostic confidence score data from Sections 4.1.2. and 4.1.3., 

respectively. 

Results  

 

 All pairwise Gwet’s AC1 ± 95 % CI values in Table V (i) corresponding to the acute 

stroke diagnostic task indicate “almost perfect” or “perfect” agreement. All pairwise 

Gwet’s AC1 ± 95 % CI values in Table V (ii) corresponding to the chronic stroke 

diagnostic task indicate “fair” or “moderate” agreement. 

TABLE V: Pairwise inter-rater reliability between each of the 3 neuroradiologist raters’ diagnostic confidence scores 

in reporting (i) presence/absence of acute stroke and (ii) Fazekas scores for chronic stroke via Gwet’s AC1 ± 95 % 

confidence interval (CI). AC1: unweighted Agreement Coefficient.

Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

Rater 1 -- 1.00 ± 0.00 0.927 ± 0.047 Rater 1 -- 0.555 ± 0.103 0.394 ± 0.107

Rater 2 1.00 ± 0.00 -- 0.927 ± 0.047 Rater 2 0.555 ± 0.103 -- 0.233 ± 0.104

Rater 3 0.927 ± 0.047 0.927 ± 0.047 -- Rater 3 0.394 ± 0.107 0.233 ± 0.104 --

(i) Acute Stroke (ii) Chronic Stroke



91 

 

 All pairwise Gwet’s AC2 ± 95 % CI values in Table VI (i) for the acute stroke diagnostic 

task indicate “almost perfect” or “perfect” agreement. All pairwise Gwet’s AC2 ± 95 % CI 

values in Table VI (ii) for the chronic stroke diagnostic task indicate “almost perfect” 

agreement. 

Discussion 

 Considering the high raw inter-rater reliability between all three neuroradiologist 

raters for the acute stroke diagnostic task, there is, of course, no change in “perfect” 

Gwet’s AC1 values between raters when calculating Gwet’s AC2 for the same raters (i.e. 

both are 1.00 ± 0.00). For “almost perfect” Gwet’s AC1 values between raters, however, 

there is a change when calculating Gwet’s AC2 for the same raters, but this change is 

such that Gwet’s AC2 is only minimally higher. The slight increase from Gwet’s AC1 to 

Gwet’s AC2 is due to the fact that Gwet’s AC1 does not account for the degree of 

disagreement, penalizing all degrees of disagreement the same. For example, Likert 

scores of 1 versus 5 are penalized the same as Likert scores of 4 versus 5. Since Gwet’s 

AC2 accounts for the degree of disagreement, disagreements of a smaller degree are 

penalized to a lesser extent. For example, Likert scores of 1 versus 5 would be penalized 

more heavily than Likert scores of 4 versus 5.  

TABLE VI: Pairwise inter-rater reliability between each of the 3 neuroradiologist raters’ diagnostic confidence scores 

in reporting (i) presence/absence of acute stroke and (ii) Fazekas scores for chronic stroke via Gwet’s AC2 ± 95 % 

confidence interval (CI). AC2: quadratic weighted Agreement Coefficient.

Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

Rater 1 -- 1.00 ± 0.00 0.994 ± 0.006 Rater 1 -- 0.927 ± 0.031 0.853 ± 0.050

Rater 2 1.00 ± 0.00 -- 0.994 ± 0.006 Rater 2 0.927 ± 0.031 -- 0.839 ± 0.048

Rater 3 0.994 ± 0.006 0.994 ± 0.006 -- Rater 3 0.853 ± 0.050 0.839 ± 0.048 --

(i) Acute Stroke (ii) Chronic Stroke



92 

 For the chronic stroke diagnostic task, considering the moderate raw inter-rater 

reliability between all three neuroradiologist raters, Gwet’s AC1 values were reflective 

of this. But, similar to the acute stroke diagnostic task, Gwet’s AC2 values (“almost 

perfect”) are higher than Gwet's AC1 values (“fair” or “moderate”) for the same 

reasoning as explained above.  

 Overall, all Gwet’s AC1 and AC2 values were more reflective of the data than κUW and 

κQW, respectively, for both the acute and chronic stroke diagnostic tasks, which is 

explained by the fact that Gwet’s AC values address the inherent paradoxes of κ. For 

both the acute and chronic stroke diagnostic tasks, the increase in values from Gwet’s 

AC1 to AC2 arises from the fact that the majority of disagreements were the difference 

of only +/- 1 Likert score, and therefore the penalization of disagreements for Gwet’s 

AC2 computations was the lowest possible. The extent of increase from Gwet’s AC1 

values to Gwet’s AC2 values was minimal, however, for the acute stroke diagnostic task 

since the raw inter-rater reliability was already high, whereas it was more substantial for 

the chronic stroke diagnostic task since the raw inter-rater reliability was only 

moderate, but, again, the majority of disagreements were the difference of only +/- 1 

Likert score. Considering Gwet’s AC2 weights disagreements proportionately, while 

Gwet’s AC1 does not, Gwet’s AC2 is arguably more useful than Gwet’s AC1, given 

neuroradiologist raters’ diagnostic confidence is ranked on a 5-point Likert scale. 

 To conclude, as outlined in Section 3.4, since neuroradiologists were in fair 

agreement (inter-rater reliability > 0.20 based on the arguably more appropriate 

measurement Gwet’s AC2 rather than κQW), it was deemed allowable to pool: (1) all 378 



93 

(126 image datasets x 3 neuroradiologists) diagnostic confidence scores corresponding 

to the acute stroke diagnostic task, and (2) all 378 (126 image datasets x 3 

neuroradiologists) diagnostic confidence scores corresponding to the chronic stroke 

diagnostic task, yielding 54 (378/7 R values) diagnostic confidence scores at each R value 

per task. The allowability to pool the data is relevant to completing the testing of 

Hypothesis A.  

4.2.3. Acute Stroke Diagnostic Task Boxplots 

 The results presented in this section (Section 4.2.3.) help visualize the distribution of 

the pooled data prior to completing the testing of Hypothesis A via post-hoc Bonferroni 

adjusted Wilcoxon signed-rank (exact) test results for pairwise comparisons of 

neuroradiologist raters’ pooled Likert scores between R = 1X and each R > 1X. Boxplots 

of neuroradiologist raters’ pooled Likert scores are shown, reporting the Q1, median 

(i.e. Q2), Q3, IQR, minimum and maximum values of the range, and quantile skewness at 

each R value, corresponding to the acute stroke diagnostic task. 

Results 

 

TABLE VII: First quartile (Q1), second quartile (Q2, median), third quartile (Q3), interquartile range (IQR), range 

(minimum and maximum), and quantile skewness corresponding to neuroradiologist raters' pooled Likert scores at
each acceleration factor (R) for the acute stroke diagnostic task. Quantile skewness: [(Q3 – Q2) – (Q2 – Q1)] / (Q3 – Q1).  

Median Quantile

(Q2) Min Max Skewness 

1 5 5 5 0 4 5 NA

2 5 5 5 0 5 5 NA

3 5 5 5 0 4 5 NA

4 5 5 5 0 4 5 NA

5 5 5 5 0 4 5 NA

6 5 5 5 0 4 5 NA

7 5 5 5 0 3 5 NA

Q3 IQR
Range

R Q1
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 Q1, median (Q2), Q3, IQR, and range values corresponding to neuroradiologist raters’ 

pooled Likert scores at each R for the acute stroke diagnostic task are shown in Table 

VII. The kurtosis value of the Likert scores pooled across R = 1-7X is 61.4. 

 The boxplots of neuroradiologist raters’ pooled Likert scores at each R corresponding 

to the acute stroke diagnostic task are shown as follows in Fig. 25:   

 

Fig. 25. Neuroradiologist raters’ pooled diagnostic confidence scores in reporting 
presence/absence of acute stroke, plotted versus R, and represented as boxplots. 
Diamond represents median. Asterisks are diagnostic confidence score outliers. 

Discussion 

 Note that Q1 – Q3, IQR, range, and quantile skewness are reported, rather than 

mean ± standard deviation (SD), because the spread of neuroradiologist raters’ Likert 

scores pooled across R = 1-7X corresponding to the acute stroke diagnostic task deviates 

from normality, as defined by the computed kurtosis value of 61.4. In fact, there is 

technically no spread in the data, whereby Q1 = Q2 = Q3 = 5 and IQR = 0 for all R values 

from 1-7X, as shown by the values in Table VII. Further, Fig. 25 illustrates the values in 

Table VII, such that the median Likert score (Q2) and IQR remain at 5 and 0, respectively, 

as R increases from 1-7X. Considering the median remains at a Likert score of 5 and the 
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boxplots (Fig. 25) have no associated box (since IQR = 0 and Q1 = Q2 = Q3 = 5), it can be 

concluded that there is no skewness of neuroradiologist raters’ Likert scores associated 

with the acute stroke diagnostic task. Therefore, although the data is neither a Gaussian 

distribution nor a degenerate distribution, but a non-Gaussian distribution, it could be 

suggested that the distribution of the data does approach degeneracy (e.g. almost all 

Likert scores are 5). 

 However, despite a lack of skewness, there are associated outliers. To explain, the 

variability, albeit minimal, is reflected by the range (Table VII). Although the maximum 

Likert score remains at 5 across the given range, the minimum value generally decreases 

as R increases, but from a maximum of 5 to only a minimum of 3. However, despite the 

slight variability in the minimum values of the range of Likert scores across R = 1-7X, the 

minimum values are actually considered outlier Likert scores, as illustrated in Fig. 25.  

 It is logical that all outliers are the minimum values of the range of Likert scores, 

rather than existing within boxplot quartiles, given the explanation that comes later, 

which discusses this result in relation to: (1) the nature of the images provided to 

neuroradiologist raters, (2) how these images are in fact used to perform the acute 

stroke diagnostic task, and (3) how (1) and (2) relate to the resultant Likert scores. 

However, it is worth noting, and elaborating on, the fact that there is a Likert score 

outlier at R = 1X, but no Likert score outlier at R = 2X. An outlier in the latter case would 

be expected rather than in the former case, considering the images at R = 1X were the 

fully-sampled, non-accelerated images, and R = 2X images were undersampled images. 

However, it is suspected that an outlier exists at R = 1X, but not at R = 2X, because the 
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CS reconstruction is inherently denoising. To explain further, the R = 1X images were not 

those output from Synaptive Medical’s MR image data reconstruction pipeline because 

we did not have initial access to this pipeline. As such, the data reconstruction pipeline 

in this thesis was developed in such a way as to best replicate the images output from 

Synaptive Medical’s reconstruction pipeline. As a result, the images output from the 

reconstruction pipeline developed in this thesis were unfiltered and not denoised 

(which, in contrast, they are in Synaptive Medical’s reconstruction pipeline). Due to this 

fact, the CS reconstruction may have resulted in slightly better image quality in the R = 

2X images, as compared to R = 1X images. However, this is merely speculation in order 

to rationalize the existence of an unexpectedly present versus expected-but-not-present 

outlier at R = 1X and R = 2X, respectively. Nonetheless, nothing of significance can be 

determined in terms of differences in overall image quality between R = 1X and R = 2X 

because the statistically meaningful median (Q2) and IQR values remain the same, at 5 

and 0, respectively, for both R = 1X and R = 2X.  

 To conclude, since only 7/378 (less than 2 %) total pooled Likert scores across R = 1-

7X were considered outlier Likert scores, and given that the median and IQR remained 

at 5 and 0, respectively, it can be concluded that neuroradiologists’ diagnostic 

confidence in performing the acute stroke diagnostic task remained high across the 

given range of R from 1-7X. Specifically, it can be concluded that there was no change in 

neuroradiologists’ diagnostic confidence in performing the acute stroke diagnostic task 

as images were undersampled. 
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 It is important to note the limitation that the trend of Q1 = Q2 = Q3 = 5 and IQR = 0 

across R = 1-7X should not be extrapolated to fit data beyond the given range of R = 1-

7X. The reported data (Table VII) and boxplots (Fig. 25) only help to support Hypothesis 

A (Section 1.6.2.) by providing additional rigour to the results of the Wilcoxon signed-

rank test. The boxplots, specifically, aid in the visualization of the statistical distribution 

of neuroradiologist raters’ diagnostic confidence in performing the acute stroke 

diagnostic task. 

4.2.4. Chronic Stroke Diagnostic Task Boxplots 

 The results presented in this section (Section 4.2.4.) help visualize the distribution of 

the pooled data prior to completing the testing of Hypothesis A via post-hoc Bonferroni 

adjusted Wilcoxon signed-rank (exact) test results for pairwise comparisons of 

neuroradiologist raters’ pooled Likert scores between R = 1X and each R > 1X. Boxplots 

of neuroradiologist raters’ pooled Likert scores are shown, and Q1, Q2 (median), Q3, 

IQR, range (minimum and maximum), and quantile skewness at each R value, 

corresponding to the chronic stroke diagnostic task, are reported.  

Results 

 

TABLE VIII: First quartile (Q1), second quartile (Q2, median), third quartile (Q3), interquartile range (IQR), range 

(minimum and maximum), and quantile skewness corresponding to neuroradiologist raters' pooled Likert scores at

each acceleration factor (R) for the chronic stroke diagnostic task. Quantile skewness: [(Q3 – Q2) – (Q2 – Q1)] / (Q3 – Q1).  

Median Quantile

(Q2) Min Max Skewness

1 5 5 5 0 3 5 NA

2 5 5 5 0 3 5 NA

3 4 5 5 1 3 5 -1

4 4 4.5 5 1 3 5 0

5 4 4 5 1 2 5 1

6 4 4 5 1 2 5 1

7 3 3 4 1 1 5 1

R Q1 Q3 IQR
Range
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 Q1, median (Q2), Q3, IQR, range, and quantile skewness values corresponding to 

neuroradiologist raters’ pooled Likert scores at each R for the chronic stroke diagnostic 

task are shown in Table VIII.  The kurtosis value of the Likert scores pooled across R = 1-

7X is 4.5. 

 The boxplots of neuroradiologist raters’ pooled Likert scores at each R corresponding 

to the chronic stroke diagnostic task are shown as follows in Fig. 26:   

 

Fig. 26. Neuroradiologist raters’ pooled diagnostic confidence scores in reporting Fazekas 
scores (i.e. reporting identification of chronic ischemic lesion burden), plotted versus R, 
and represented as boxplots. Diamond represents median. Asterisks are diagnostic 
confidence score outliers. 

Discussion 

 Note that Q1 – Q3, IQR, range, and quantile skewness are reported, rather than 

mean ± SD, because the spread of neuroradiologist raters’ Likert scores pooled across R 

= 1-7X corresponding to the chronic stroke diagnostic task deviates from normality, as 

defined by the computed kurtosis value of 4.5. In fact, for R values from 1-2X, there is 

technically no spread in the data, whereby Q1 = Q2 = Q3 = 5 and IQR = 0, as shown by 

the values in Table VIII. Further, Fig. 26 illustrates the values in Table VIII, such that the 
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median Likert score (Q2) and IQR remain at 5 and 0, respectively, as R increases from 1-

2X. Considering the median remains at a Likert score of 5 and the boxplots (Fig. 26) have 

no associated box (since IQR = 0 and Q1 = Q2 = Q3 = 5), it can be concluded that there is 

no skewness of neuroradiologist raters’ Likert scores at R = 1X and 2X associated with 

the chronic stroke diagnostic task. 

 However, despite a lack of skewness across R = 1-2X, there are associated outliers. 

Although the maximum Likert score remains at 5 across R = 1-2X, the minimum value 

remains at 3 and is considered an outlier Likert score, as illustrated by Fig. 26. 

Specifically, the boxplots at R = 1X and 2X (Fig. 26) show outliers existing at Likert scores 

of 3 and 4.  

 As R values increase from R = 3-7X, however, not only does the median decrease, but 

the skewness of the data begins to change, favouring Likert scores of a lower value. For 

example, the median Likert score decreases from 5 (R = 3X) to 4.5 (R = 4X) to 4 (R= 5-6X) 

to 3 (R = 7X), while – although IQR remains 1 (R = 3-7X) – the quantile skewness changes 

from -1 (R = 3X) to 0 (R = 4X) to 1 (R = 5-7X), indicating that the distribution of 

neuroradiologist raters’ diagnostic confidence changes from having a negative skewness 

to being approximately symmetric to having a positive skewness.  

 Further, in addition to skewness across R = 3-7X, there is also variability and 

associated outliers. The variability, albeit minimal, is reflected by the range (Table VIII); 

although the maximum Likert score remains at 5 across R = 3-7X, the minimum Likert 

score decreases, as R increases, from 3 (R = 3-4X) to 2 (R = 5-6X) to 1 (R = 7X). 

Specifically, the minimum values 2 (R = 5-6X) and 1 (R = 7X) are considered outlier Likert 
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scores, while minimum non-outlier Likert scores (Q1 values) decrease from 3 (R = 3-6X) 

to 2 (R = 7X). The non-outlier decrease is logical, and the reasoning for this is effectively 

the same as that which will be discussed below. These results (Fig. 26, Table VIII), can be 

better visualized by breaking down the diagnostic confidence scores corresponding to 

performing the chronic stroke diagnostic task. 

Results 

 The pie charts in Fig. 27 illustrate the breakdown of the proportion of Likert scores 

and outlier Likert scores shown as percentages of the total number of image datasets at 

each R. Since the Likert scores are discrete values, some information on the proportion 

of scores that exist within the quartile groups and/or below the upper and lower 

quartiles may be lost upon inspection of the boxplots. The pie charts extract this 

information and thus complement the boxplot interpretation to understand the 

distribution of the non-Gaussian data. The vertical and horizontal axes overlaying each 

pie chart are a visual representation analogous to the quartile groups in a box plot.   
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Fig. 27. Proportion of neuroradiologist raters’ pooled diagnostic confidence scores 
associated with the identification of chronic ischemic lesion burden that are outliers at 
acceleration factors, R = 1-7X (a-g). Median Likert score is 5 at R = 1-3X (a-c), 4.5 at R = 4X 
(d), 4 at R = 5-6X (e-f), and 3 at R = 7X (g). 



102 

Discussion 

 At R = 1-2X, it is logical that there are fewer Likert score outliers at 3 compared to at 

4, while it is also logical that the overall percentage of outlier Likert scores at R = 2X is 

higher compared to at R = 1X, considering R = 1X images are fully-sampled and R = 2X 

images are undersampled, but to the least extent compared to those at R = 3-7X. It is 

observed that out of all R values, R = 1-2X have the largest percentages of Likert scores 

at 5, representing the fact that neuroradiologists have higher diagnostic confidence 

performing the chronic stroke diagnostic task at R = 1-2X.  

 At R = 3-4X, there were no Likert score outliers, but the skewness of Likert scores 

does change. The percentages of scores at 5 decrease and at 4 increase from R = 3X to R 

= 4X, somewhat levelling out at R = 4X. The median at 4.5 suggests that 50% of the data 

is above Q2 at scores of 5, and 50% of the data is below Q2 at scores of 3 and 4. Fig. 27 

(d) clearly depicts this, noting the left half of the pie chart only represents scores of 5, 

while the right half represents scores of 3 and 4, the majority of which are scores of 4.   

 Lastly, while the quantile skewness did not change, the percentage of Likert score 

outliers not only increased from R = 5X to R = 7X, but the value of the outlier score also 

dropped from 2 to 1 between R = 5-6X and R = 7X.  

 Overall, the decreasing median across R = 1-7X, in conjunction with increasing 

quantile skewness towards lower Likert score values indicate that neuroradiologists’ 

diagnostic confidence in performing the chronic stroke diagnostic task decreases across 

the given range of R values. Specifically, it can be concluded that there was no change in 

neuroradiologists’ diagnostic confidence in performing the chronic stroke diagnostic 
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task as images were undersampled from R = 1X to 2X, but that there was a change in 

neuroradiologists’ diagnostic confidence in performing the chronic stroke diagnostic 

task as images were undersampled from R = 3-7X. 

 It is important to note the limitation that trends should not be extrapolated to fit 

data beyond the given range of R = 1-7X. The reported data (Table VIII) and boxplots 

(Fig. 26) only help to support Hypothesis A (Section 1.6.2.) by providing additional rigour 

to the results of the Wilcoxon signed-rank test, aiding in the visualization of not only the 

statistical distribution of neuroradiologist raters’ diagnostic confidence, but also in the 

statistical distribution of associated skewness to their diagnostic confidence in 

performing the chronic stroke diagnostic task. 

4.2.5. Wilcoxon Signed-Rank Tests 

 The results presented in this section (Section 4.2.5.) allow the completion of the 

testing of Hypothesis A via post-hoc Bonferroni adjusted Wilcoxon signed-rank (exact) p-

values. To complete the testing of Hypothesis A, Table X lists the Wilcoxon signed-rank 

(exact) test results for pairwise comparisons of neuroradiologist raters’ pooled Likert 

scores between R = 1X and each R > 1X. 
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Results 

 

 

 

 Wilcoxon, and Bonferroni adjusted Wilcoxon, signed-rank (exact) p-values are listed 

in Tables IX and X, respectively, for the greater alternative hypothesis test 

corresponding to the acute and chronic stroke diagnostic tasks. Clinically significant p-

values (p < 0.05) are listed in bold text. 

TABLE IX: Wilcoxon signed-rank (exact) test results (alternative hypothesis: 

greater) for pairwise comparisons of neuroradiologist raters’ pooled 

diagnostic confidence scores corresponding to the (i) acute and (ii) chronic

stroke diagnostic tasks, between (x) R = 1X and each (y) R > 1X. Clinically 

significant p-values are listed in bold text.    

(x) (y) (i) (ii)

R = 1X R = 2X 0.8413 0.3328

R = 1X R = 3X 0.5000 3.449 x 10
-3

R = 1X R = 4X Not Applicable 1.319 x 10-4

R = 1X R = 5X 0.2819 3.814 x 10
-5

R = 1X R = 6X 0.1587 3.940 x 10-6

R = 1X R = 7X 0.1587 3.845 x 10
-9

Pairwise Comparisons Exact P-Values

TABLE X: Post-hoc Wilcoxon signed-rank (exact) test results (alternative 

hypothesis: greater) for pairwise comparisons of neuroradiologist raters’

pooled diagnostic confidence scores corresponding to the (i) acute and (ii) 

chronic stroke diagnostic tasks, between (x) R = 1X and each (y) R > 1X.   

Clinically significant p-values are listed in bold text.    

(x) (y) (i) (ii)

R = 1X R = 2X 1.000 1.000

R = 1X R = 3X 1.000 2.069 x 10-2

R = 1X R = 4X Not Applicable 7.914 x 10
-4

R = 1X R = 5X 1.000 2.286 x 10-4

R = 1X R = 6X 0.9522 2.364 x 10
-5

R = 1X R = 7X 0.9522 2.310 x 10-8

Pairwise Comparisons Bonferroni Adjusted Exact P-Values
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 Based on the Bonferroni adjusted p-values in Table X (i-ii), the results of the Wilcoxon 

signed-rank (exact) test for the acute and chronic stroke diagnostic tasks are shown in 

Table XI (i-ii), respectively. 

Discussion 

 Due to testing multiple comparisons, the Wilcoxon signed-rank (exact) p-values in 

Table IX (i-ii) were adjusted, post-hoc, via the Bonferroni adjustment, as shown in Table 

X (i-ii). Note that the p-value in Tables IX (i) and X (i) for the pairwise comparison 

between R = 1X and 4X is listed as Not Applicable given that the pooled Likert scores for 

the acute stroke diagnostic task at R = 1X and 4X are identical.  

 The Wilcoxon signed-rank test tests whether the median of the difference between x 

and y is symmetric about zero (= 0), or statistically significantly greater than zero (> 0) or 

less than zero (< 0). For Hypothesis A testing, x is defined as neuroradiologist raters’ 

pooled diagnostic confidence scores corresponding to the acute and chronic stroke 

diagnostic tasks at R = 1X from Figs. 20 and 23, respectively, and y is defined as 

neuroradiologist raters’ pooled diagnostic confidence scores corresponding to the acute 

TABLE XI: Results of Wilcoxon signed-rank (exact) test

(alternative hypothesis: greater) based on Bonferroni 

adjusted p-values from Table X, corresponding to 

the (i) acute and (ii) chronic stroke diagnostic tasks.

(i) (ii)

R = 2X = 0 = 0

R = 3X = 0 > 0

R = 4X = 0 > 0

R = 5X = 0 > 0

R = 6X = 0 > 0

R = 7X = 0 > 0

(x) R = 1X
(y)
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and chronic stroke diagnostic tasks at each R > 1X (R = 2-7X) from Figs. 20 and 23, 

respectively. The null hypothesis is such that the distribution of the difference between 

x - y is symmetric about 0, while the alternate hypotheses can be such that either (a) the 

distribution of x - y is > 0 (i.e. true location shift is statistically significantly greater than 

zero) or (b) the distribution of x - y < 0 (i.e. true location shift is statistically significantly 

less than zero). 

 For all pairwise comparisons between R = 1X and R > 1X for the acute stroke 

diagnostic task in Table X (i), and between R = 1X and R = 2X for the chronic stroke 

diagnostic task in Table X (ii), the null hypothesis was accepted at the significance level 

of α = 0.05. Therefore, for the acute stroke diagnostic task, there was no statistical 

significance for any pairwise comparisons (p > 0.05). However, for the chronic stroke 

diagnostic task, statistical significance existed for pairwise comparisons between R = 1X 

and each R = 3-7X (p < 0.05), as shown in Table X (ii). As per Table XI (i-ii), ‘= 0’ indicates 

that the medians of the difference between pooled Likert scores at R = 1X and each R > 

1X for the acute stroke diagnostic task, and at R = 1X and R = 2X for the chronic stroke 

diagnostic task, were symmetric about zero, indicating that neuroradiologists’ diagnostic 

confidence did not change across the respective acceleration factors for each diagnostic 

task. However, ‘> 0’ in Table XI (i-ii) indicates that the medians of the difference 

between the pooled Likert scores at R = 1X and each R = 3-7X for the chronic stroke 

diagnostic task were statistically significantly greater than zero (i.e. true location shift is 

greater than zero), indicating that neuroradiologists’ diagnostic confidence scores were 

greater at R = 1X than they were at each R = 3-7X for the chronic stroke diagnostic task. 
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 The conclusion that neuroradiologists’ diagnostic confidence did not change across R 

= 1-7X and R = 1-2X for the acute and chronic stroke diagnostic tasks, respectively, is 

therefore determined by the lack of statistical significance from the Wilcoxon signed-

rank test results. This conclusion is supported by the boxplots in Figs. 25 and 26 across R 

= 1-7X and R = 1-2X, respectively, which illustrated both a lack of skewness in diagnostic 

confidence and a median that remained at the maximum Likert score of 5 (which 

corresponds to 100 % diagnostic confidence). Further, the conclusion that 

neuroradiologists’ diagnostic confidence was greater at R = 1X than at R = 3-7X for the 

chronic stroke diagnostic task, is determined by the statistical significance from the 

Wilcoxon signed-rank test results and is supported by the other results. The boxplots in 

Fig. 26 across R = 3-7X illustrate skewness in diagnostic confidence and median Likert 

scores that both trend towards lower Likert scores and thus lower associated diagnostic 

confidence, while the boxplot in Fig. 26 at R = 1X illustrates a median Likert score at the 

maximum value of 5 in conjunction with no skewness in diagnostic confidence. 

 To conclude, Hypothesis A (Section 1.6.2.) was proven, such that neuroradiologist 

raters’ confidence scores corresponding to the task of identifying the presence/absence 

of acute stroke (i.e. acute stroke diagnostic task) was less sensitive to increasing R than 

neuroradiologist raters’ confidence scores corresponding to the task of assigning a 

Fazekas score for chronic stroke (i.e. chronic stroke diagnostic task). 
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4.3. Retrospectively Accelerated Magnetic Resonance Images 

Results 

 See Fig. 18 in Section 4.1. for an example of typical retrospectively accelerated T2 

FLAIR images output from the data pipeline from a recruited AIS patient.  

Discussion 

 As expected, it can be qualitatively observed (Fig. 18) that as R increases – or relative 

acquisition time decreases – image quality decreases in the form of resolution loss. 

Quantitatively, since Hypothesis A (Section 1.6.2.) was proven, and based on the post-

hoc Bonferroni corrected Wilcoxon signed-rank (exact) test results, a decrease in 

relative acquisition time from 266 seconds (R = 1X) to 38 seconds (R = 7X) did not 

change neuroradiologists’ diagnostic confidence in performing the acute stroke 

diagnostic task. 

 A reduced acquisition time to this extent, in conjunction with neuroradiologists’ 

remaining confident in performing the acute stroke diagnostic task, yields promise for 

application to diagnosing AIS in emergency medicine. Furthermore, although chronic 

stroke is not as time-critical of a scenario as acute stroke, the fact that neuroradiologists 

remain confident in performing the chronic stroke diagnostic task for images up to R = 

2X indicates that valuable information on both acute and chronic stroke may be gained 

from scans with relative acquisition time of 133 s (R = 2X). 

 From a clinical standpoint, one possible reason that the diagnostic confidence in 

performing the acute stroke diagnostic task might not have been as sensitive to 

increasing R as the chronic stroke diagnostic task could be the fact that acute stroke 
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presents with more focal, high contrast image features, while chronic stroke presents 

with more diffuse, low contrast image features, as shown in Fig. 18 (a) and (b), 

respectively. Specifically, it can be qualitatively observed in Fig. 18 (b) that diffuse, low 

contrast image features are more likely to be masked by CS artifacts. 

 An additional possible reason why the diagnostic confidence in performing the acute 

stroke diagnostic task was less sensitive to increasing R than the chronic stroke 

diagnostic task could be the limitations of this study. To explain, for the acute stroke 

diagnostic task, although neuroradiologists rely on the T2 FLAIR and DWI/ADC map 

images to diagnose acute stroke, the process of diagnosing an acute stroke is such that 

the DWI/ADC map images will be reviewed, first, for purposes of sensitivity, and the T2 

FLAIR images will be reviewed, second, for purposes of specificity. As a result, the T2 

FLAIR image is not the image predominant to bearing the diagnosis; but, it still bears 

important weight in performing the diagnostic task. The specific limitation is therefore 

such that only the T2 FLAIR images were accelerated, yet the diagnostic task required 

the use of both the DWI/ADC maps and T2 FLAIR images to perform the diagnostic task, 

with the DWI/ADC maps being the predominant images used in the diagnosis. As such, 

one would expect neuroradiologists’ diagnostic confidence to remain high considering 

they are predominantly using the non-accelerated images to make the diagnosis.  

 To attempt to reduce the extent of this specific limitation, it was explicitly stated in 

the questionnaire used in the study with neuroradiologist raters’ that the acute stroke 

diagnostic task must involve the use of both the DWI and T2 FLAIR images, as follows: 

“Using the DWI and T2 FLAIR images, would you report the presence of an acute 
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stroke?” Knowing that neuroradiologists use both DWI/ADC map and T2 FLAIR images to 

diagnose acute stroke in a clinical setting, the reason both image contrasts were 

explicitly stated in the questionnaire was to combat the fact that the wording of the 

questionnaire might only trigger to a neuroradiologist rater the aspect of specificity in 

achieving a diagnosis and, as a result, they may only use the DWI images (considering 

the acute stroke diagnostic task was to report the presence/absence of acute stroke, and 

presence/absence may imply specificity only).  

 Nonetheless, regardless of the facts that: (1) the predominant image used in the 

diagnose of acute stroke is the DWI/ADC map images, and these images were not 

accelerated in this study, and (2) the T2 FLAIR is secondarily involved in the diagnosis of 

acute stroke, and these images were accelerated in this study, and (3) the 

neuroradiologist raters’ diagnostic confidence was related to acceleration factors, the 

important takeaway is the fact that the overall acquisition time of a stroke protocol can 

be reduced – and this is what matters most in the case of diagnosing acute stroke in 

emergency medicine.  

 For the chronic stroke diagnostic task, on the other hand, not only are 

neuroradiologist raters’ diagnostic confidence scores likely more sensitive to R because 

chronic stroke is more diffuse and the CS artifacts may mask chronic lesions, the primary 

image used to identify chronic lesions is the T2 FLAIR image; the DWI/ADC map images 

are not used at all in this identification. Since T2 FLAIR images were accelerated, one 

would expect that diagnostic confidence scores related to the chronic stroke diagnostic 

task would decrease to a greater extent, as compared to the diagnostic confidence 
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scores related to the chronic stroke diagnostic task where the T2 FLAIR images were not 

predominantly used. 

 To further explain why diffuse lesions characteristic of chronic stroke may be masked 

and the focal lesions characteristic of acute stroke may be more likely to prevail at 

higher accelerations goes back to the initial explanation of pseudo-random 

undersampling k-space data. The critical information in an AIS diagnostic MR image, for 

example, would be features within edge boundaries, such as overall image contrast, and 

therefore that which may allow one to distinguish pathological versus non-pathological 

tissue. The k-space data that improves the visibility of these lesions is important to 

retain. CS reconstructions require pseudo-random undersampling, and the use of this 

undersampling and reconstruction technique may then allow a greater possibility for a 

neuroradiologist to make these necessary distinctions. Fully-sampling the centre of k-

space data provides the necessary overall image contrast, while randomly 

undersampling the edges of k-space data yield a loss of resolution which may be 

afforded, in some cases. The necessary information required to distinguish a high 

contrast, focal lesion may be more likely to prevail if overall image contrast remains due 

to fully-sampling the centre of k-space data, while already-hard-to-resolve diffuse low 

contrast lesions resultant from chronic stroke may not afford the resolution loss with 

the random undersampling of the edges of k-space data. In addition, because the 

diffuse lesions tend to be lower contrast, the information may be lost to the inherent 

denoising of the CS reconstruction, whereas focal high contrast lesions may be more 
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likely to remain above the thresholding level. Although worth attempting to rationalize 

these differences, more research would need to be done to move beyond speculation. 

 Finally, although the acute and chronic stroke diagnostic tasks do not yield the same 

results (i.e. statistical significance for the same pairwise R values), the results for the 

acute stroke diagnostic task hold priority. Chronic stroke is not typically diagnosed at the 

POC, and if identifiable, is typically considered a fringe benefit of receiving an MRI 

stroke exam in an emergency medicine setting (which, again, does not always happen). 

Should meaningful clinical findings be observed about chronic ischemic lesion burden on 

acute stroke MRI scans, chronic ischemic lesion burden will be reported, but a follow-up 

MRI exam and neurologist referral will typically be ordered so that the chronic ischemic 

lesion burden and its associated risk factors and potential treatments can be properly 

assessed and managed without interfering with the higher priority task of diagnosing 

and treating acute stroke. 

  Additional limitations for this research work were the process for selecting the 

three board-certified neuroradiologists, considering it was based on availability with 

limited resources, and the fact that Rater 3 reported gaining familiarity with repeating 

images. For the latter, Rater 3 reported that this familiarity may have artificially boosted 

their diagnostic confidence scores; however, Rater 3 in fact yielded scores indicating 

that they may be more conservative in their clinical decision making process, compared 

to Rater 1 and Rater 2. Nonetheless, it is worth noting that recognition bias is a 

limitation and should be addressed in future studies. 
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4.4. Magnetic Resonance Imaging Stroke Protocol Acquisition Times 

Results

 

Fig. 28. Stroke protocol acquisition times corresponding to magnetic resonance imaging 
sequences: (1) axial DWI/ADC map (non-accelerated), (2) axial T2 FLAIR either non-
accelerated (R = 1X) or accelerated (R = 2-7X), and (3) additional (non-accelerated). Total 
stroke protocol time | proportion of total stroke protocol time from DWI/ADC and T2 
FLAIR sequence acquisition. Additional sequences: axial SWI, axial T2 FSE, and sagittal T1 
FLAIR (did not include optional oblique TOF MRA). ADC: apparent diffusion coefficient; 
DWI: diffusion weighted imaging; FLAIR: fluid attenuated inversion recovery; FSE: fast 
spin-echo; R: undersampling (or acceleration) factor; SWI: susceptibility weighted 
imaging. 

 Fig. 28 illustrates the stroke protocol acquisition time, which is comprised of the non-

accelerated prospective (1) axial DWI/ADC map sequence, (2) axial T2 FLAIR sequence, 

and (3) additional sequences used in the diagnosis of AIS at 97 s, 266 s, and 588 s 

respectively, yielding a total stroke protocol image acquisition time of 15 min 51 s. 

Specifically, the additional sequences being referred to Fig. 28 were axial SWI, axial T2 

FSE, and sagittal T1 FLAIR but this research work focused on the DWI/ADC maps and T2 

FLAIR images. Note that the stroke protocol includes an optional non-accelerated 

prospective oblique TOF MRA sequence, which is 7 min 38 (458 s); however, since it is 

optional, it was not included in Fig. 28 and will not be included in the discussions of 
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acquisition times, below. The acquisition times provided are computed by the scan 

computer based on the set sequence parameters in Table II (Section 3.1.3.), such as TR, 

and number of phase encoding lines, number of slices, etc., but do not take into 

account, or include, calibration scans, prescans, data transfer time, patient prep time, 

etc. 

Discussion 

 Although only the T2 FLAIR sequence was accelerated in this research work, the 

impact of accelerating this sequence is such that the overall stroke protocol acquisition 

time is reduced. For example, as shown by Fig. 28, a retrospective acceleration factor of 

R = 7X implemented on the T2 FLAIR sequence brings the T2 FLAIR image acquisition 

down to 38 s, yielding a total stroke protocol image acquisition time of 12 min 3 s – this 

is a 3 min 48 s reduction in the overall stroke protocol acquisition time from the 

protocol that included the T2 FLAIR images at R = 1X (non-accelerated). Saving almost 4 

minutes in acquisition time is clinically relevant because it brings the MRI stroke 

protocol closer to the CT stroke protocol in terms of the time the patient spends on the 

scanning table, and while CS reconstruction can end up lengthening the overall time-to-

image-availability, there are ongoing investigations into methods, such as machine 

learning, to improve this aspect of the workflow. 

 Referring to the non-accelerated acquisition time (R = 1X), between the two main 

sequences whose images are primarily used in the diagnosis of AIS (DWI/ADC map and 

T2 FLAIR), it can be observed that the T2 FLAIR sequence constitutes a larger portion of 

the scan time than the DWI/ADC map sequence. Specifically, the non-accelerated T2 
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FLAIR sequence is 4 min 26 s, while the DWI/ADC map sequence is only 1 min 37 s, 

yielding a 6 min 3 sec acquisition time, in combination. Accelerating the T2 FLAIR 

sequence up to R = 7X renders this portion of the acquisition only 2 min 15 s, which is 

almost a 3-fold reduction in acquisition time.  

4.5. Hypothesis B Testing  

 This section (Section 4.5.) examines Hypothesis B, which fell under Objective 4 

(Section 1.6.2.). Objective 4 was to assess the relationship between IQM scores and 

neuroradiologists’ confidence scores; and Hypothesis B (Section 1.6.2.) was as follows: 

the IQMs FSIM, NQM and VIF will perform better than RMSE and SSIM for both the 

acute and chronic stroke diagnostic tasks.  

 To test Hypothesis B, neuroradiologist raters’ diagnostic confidence scores 

corresponding to the acute stroke diagnostic task for all T2 FLAIR undersampled images 

were plotted versus IQM scores. Neuroradiologist raters’ diagnostic confidence scores 

corresponding to the chronic stroke diagnostic task for all T2 FLAIR undersampled 

images were also plotted versus IQM scores. Sum of squares residuals (SSR) values 

corresponding to the non-linear logistic regression model fit to objective IQM scores, 

with respect to neuroradiologist raters’ subjective diagnostic confidence, were 

computed, whereby a smaller SSR represents a better model fit. Spearman rank order 

correlation coefficient (SROCC) values were computed on the correlation between 

subjective and objective data, whereby SROCC = +/- 1 indicates a perfect correlation, 

and SROCC = 0 indicates no correlation. Wilcoxon signed-rank (exact) tests were 
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performed to determine if FSIM, NQM, and VIF performed better than RMSE and SSIM 

for the acute and chronic stroke diagnostic tasks. 

4.5.1. Non-Linear Regression Models 

Results 

 

Fig. 29. Neuroradiologist raters’ diagnostic confidence scores corresponding to the acute 
stroke diagnostic task versus image quality metric (IQM) scores computed for all 
undersampled T2 fluid attenuated inversion recovery (FLAIR) images. The plotted data 
were fit to a constrained logistic function for a non-linear regression model. T2: transverse 
relaxation time; SSIM: Structural SIMilarity; FSIM: Feature SIMilarity; NQM: noise quality 
measure; RMSE: root mean square error; VIF: visual information fidelity. 

 

Fig. 30. Neuroradiologist raters’ diagnostic confidence scores corresponding to the 
chronic stroke diagnostic task versus image quality metric (IQM) scores computed for all 
undersampled T2 fluid attenuated inversion recovery (FLAIR) images. The plotted data 
were fit to a constrained logistic function for a non-linear regression model. T2: transverse 
relaxation time; SSIM: Structural SIMilarity; FSIM: Feature SIMilarity; NQM: noise quality 
measure; RMSE: root mean square error; VIF: visual information fidelity. 

 Figs. 29 and 30 show neuroradiologist raters’ diagnostic confidence scores 

corresponding to the acute and chronic stroke diagnostic tasks, respectively, plotted 

versus IQM scores computed for all T2 FLAIR undersampled images, and fit to a 
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constrained logistic function for a non-linear regression model. Note that a higher SSIM, 

FSIM, NQM, and VIF score indicates higher objective image quality, while an RMSE score 

of zero corresponds to the highest objective image quality. 

Discussion 

 For Fig. 29, neuroradiologist raters’ diagnostic confidence scores were evaluated as 

pooled and averaged raw scores (Likert scale 1-5) due to an IQR of zero (Table VII) 

corresponding to neuroradiologists’ diagnostic confidence scores across the given range 

of acceleration factors, R = 2-7X, for the acute stroke diagnostic task. For Fig. 30, 

neuroradiologist raters’ diagnostic confidence scores were also evaluated as pooled and 

averaged raw scores (Likert scores 1-5, however rescaled from 0-100) due to IQR values 

of zero or one (Table VIII) corresponding to neuroradiologists’ diagnostic confidence 

scores across R = 2-7X for the chronic stroke diagnostic task. For both Figs. 29 and 30, 

the data were fit to a constrained logistic function for a non-linear regression model, 

where, since five IQMs were tested, there are five plots (per diagnostic task), each with 

a unique non-linear fit. Lastly, as previously mentioned in this thesis, the IQMs chosen 

were those identified to best correlate with radiologists’ scores of overall diagnostic 

image quality (FSIM, NQM, VIF) [42], as well as IQMs most commonly used in MRI 

literature (RMSE, SSIM [85] [86]).  

 Note that there were a few reasons that the y-axis for Fig. 29 remains in the range of 

the Likert scale from 1-5 and the y-axis for Fig. 30 exists as Likert scores rescaled from 0-

100. First, there are no statistically significant changes in neuroradiologist raters’ 

confidence in performing the acute stroke diagnostic task, and therefore the logistic fit 
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only provides information that confirms this. When the y-axis of Fig. 29 is rescaled from 

0-100, as shown in Fig. 31 (a), below, the result is misleading considering the zoomed in 

view (Fig. 31 b) of the logistic fit’s attempt to fit the data, whereby it could be very easily 

mistaken that a trend exists when one, in fact, does not exist. 

 

Fig. 31. Example of what Fig. 29 looks like with its (a) y-axis rescaled from 0-100 and (b) 
subsequently zoomed in.  

 Second, there are statistically significant changes in the neuroradiologist raters’ 

confidence in performing the chronic stroke diagnostic task, and rescaling from 0-100 

(Fig. 30) illustrates the logistic fit to the data more clearly. Third, the acute and chronic 

stroke diagnostic tasks, although being discussed with reference to one another, are not 

being directly compared in any statistically significant manner, so the fact that they are 

being plotted on axes that are scaled differently is irrelevant. 
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4.5.2. Sum of Squares Residuals, Spearman Rank Order Correlation Coefficient, and 
   Kurtosis Values 

Results 

 

 Results for the corresponding SSR values; kurtosis values of the raw signed residuals; 

and SROCC values are shown in Table XII (a-b) (i-iii). To demonstrate the distribution of 

the raw signed residuals, Figs. 32 and 33 show the histograms associated with each IQM 

and diagnostic task.  

 

Fig. 32. Histogram plots of the raw signed residuals associated with the non-linear 
regression model fit to the objective IQM scores with respect to neuroradiologist raters’ 
subjective diagnostic confidence scores in performing the acute stroke diagnostic task. 

 

  

TABLE XII: (i) Sum of squares residuals (SSR) and (ii) kurtosis of the raw signed residuals, both corresponding to the non-linear

logistic regression model fit to objective IQM scores, with respect to neuroradiologist raters’ subjective diagnostic confidence

scores associated with performing the (a) acute and (b) chronic stroke diagnostic tasks, with results reported for the 

(iii) Spearman rank order correlation coefficient (SROCC) on the correlation between subjective and objective data. A smaller 

SSR represents a better model fit, while SROCC = +/- 1 indicates perfect correlation, and SROCC = 0 indicates no correlation.

SSIM FSIM NQM RMSE VIF SSIM FSIM NQM RMSE VIF

(i) SSR 1.13 1.13 1.12 1.10 1.11 4.78 x 10
4

4.12 x 10
4

4.28 x 10
4

4.74 x 10
4

3.58 x 10
4

(ii) Kurtosis 18.5 18.7 17.5 17.4 17.5 4.3 4.2 3.9 4.2 4.8

(iii) SROCC 0.05 0.01 0.10 -0.17 0.12 0.50 0.53 0.46 -0.48 0.55

(a) ACUTE (b) CHRONIC
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Fig. 33. Histogram plots of the raw signed residuals associated with the non-linear 
regression model fit to the objective IQM scores with respect to neuroradiologist raters’ 
subjective diagnostic confidence scores in performing the chronic stroke diagnostic task. 

Discussion 

 SSR represents the logistic model’s goodness-of-fit to the plotted data. Based on the 

results in Table XII (a-b) (i), although there is no rank order in goodness-of-fit associated 

with the acute stroke diagnostic task, the rank order for the goodness-of-fit associated 

with the chronic stroke diagnostic task, from best to worst, is as follows: (1) VIF, (2) 

FSIM, (3) NQM, (4) RMSE, (5) SSIM. 

 SROCC, on the other hand, represents the correlation of the plotted data – in other 

words, the correlation between the neuroradiologist raters’ diagnostic confidence 

scores in performing the diagnostic task and the IQM scores. Based on the results in 

Table XII (a-b) (iii), although there is no rank order in correlation associated with the 

acute stroke diagnostic task, the rank order in correlation associated with the chronic 

stroke diagnostic task, from best to worst, is as follows: (1) VIF, (2) FSIM, (3) SSIM, (4) 

RMSE, (5) NQM. 

 Although the logistic model attempts to fit the objective IQM scores for the acute 

stroke diagnostic task, the poor SROCC indicates that the objective and subjective scores 

are not correlated. A limitation to note with the non-linear regression model analysis of 
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the acute stroke diagnostic task is therefore the fact that the dataset is approaching 

degeneracy (Sections 4.2.1 and 4.2.3). Nonetheless, in the case of the acute stroke 

diagnostic task, the IQMs in question are all equally unrelated to diagnostic confidence 

due to highly uniform confidence scores across the given range of acceleration factors 

(R=2-7X). For the chronic stroke diagnostic task, however, not only do the IQMs provide 

predictability in diagnostic confidence via the logistic fit model (best to worst: VIF, FSIM, 

NQM, RMSE, SSIM), the plotted data is also correlated (best to worst: VIF, FSIM, SSIM, 

RMSE, NQM). Fig. 18 gives context to IQM performance, demonstrating that artifacts 

created by undersampling tend to mask diffuse chronic lesions, while often leaving focal 

acute lesions detectable. As such, neuroradiologist raters' diagnostic confidence scores 

were impacted for the chronic stroke diagnostic task, but were not impacted in the 

acute stroke task. Detectable acute lesions and resultant high diagnostic confidence, 

despite undersampling, demonstrate why IQMs previously shown to correlate with 

radiologists’ scores of overall diagnostic image quality do not correlate with 

neuroradiologists’ diagnostic confidence in the acute stroke diagnostic task. Less 

detectable chronic lesions and resultant lower diagnostic confidence scores due to 

undersampling demonstrate why IQMs previously shown to correlate with radiologists’ 

scores of overall diagnostic image quality correlate with neuroradiologists' diagnostic 

confidence in the chronic stroke diagnostic task. 

 Finally, if the kurtosis value of the raw signed residuals was between 2.0 to 4.0 

(inclusive) then the distribution of the residuals was deemed to be Gaussian. However, 

all kurtosis values for the acute stroke diagnostic task in Table XII (a) (ii), and 4 out of 5 



122 

kurtosis values for the chronic stroke diagnostic task in Table XII (b) (ii), were > 4.0, 

thereby indicating that 90 % of the distributions of the raw signed residuals were 

considered to be non-Gaussian distributions. Specifically, the raw signed residuals 

corresponding to the acute stroke diagnostic task plots (Fig. 32) are far from Gaussian, 

noting kurtosis values of >> 4.0, as shown in Table XII (a) (ii), while the raw signed 

residuals corresponding to the chronic stroke diagnostic task plots (Fig. 33) have almost-

Gaussian (or Gaussian) distributions, noting the kurtosis values only slightly > 4.0, as 

shown in Table XII (b) (ii) for the 4 out of 5 non-Gaussian distributions.  

 The SSIM, FSIM, RMSE, and VIF histogram plots in Fig. 33 are close to a Gaussian 

distribution, as demonstrated by the associated kurtosis values in Table XII (b) (ii) being 

only slightly greater than 4.0, albeit non-Gaussian based on the aforementioned 

definition of Gaussianity. The NQM histogram plot in Fig. 33, however, is considered to 

be a Gaussian distribution since the associated kurtosis value is between 2.0 and 4.0 

(inclusive) at 3.9. Alternatively, all of the histogram plots in Fig. 32 clearly do not 

represent a normal distribution, as justified by their kurtosis values in Table XII (a) (ii) 

being much greater than 4.0. Since 90 % of the plots were evidentiary of non-Gaussian 

distributions, a Wilcoxon signed-rank test was performed. 

4.5.3. Wilcoxon Signed-Rank Tests 

 The results presented in this section (Section 4.5.3.) allow the completion of the 

testing of Hypothesis B via post-hoc Bonferroni adjusted Wilcoxon signed-rank (exact) p-

values. To complete the testing of Hypothesis B, Tables XIII and XIV list the Wilcoxon 

signed-rank (exact) test results for pairwise comparisons of IQMs. 
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Results  

 

Fig. 34. Case: x – y symmetric about 0 (Wilcoxon signed-rank test). Plots correspond to 
the acute stroke diagnostic task. Histogram plots (left to right): absolute residuals for VIF 
plot (Fig. 29) = x, absolute residuals for NQM plot (Fig. 29) = y, and distribution of 
difference between absolute residuals for VIF plot – NQM plot = x – y, illustrating that the 
median is symmetric about zero (= 0). According to the Wilcoxon signed-rank test, VIF 
neither performs better nor worse than NQM for the acute stroke diagnostic task. VIF: 
visual information fidelity, NQM: noise quality measure. 

 

Fig. 35. Case: x – y > 0 (Wilcoxon signed-rank test). Plots correspond to the chronic stroke 
diagnostic task. Histogram plots (left to right): absolute residuals for SSIM plot (Fig. 30) = 
x, absolute residuals for VIF plot (Fig. 30) = y, and distribution of difference between 
absolute residuals for SSIM plot – VIF plot = x – y, illustrating that the median is greater 
than zero (> 0). According to the Wilcoxon signed-rank test, SSIM performs worse than 
VIF for the chronic stroke diagnostic task. SSIM: Structural SIMilarity; VIF: visual 
information fidelity. 
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Fig. 36. Case: x – y < 0 (Wilcoxon signed-rank test). Plots correspond to the chronic stroke 
diagnostic task. Histogram plots (left to right): absolute residuals for VIF plot (Fig. 30) = x, 
absolute residuals for NQM plot (Fig. 30) = y, and distribution of difference between 
absolute residuals for VIF plot – NQM plot = x – y, illustrating that the median is less than 
zero (< 0). According to the Wilcoxon signed-rank test, VIF performs better than NQM for 
the chronic stroke diagnostic task. VIF: visual information fidelity, NQM: noise quality 
measure. 

 Figs. 34-36 show an illustrative example of the three cases corresponding to the results 

of the Wilcoxon signed-rank test, as follows: x – y symmetric about zero (Fig. 34), x – y > 

0 (Fig. 35), and x – y < 0 (Fig. 36). 
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(x) (y) (i) (ii)

SSIM FSIM 0.1976 0.4160

SSIM NQM 0.1172 0.5480

SSIM VIF 0.0789 0.0601

SSIM RMSE 0.3831 0.8077

NQM SSIM 0.8828 0.4532

NQM FSIM 0.9127 0.0504

NQM RMSE 0.6650 0.5379

NQM VIF 0.6337 0.0010

FSIM SSIM 0.8024 0.5852

FSIM RMSE 0.3554 0.9557

FSIM VIF 0.1808 0.0771

FSIM NQM 0.0873 0.9499

RMSE FSIM 0.6446 0.0446

RMSE NQM 0.3350 0.4621

RMSE SSIM 0.6169 0.1932

RMSE VIF 0.3122 0.0043

VIF RMSE 0.6878 0.9957

VIF SSIM 0.9211 0.9403

VIF FSIM 0.8192 0.9234

VIF NQM 0.3663 0.9990

IQM = image quality metric; T2 = transverse relaxation time; FLAIR = fluid attenuated 

inversion recovery; SSIM = Structural SIMilarity; NQM = noise quality measure; FSIM = 

Feature SIMilarity; RMSE = root mean square error; VIF = visual information fidelity

Exact P-ValuesPairwise Comparisons

TABLE XIII: Wilcoxon signed-rank (exact) test results (alternative hypothesis:

greater) for pairwise comparisons of absolute value residuals between 

subjective scores and the logistic fit for each IQM, corresponding to the 

(i) acute and (ii) chronic stroke diagnostic tasks, for all T2 FLAIR 
undersampled images. Clinically significant p-values are listed in bold text.    
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 Wilcoxon, and Bonferroni adjusted Wilcoxon, signed-rank (exact) p-values are listed 

in Tables XIII and XIV, respectively, for the greater alternative hypothesis test 

corresponding to the acute and chronic stroke diagnostic tasks. Clinically significant p-

values (p < 0.05) are listed in bold text. 

(x) (y) (i) (ii)

SSIM FSIM 0.7904 1.0000

SSIM NQM 0.4688 1.0000

SSIM VIF 0.3156 0.2402

SSIM RMSE 1.0000 1.0000

NQM SSIM 1.0000 1.0000

NQM FSIM 1.0000 0.2017

NQM RMSE 1.0000 1.0000

NQM VIF 1.0000 0.0042

FSIM SSIM 1.0000 1.0000

FSIM RMSE 1.0000 1.0000

FSIM VIF 0.7232 0.3084

FSIM NQM 0.3490 1.0000

RMSE FSIM 1.0000 0.1785

RMSE NQM 1.0000 1.0000

RMSE SSIM 1.0000 0.7728

RMSE VIF 1.0000 0.0172

VIF RMSE 1.0000 1.0000

VIF SSIM 1.0000 1.0000

VIF FSIM 1.0000 1.0000

VIF NQM 1.0000 1.0000

IQM = image quality metric; T2 = transverse relaxation time; FLAIR = fluid attenuated 

inversion recovery; SSIM = Structural SIMilarity; NQM = noise quality measure; FSIM = 

Feature SIMilarity; RMSE = root mean square error; VIF = visual information fidelity

Bonferroni Adjusted Exact P-ValuesPairwise Comparisons

TABLE XIV: Post-hoc Bonferroni corrected Wilcoxon signed-rank (exact)

test results (alternative hypothesis: greater) for pairwise comparisons of

absolute value residuals between subjective scores and the logistic fit for

each IQM, corresponding to the (i) acute and (ii) chronic stroke diagnostic 

tasks, for all T2 FLAIR undersampled images. Clinically significant p-values 

are listed in bold text.
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 Based on the Bonferroni adjusted p-values in Table XIV (i-ii), the results of the 

Wilcoxon signed-rank (exact) test for the acute and chronic stroke diagnostic tasks are 

shown in Tables XV and XVI, respectively. 

Discussion 

 Due to testing multiple comparisons, the Wilcoxon signed-rank (exact) p-values in 

Table XIII (i-ii) were adjusted, post-hoc, via the Bonferroni adjustment. To reiterate, the 

Wilcoxon signed-rank test tests whether the median of the difference between x and y 

is symmetric about zero (= 0), or statistically significantly greater than zero (> 0) or less 

TABLE XV: Results of Wilcoxon signed-rank (exact) test (alternative 

hypothesis: greater) based on Bonferroni adjusted p-values from 

Table XIV (i), corresponding to the acute stroke diagnostic task. 

SSIM FSIM NQM RMSE VIF

SSIM --- = 0 = 0 = 0 = 0

FSIM = 0 --- = 0 = 0 = 0

NQM = 0 = 0 --- = 0 = 0

RMSE = 0 = 0 = 0 --- = 0

VIF = 0 = 0 = 0 = 0 ---

SSIM = Structural SIMilarity; FSIM = Feature SIMilarity; NQM = noise quality 

measure; RMSE = root mean square error; VIF = visual information fidelity

TABLE XVI: Results of Wilcoxon signed-rank (exact) test (alternative 

hypothesis: greater) based on Bonferroni adjusted p-values from 

Table XIV (ii), corresponding to the chronic stroke diagnostic task. 

SSIM FSIM NQM RMSE VIF

SSIM --- = 0 = 0 = 0 = 0

FSIM = 0 --- = 0 = 0 = 0

NQM = 0 = 0 --- = 0 < 0

RMSE = 0 = 0 = 0 --- < 0

VIF = 0 = 0 > 0 > 0 ---

SSIM = Structural SIMilarity; FSIM = Feature SIMilarity; NQM = noise quality 

measure; RMSE = root mean square error; VIF = visual information fidelity



128 

than zero (< 0). For Hypothesis B testing, x can be defined as the absolute value 

residuals corresponding to the IQMs listed in Table XIV (x) and column IQMs (IQMCOLUMN) 

in Tables XV and XVI, and y can be defined as absolute value residuals corresponding to 

the IQMs listed in Table XIV (y) and row IQMs (IQMROW) in Tables XV and XVI. Residuals 

are calculated by taking the absolute value of the difference between the IQM scores 

after regression and neuroradiologist raters' diagnostic confidence scores for the acute 

and chronic stroke diagnostic tasks. The null hypothesis is such that the distribution of 

the difference between x - y is symmetric about 0, as defined by ‘= 0’ in Tables XV and 

XVI. The alternate hypotheses are such that either (a) the distribution of x - y is > 0 (i.e. 

true location shift is statistically significantly greater than zero), as defined by ‘> 0' in 

Tables XV and XVI, or (b) the distribution of x - y < 0 (i.e. true location shift is statistically 

significantly less than zero), as defined by ‘< 0’ in Table XV and XVI.  

 Based on results from Tables XV and XVI, if the median of the difference between 

IQMCOLUMN and IQMROW is statistically significantly greater than zero then IQMCOLUMN 

performs worse than IQMROW, as this indicates that the residuals associated with 

IQMCOLUMN were larger than those associated with IQMROW. On the contrary, if the 

median of the difference between IQMCOLUMN and IQMROW is statistically significantly less 

than zero then IQMCOLUMN performs better than IQMROW, as this indicates that the 

residuals associated with IQMCOLUMN were smaller than those associated with IQMROW. If 

the median of the difference between IQMCOLUMN and IQMROW is symmetric about zero 

then IQMCOLUMN and IQMROW performs neither better nor worse in comparison to one 

another. 
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 Table XV depicts that the medians of the difference between the absolute value of 

the residuals of any two IQMs were symmetric about zero; this supports the lack of rank 

order based on the SSR values in Table XII (a) (i) for the acute stroke diagnostic task. 

Alternatively, Table XVI provides statistical significance to the SSR values in Table XII (b) 

(i) for the chronic stroke diagnostic task, which yielded the rank order: (1) VIF, (2) FSIM, 

(3) NQM, (4) RMSE, (5) SSIM. Based on the results of the Wilcoxon signed-rank test, 

Hypothesis B (Section 1.6.2.) was proven only in part, in the sense that VIF performed 

better than RMSE. To explain, despite the SSR values of both RMSE and SSIM being 

greater than VIF, seemingly indicating that VIF performed better than both RMSE and 

SSIM due to smaller absolute residuals corresponding to the IQM plots in Fig. 30, VIF 

only performed better than RMSE from the statistical standpoint of the Wilcoxon 

signed-rank test. This means that, according to the Wilcoxon signed-rank test, VIF 

neither performs better nor worse than SSIM for the chronic stroke diagnostic task – but 

VIF performs better than RMSE for the chronic stroke diagnostic task. In all other cases, 

Hypothesis B (Section 1.6.2.) was disproven, such that FSIM did not perform better than 

RMSE and SSIM; in fact, according to the Wilcoxon signed-rank test, FSIM neither 

performs better nor worse than any of the other IQMs for the chronic stroke diagnostic 

task. Further, NQM did not perform better than RMSE and SSIM. Although NQM 

appeared to perform better than RMSE and SSIM as per the associated SSR values, from 

a statistical sense, the distribution of the absolute residuals of NQM minus RMSE (and 

NQM minus SSIM) was not statistically significantly different from zero, indicating that 

NQM did not perform better or worse than either RMSE or SSIM. Additionally, it is 
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interesting to note that, according to the Wilcoxon signed-rank test, NQM performed 

worse than VIF for the chronic stroke diagnostic task. To summarize, therefore, all IQMs 

performed neither better nor worse than one another, except for VIF, which performed 

better than RMSE and NQM.  

 Mason et al. [42] speculates, “NQM appears to perform particularly well for images 

degraded by noise” such as Gaussian noise, whereby it actually performed statistically 

better than VIF, which could lend a possible explanation for the poorer performance of 

NQM in this research work. If NQM possibly performs better for images degraded by 

noise (i.e. where noise is added), and performs statistically better than VIF in these 

cases, then it seems to logically follow suit that VIF may perform statistically better than 

NQM in cases where noise is “removed,” such as with the CS reconstruction being 

inherently denoising. However, more research work would be required to make any of 

these speculations conclusively.  

 Although, [42] did mention that NQM performed statistically better than VIF in cases 

of undersampling, which would be counter to what was observed for the chronic stroke 

diagnostic task in this research work. However, the undersampling in [42] proceeded 

from image space, rather than raw fully-acquired k-space data as it were in this case.  

 To provide further detail, the results of this research work differ from Mason et al. 

[42] for a few reasons and may yield limitations for comparison. For example, [42] 

applied the logistic function to a single plot which combined results from different 

image alteration types onto the same axes, whereas this study applied the logistic 

function to a single plot with only a single type of image alteration which was 
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undersampling and CS reconstruction. The image alteration types studied by Mason et 

al. [42] were specifically those which would degrade the images, such as white noise, 

Gaussian blur, motion, Rician noise, undersampling, and wavelet compression. It is 

important to note, as well, that the version of undersampling in [42] was such that it 

was performed from the DICOM image, which means that pseudo k-space was 

undersampled (pseudo because a DICOM image only contains magnitude information, 

and therefore a FT from image space to k-space yields the same magnitude information, 

but not the same phase information from k-space acquisition – the acquired k-space 

phase information would have been lost and, therefore, upon reconstruction, the 

resultant image would contain an altered noise profile). In this study, raw k-space data 

were available and therefore undersampled, and thus the CS reconstruction had both 

magnitude and phase information available to perform the reconstruction. In addition, 

the results of [42] arise from various anatomies absent of pathology acquired using 

various MRI sequences. In this study, a single anatomy was imaged, pathology was 

present, and IQM results were obtained from T2 FLAIR images, only. Lastly, the expert 

rater participants in [42] comprised of two specialties of radiology (body and neuro) to 

perform confidence rankings, whereas only neuroradiologists were expert raters in this 

study. Overall, since confidence scores corresponding to all combinations of types of 

degradations, images and radiologists were combined into forming the single logistic 

regression per IQM for [42], it is therefore not a one-to-one comparison to the work of 

this thesis. 

 Further, although the progression of the IQM studies referenced in this thesis [42], 
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[68]-[69] that seek to understand the correlations between objective IQM scores and 

raters’ subjective scores of image quality/diagnostic image quality have used the logistic 

function to model these correlations, it is understood that the logistic function may not 

be the preferred function in every situation going forward. Considering the relationship 

between objective and subjective scores depends on the diagnostic task, as was 

discovered through this research work in progression of the work by Mason et al. [42], it 

is likely that, if this work leads to other nuanced clinically translatable studies with 

specific anatomies, pathologies, and diagnostic tasks, the models themselves may need 

to become more nuanced, as well.  

 It is important to keep in mind that the results of this research work do not mean the 

results of Mason et al. [42] have been debunked, such than VIF, FSIM, and NQM do not 

actually perform better than RMSE and SSIM; this actually further solidifies the 

conclusions made by Mason et al. [42], one of which alluded to was that, despite RMSE 

and SSIM being common in MRI literature, there are other IQMs that may perform 

better depending on the purpose for their use. Therefore, to reiterate this exact point, 

for the specific CS reconstruction implementation at the given range of acceleration 

factors, all IQMs tested performed similarly for the purpose of performing the acute 

stroke diagnostic task, while VIF performed better than RMSE and NQM for the purpose 

of performing the chronic stroke diagnostic task.    
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Chapter 5: Conclusion 

 Chapter 5 discusses the conclusions of this thesis work, providing context to the 

clinical translation of these results, including opportunities for future work. 

5.1. Hypothesis A 

 A reduced acquisition time up to R = 7X, in conjunction with neuroradiologists’ 

remaining both accurate and confident in performing the acute stroke diagnostic task, 

yields promise for future work; exploring the prospective application of this research 

work to diagnosing acute stroke in emergency medicine is highly recommended. Despite 

a reduced acquisition time of only R = 2X where neuroradiologists’ remained confident 

in performing the chronic stroke diagnostic task, it is important to remember that, at 

the POC, diagnosing chronic stroke is not the focus. As such, future work should 

investigate prospective acceleration up to R = 7X and not be limited by the fact that only 

R = 2X maintains diagnostic confidence scores for the chronic stroke diagnostic task. 

 The investigations of this thesis were mindful that the resultant accelerated images 

must remain diagnostically useful; however, the acceleration has yet to be maximized 

and subsequently optimized with diagnostic utility. Therefore, the determination of an 

optimized stroke imaging protocol that is as fast as clinically useful was out of the scope 

of this thesis, but should take precedence in future work in order to continue the 

trajectory of the important findings of this thesis. Since a future aim well beyond this 

thesis is direct clinical translation for using POC MRI as complementary to CT in the 

diagnosis of AIS in emergency medicine then imaging needs to be both as fast as 

possible and remain diagnostically useful. 
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 The research work presented in this thesis was retrospective in nature because this is 

the first study performed with the 0.5 T system, so a retrospective study is necessary in 

order to provide a solid foundation of feasibility from which to pursue future, 

prospective accelerated image acquisition studies. Data acquisition is ongoing, thus 

continuously increasing N for future work. The population for future work will continue 

to include participants who are CT- AIS patients.  

 Future work includes investigation into determining the highest retrospective MR 

image acquisition acceleration factor (RMAX) for which the diagnostic utility of images is 

maintained, including the determination of prospective clinical feasibility through the 

derivation of a diagnostic utility cost-function. The range for clinical significance should 

be fully explored in order to determine RMAX. At RMAX, diagnostic utility must remain at 

an acceptable level, as defined by expert radiologists. 

 Note that if R > 7X is to be examined, the sampling masks must be altered such that 

the central, fully-sampled portion of k-space is decreased – that is, if 2D linear Cartesian 

undersampling continue to be implemented. Undersampling and CS parameter tuning 

may therefore be part of future work.  

 Additional future work includes assessing neuroradiologists’ diagnostic confidence 

scores corresponding to identification of diagnostically relevant features from images 

output from Objective 1. Diagnostically relevant features includes additional important 

aspects relevant to a neuroradiologist’s diagnosis of stroke, and would therefore consist 

of not only the identification and corresponding confidence of presence/absence of AIS 

and chronic stroke, as was the case in the research work of this thesis, but also the 
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identification and corresponding confidence of: (1) the location of acute and chronic 

infarct, and (2) DWI-T2 FLAIR mismatch for AIS (Appendix A.5.).  

 If there is a DWI-T2 FLAIR mismatch then the patient may be in early AIS disease 

progression and therefore may not be in stable condition. Therefore, at this stage in the 

research work, DWI-T2 FLAIR mismatch was an irrelevant question given that the 

recruited and scanned patient participants were not in early AIS disease progression. 

Since NSH REB-approval was based on the pretense that scanned participants would be 

in stable condition, DWI-T2 FLAIR mismatch in the scans would not have (and should not 

have, for ethical reasons) existed. Nonetheless, even if DWI-T2 FLAIR mismatch was 

asked at this stage in the research work, the three board-certified neuroradiologist 

raters would have demonstrated bias in their answers, considering their a priori 

understanding of the participant recruitment criteria.  

 To conclude, Hypothesis A (Section 1.6.2.) was proven, and neuroradiologists’ task-

specific diagnostic confidence remained high at R = 7X (p > 0.05) for AIS, where chronic 

stroke was more sensitive to increasing R, decreasing at R = 3X (p < 0.05).  

5.2. Hypothesis B 

 IQM calibration to radiologists’ confidence scores is important for the following two 

reasons: (1) to narrow the search space for determining at what point radiologists’ 

confidence in their identification of clinical stroke-related features drops past the point 

of being diagnostically useful for this particular use-case, and (2) as a result of narrowing 

this search space, improvements in study efficiency can be made by requiring less 
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iterations of questionnaire sessions with radiologists, in hopes of reducing the extent of 

the need for their valuable – yet limited – time.  

 Future work related to Hypothesis B (Section 1.6.2.) includes utilizing the logistic fit 

(non-linear regression model) results from this research work to assess the streamlining 

of images shown to radiologists. To this point, other models should be assessed, 

whereby the implementation of AI/machine learning models may be beneficial to 

address the case-by-case nature of correlating objective IQM scores with specific 

diagnostic tasks. Future studies should not be constrained to the logistic fit model, itself, 

but constrained, instead, to the diagnostic task at hand they wish to model. Ongoing 

work is investigating how IQMs behave with other types of image alterations, such as 

additive noise, Gaussian blur, etc. in order to provide more insight into the operations of 

these metrics.    

 To conclude, Hypothesis B (Section 1.6.2.) was only proven in part, such that VIF 

performed better than RMSE. However, important insights were gained that challenge 

habitual thinking. The fact that none of the IQMs tested – RMSE, SSIM, VIF, FSIM, or 

NQM – correlated with confidence for AIS but all correlated to various degrees with 

confidence for chronic stroke, suggests that IQM performance does not necessarily 

indicate an image’s usefulness for a specific diagnostic task. 
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Appendix A: Ranking Study 

A.1. Schedule 

 

A.2. Questionnaire

 

A.3. Weekly Calibration Email 

The intent of the questions is to probe your confidence in your decision, whatever that 
might be, with respect to the clinical task you are performing. The rankings are neither a 
reflection of the quality of the images, nor of the clinical decision itself, but of your 

Dataset Series

100 013 max add 4000 015 max add 7900 007 r=1 11800 008 maxG 15700 012 minG 19600 010 r=6 LEGEND Dataset Series

200 010 r=5 4100 002 r=1 8000 010 r=7 11900 015 r=6 15800 007 min add 19700 005ct- r=4 Week 1 100-3900

300 healthy1 max add 4200 009 r=7 8100 healthy2 r=5 12000 004 r=4 15900 013 r=2 19800 011 med add Week 2 4000-7800

400 001ct- r=5 4300 010 max add 8200 015 r=5 12100 010 med add 16000 healthy2 r=6 19900 002ct- r=2 Week 3 7900-11700

500 healthy2 r=3 4400 004ct- r=3 8300 004ct- r=1 12200 healthy2 minG 16100 healthy1 r=2 20000 healthy1 min add Week 4 11800-15600

600 005 r=1 4500 007 max add 8400 009 r=5 12300 healthy1 med add 16200 005 min add 20100 001ct- maxG Week 5 15700-19500

700 008 max add 4600 healthy1 r=3 8500 001ct- r=1 12400 009 minG 16300 010 maxG 20200 008 r=6 Week 6 19600-23400

800 005ct- medG 4700 013 r=5 8600 healthy1 medG 12500 007 med add 16400 004 minG 20300 015 maxG

900 002 r=7 4800 005ct- r=7 8700 005 r=7 12600 012 r=4 16500 001ct- r=2 20400 007 r=4

1000 009 max add 4900 005 r=5 8800 014 medG 12700 004ct- minG 16600 008 med add 20500 009 min add

1100 007 r=5 5000 healthy2 r=1 8900 002 max add 12800 011 r=4 16700 002ct- maxG 20600 005 r=4

1200 011 r=1 5100 012 medG 9000 004 r=7 12900 005 med add 16800 014 r=4 20700 healthy2 min add

1300 002ct- r=3 5200 014 r=1 9100 005ct- r=2 13000 005ct- r=6 16900 004ct- med add 20800 002 minG

1400 014 r=7 5300 004 r=1 9200 008 r=7 13100 013 med add 17000 009 r=4 20900 013 maxG

1500 004 r=3 5400 001ct- max add 9300 002ct- r=1 13200 002 r=2 17100 005ct- minG 21000 004ct- min add

1600 004ct- r=5 5500 011 max add 9400 012 max add 13300 014 med add 17200 002 r=4 21100 012 maxG

1700 012 r=3 5600 002ct- r=7 9500 011 r=7 13400 002ct- r=6 17300 015 r=2 21200 014 r=2

1800 015 r=1 5700 008 r=3 9600 004ct- r=4 13500 001ct- minG 17400 011 minG 21300 004 min add

1900 010 medG 5800 012 r=7 9700 013 r=7 13600 012 r=2 17500 012 min add 21400 011 r=2

2000 011 r=5 5900 002ct- max add 9800 015 medG 13700 014 r=6 17600 013 r=4 21500 008 r=2

2100 healthy1 r=7 6000 008 r=1 9900 005 r=3 13800 004ct- maxG 17700 008 minG 21600 012 r=6

2200 008 r=5 6100 healthy2 max add 10000 007 r=7 13900 013 r=6 17800 014 minG 21700 005 r=6

2300 014 r=3 6200 014 r=5 10100 012 r=5 14000 011 r=6 17900 002ct- r=4 21800 healthy1 r=6

2400 005ct- r=1 6300 001ct- r=7 10200 healthy1 r=5 14100 009 med add 18000 007 minG 21900 001ct- r=4

2500 015 r=3 6400 007 r=3 10300 009 medG 14200 healthy2 maxG 18100 010 min add 22000 002 med add

2600 002ct- r=5 6500 healthy1 r=1 10400 012 med add 14300 healthy1 r=4 18200 015 minG 22100 010 r=4

2700 healthy2 r=7 6600 005 max add 10500 004 max add 14400 002 r=6 18300 011 maxG 22200 004ct- r=2

2800 007 medG 6700 011 r=3 10600 013 medG 14500 015 med add 18400 004ct- r=6 22300 015 r=4

2900 009 r=1 6800 015 r=7 10700 002 maxG 14600 010 r=2 18500 009 maxG 22400 007 r=6

3000 001ct- r=3 6900 004 r=5 10800 001ct- med add 14700 005 maxG 18600 001ct- min add 22500 002ct- med add

3100 002 r=5 7000 002 r=3 10900 002ct- medG 14800 007 r=2 18700 002 min add 22600 004 maxG

3200 005 medG 7100 004ct- max add 11000 010 minG 14900 008 r=4 18800 healthy2 r=4 22700 009 r=6

3300 012 r=1 7200 010 r=3 11100 healthy2 medG 15000 005ct- min add 18900 005 minG 22800 014 min add

3400 013 r=1 7300 009 r=3 11200 014 maxG 15100 001ct- r=6 19000 004 r=6 22900 healthy2 med add

3500 004 medG 7400 013 r=3 11300 005ct- r=5 15200 004 r=2 19100 healthy1 minG 23000 013 min add

3600 004ct- r=7 7500 001ct- medG 11400 008 medG 15300 002ct- min add 19200 013 minG 23100 007 maxG

3700 010 r=1 7600 002 medG 11500 011 min add 15400 009 r=2 19300 002ct- minG 23200 015 min add

3800 011 medG 7700 004ct- medG 11600 014 max add 15500 004 med add 19400 005ct- med add 23300 005ct- maxG

3900 005ct- max add 7800 005ct- r=3 11700 005 r=2 15600 healthy2 r=2 19500 healthy1 maxG 23400 008 min add

100 200 300 etc.

YES = 1

NO = 0

0 % confident = 1

25 % confident = 2

50 % confident = 3

75 % confident = 4

100 % confident = 5

absent = 0

punctate foci, or “caps” or pencil-thin lining = 1

beginning confluence, or smooth “halo” = 2

large confluent areas, or irregular periventricular signal extending into deep WM = 3

0 % confident = 1

25 % confident = 2

50 % confident = 3

75 % confident = 4

100 % confident = 5

Dataset Series:
Question 1:

Using the DWI and T2 FLAIR images, would

On a scale from 1-5 (with 1 being no 

in reporting the presence or absence of an 

acute stroke?

confidence and 5 being 100 % confident), 

how would you rate your clinical confidence

you report the presence of an acute stroke?  

Question 2:

Question 3:

What Fazekas score (0-3) would you report 

Questionnaire again for the next ' Dataset Series' . 

*You have completed the Questionnaire for the particular 'Dataset Series' . Move on to answering the 

lesion burden?

Question 4:

On a scale from 1-5 (with 1 being no 

confidence and 5 being 100 % confident), 

how would you rate your clinical confidence

in reporting the above Fazekas score?

for identification of chronic ischemic
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confidence in identifying presence/absence of acute stroke and assigning a Fazekas score for 
chronic stroke. 
 
Note: 
-For all dataset series, T2 FLAIR images may/may not be degraded quality, but DWI/ADC will 
never be degraded quality. 
-For the purposes of this study "Acute stroke” is considered to span both acute and 
subacute (no hyperacute).   
-Fazekas scoring combines periventricular and deep white matter T2 hyperintense lesion(s). 
-Likert scores (1-5) are not intended to reflect the decision itself, but rather your confidence 
in that decision with a 5 representing 100% confident and a 1 indicating no confidence in 
the relevant clinical decision. 

 A high Likert rating indicates that you view findings to be either a true positive or true 
negative 

 A low Likert rating indicates that you view findings to be either a false negative or false 
positive. 
 
I.e. if these images arrived in your PACS feed for a patient with suspected stroke, how 
confident would you feel in using this data to make a diagnostic judgement, knowing that 
your findings may be used to triage this patient and potentially make choices with respect 
to treatment?   

A.4. Raw Results 

 

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 2X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 3X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 4X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 5X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 6X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 7X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 2X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 3X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 4X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 5X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 6X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

R = 7X 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

R = 2X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

R = 3X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

R = 4X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

R = 5X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

R = 6X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

R = 7X 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0

Accurate w/ Calibration Score

Part of Verification (These are now Accurate)

Part of Verification (These remained Accurate)

LEGEND

Using the DWI and T2 FLAIR images, would you report the presence of an acute stroke? YES = 1, NO = 0  

Patient ID

Patient ID

TD 013 TD 014 TD 015

CTneg 001

Patient ID

TD 002 TD 004 TD 005 TD 007 TD 008 TD 009

TD 010

CTneg 002 CTneg 004 CTneg 005 STRHC 001 STRHC 002

TD 011 TD 012
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0 % confident = 1, 25 % confident = 2, 50 % confident = 3, 75 % confident = 4, 100 % confident = 5

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 4

R = 2X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 3X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 4X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 4

R = 5X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 6X 5 5 5 5 5 4 5 5 5 5 5 5 5 5 5 5 5 4

R = 7X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 4

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 2X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 3X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 4X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 5X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 6X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 7X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 3

Degradation Level Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 2X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 3X 5 5 5 5 5 4 5 5 5 5 5 5 5 5 5 5 5 5

R = 4X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 5X 5 5 5 5 5 4 5 5 4 5 5 5 5 5 5 5 5 5

R = 6X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

R = 7X 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

Consistent w/ Calibration Score

Part of Verification (These remained Consistent)

Part of Verification (These remained Consistent)

Inconsistent w/ Verification Score

TD 014 TD 015

CTneg 001 CTneg 002

Inconsistent w/ Calibration Score

TD 007

On a scale from 1-5 (with 1 being no confidence and 5 being 100 % confident), how would you rate your clinical confidence in reporting the presence or absence of an acute stroke? 

TD 008 TD 009

LEGEND

Gave a Calibration score of 5

Gave a Verification score of 4

Gave a Calibration score of 5

Patient ID

Patient ID

Patient ID

CTneg 005 STRHC 001 STRHC 002

TD 012 TD 013TD 010 TD 011

CTneg 004

TD 002 TD 004 TD 005

“halo” = 2; large confluent areas, or irregular periventricular signal extending into deep WM = 3

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 0 1 1 3 3 3 3 3 3 0 1 1 2 2 2 0 1 1

R = 2X 0 1 2 3 3 3 3 3 3 0 1 1 3 2 2 0 1 1

R = 3X 0 1 1 3 3 3 3 3 3 0 0 1 2 2 2 0 0 1

R = 4X 0 1 1 3 3 3 3 3 3 0 1 1 2 2 2 0 1 1

R = 5X 0 1 1 3 3 3 3 3 3 1 1 1 2 1 2 0 0 1

R = 6X 0 1 1 3 3 3 3 3 3 0 1 1 2 2 2 0 0 1

R = 7X 0 1 2 3 3 3 3 3 3 0 1 2 1 2 2 0 0 0

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 0 0 1 0 0 1 0 0 1 2 3 3 1 1 1 1 1 1

R = 2X 0 0 1 0 0 1 0 0 1 2 2 2 0 0 1 2 1 1

R = 3X 0 0 1 0 0 1 0 0 1 2 1 2 1 1 1 2 1 2

R = 4X 0 1 1 0 0 1 1 0 1 2 2 2 0 1 1 2 2 2

R = 5X 0 0 0 0 0 1 1 0 1 2 3 2 0 1 1 1 2 2

R = 6X 0 1 1 0 0 1 0 0 1 2 2 2 0 0 1 2 1 2

R = 7X 0 0 1 0 0 1 1 0 0 2 2 2 0 1 1 1 1 1

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 2 2 3 2 2 3 1 0 1 0 0 1 0 0 0 0 0 1

R = 2X 2 3 2 2 3 3 0 0 1 0 0 1 0 0 0 0 0 1

R = 3X 2 3 3 2 2 3 0 0 1 0 0 1 0 0 1 0 0 1

R = 4X 2 3 2 2 2 2 1 1 1 1 0 1 0 0 1 0 0 1

R = 5X 2 2 3 2 2 3 0 0 1 0 0 1 0 0 1 0 1 1

R = 6X 2 2 2 2 2 3 0 1 1 0 1 1 0 0 1 0 0 1

R = 7X 2 2 2 2 2 3 0 1 1 0 1 1 0 1 0 0 0 1

Consistent w/ Calibration Score

Inconsistent w/ Calibration Score

Gave a Calibration score of 2 Gave a Calibration score of 1

Gave a Calibration score of 1

STRHC 002

TD 012 TD 013 TD 014

Patient ID

Patient ID

LEGEND

Gave a Calibration score of 2 Gave a Calibration score of 2 Rater 1: Gave a Calibration score of 1

Rater 2: Gave a Calibration score of 1

Rater 3: Gave a Calibration score of 0

What Fazekas score (0-3) would you report for identification of chronic ischemic lesion burden? absent = 0; punctate foci, or “caps” or pencil-thin lining = 1; beginning confluence, or smooth 

TD 010 TD 011

CTneg 004 CTneg 005 STRHC 001

TD 015

CTneg 001 CTneg 002

TD 002 TD 004 TD 005 TD 007 TD 008 TD 009

Patient ID
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25 % confident = 2, 50 % confident = 3, 75 % confident = 4, 100 % confident = 5

Patient ID

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 5 5 4 5 5 5 5 5 5 5 5 5 5 5 4 5 5 4

R = 2X 4 5 4 5 5 5 5 5 5 4 5 4 5 5 4 5 5 4

R = 3X 4 5 4 5 5 5 5 5 5 4 4 3 5 5 4 5 5 4

R = 4X 4 5 4 5 5 5 5 5 5 5 4 3 5 5 4 4 5 3

R = 5X 4 5 3 5 5 5 5 5 5 4 4 3 5 5 4 4 5 3

R = 6X 4 4 4 5 5 5 5 5 5 4 4 3 5 5 4 4 5 2

R = 7X 3 3 4 5 5 5 5 5 5 3 3 3 3 4 3 2 3 2

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 5 5 4 5 5 3 5 5 5 5 5 5 5 5 4 5 5 5

R = 2X 5 5 3 5 5 5 4 5 5 5 5 5 5 5 5 5 5 5

R = 3X 4 5 3 5 5 4 5 4 5 5 5 4 4 3 4 5 5 4

R = 4X 4 5 4 5 5 4 4 5 3 4 5 4 4 5 4 4 5 4

R = 5X 5 4 2 5 5 4 3 5 5 5 5 4 5 4 4 4 5 4

R = 6X 4 4 4 4 5 2 4 5 3 5 5 4 4 4 4 4 5 4

R = 7X 3 4 2 2 4 2 3 3 1 3 5 4 3 3 1 2 4 4

Acceleration Factor Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3 Rater 1 Rater 2 Rater 3

R = 1X 5 5 5 5 5 5 5 5 5 5 5 3 5 5 4 5 5 4

R = 2X 5 5 5 5 5 5 5 5 4 4 5 5 5 5 4 5 5 4

R = 3X 5 5 5 5 5 5 5 4 3 5 4 5 5 5 4 5 4 4

R = 4X 5 5 4 5 5 4 4 5 4 4 5 4 5 5 4 4 5 4

R = 5X 5 4 5 5 5 5 4 3 4 3 5 4 4 4 4 4 5 4

R = 6X 5 5 4 5 5 4 3 3 4 5 5 4 4 5 4 4 5 4

R = 7X 3 5 4 3 5 5 3 3 3 1 4 4 2 3 2 2 3 2

Consistent w/ Calibration Score

Inconsistent w/ Calibration Score

Rater 2: Gave a Calibration score of 2

LEGEND

Gave a Calibration score of 5

Gave a Calibration score of 5

Gave a Calibration score of 5 Rater 2: Gave a Calibration score of 4

Rater 3: Gave a Calibration score of 5

Rater 1: Gave a Calibration score of 1

TD 010 TD 011

CTneg 004 CTneg 005 STRHC 001

On a scale from 1-5 (with 1 being no confidence and 5 being 100 % confident), how would you rate your clinical confidence in reporting the above Fazekas score? 0 % confident = 1, 

Patient ID

STRHC 002

TD 012 TD 013 TD 014 TD 015

CTneg 001 CTneg 002

TD 002 TD 004 TD 005 TD 007 TD 008 TD 009

Patient ID



149 

A.5. Potential Questionnaire for Future Work

 

a) Can you identify an acute infarct? YES = 1

NO = 0

b What is your confidence in the 0% confident = 1
accuracy of this identification? 25 % confident = 2

50 % confident = 3

75 % confident = 4

100% confident = 5

a) Where is the acute infarct Written answer (be as specific  as possible).
located?

b What is your confidence in the 0% confident = 1

accuracy of this location? 25 % confident = 2

50 % confident = 3

75 % confident = 4
100% confident = 5

c) Which image slice allows for the Specify slice based on 'Im'  (image index) in AW server.

best visualization of the acute 

infarct?

a) Can you identify a DWI-T2 FLAIR YES = 1

mismatch? NO = 0

b What is your confidence in the 0% confident = 1
accuracy of this mismatch? 25 % confident = 2

50 % confident = 3

75 % confident = 4

100% confident = 5

a) Can you identify white matter T2 normal (no white matter disease) = 0
hyperintense lesion(s) in the punctate white matter disease = 1
periventricular and/or deep partial confluent white matter disease = 2

white matter? confluent white matter disease = 3

b What is your confidence in the 0% confident = 1
accuracy of this identification? 25 % confident = 2

50 % confident = 3

75 % confident = 4

100% confident = 5

c) Which slice(s) best represents the Specify slice(s) based on 'Im' (image index) in AW server.

location of the lesion(s)?

*You have completed the Questionnaire for the particular 'Dataset Series' . Move on to answering the 

      Question 2:

      Question 3:

      Question 1:

Case 2: Chronic Ischemic Lesion Burden

Case 1: Acute Ischemic Stroke

      Question 1:

               Questionnaire again for the next ' Dataset Series' . 

               *If answer to 1. a) is 'YES = 1 ', continue. Otherwise, skip to ' CASE 2: Chronic Ischemic Lesion Burden' .
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Appendix B: Kappa Paradox 

 The inter-rater reliability measurement Cohen’s kappa (κ) can be unweighted (κUW) or 

weighted (e.g. quadratic weighted, κQW), and its computation uses the quantities 

observed agreement (Pa) and expected agreement by chance (Pe).  

 Despite known high agreement corresponding to the acute stroke diagnostic task 

between Rater 1 and Rater 2, and Rater 2 and Rater 3, “equivalent to chance” 

agreements (κ = 0) (Tables I-II (i)) were obtained (Section 4.2.1.). As calculated based on 

κUW pairwise-rater contingency tables [87] for both Rater 1 and Rater 3, and Rater 2 and 

Rater 3, Pa and Pe were identical values (e.g. Pa = Pe = 0.929). Pa and Pe were also 

identical values for κQW. Since κ = (Pa – Pe)/(1 – Pe), κUW = κQW = 0 for these two pairwise 

raters. On the other hand, despite known high agreement corresponding to the acute 

stroke diagnostic task between Rater 1 and Rater 2, computational error (κ = not a 

number (NaN)) results (Tables I-II (i)) were obtained (Section 4.2.1.). As calculated based 

on the κUW pairwise-rater contingency table [87] for Rater 1 and Rater 2, Pe = 1. For κQW, 

Pe = 1, also. Therefore, for these pairwise raters, both κUW and κQW = NaN (division by 

zero, undefined).   

 Investigation into the kappa paradox led to the conclusion that κ – although a 

standard inter-rater reliability measurement reported in MRI literature – was not a 

useful metric for the given data. Part of the kappa paradox is such that, in cases of 

known high agreement, the resultant κ value is low [87]. A “paradox-resistant 

alternative to Cohen’s kappa coefficient” [88] is Gwet’s AC1 (unweighted) and its 

quadratic weighted counterpart, Gwet’s AC2. In the case of the acute stroke diagnostic 
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task, this aspect of the kappa paradox was at play since agreement was known to be 

high between all three neuroradiologist raters. As such, Gwet’s AC1 and AC2 were 

computed.   

 Although part of the kappa paradox is such that, in cases of known high agreement, 

the resultant κ value is low [87] [88], this is not the case for the chronic stroke diagnostic 

task since the raw inter-rater reliabilities were known to not be as high as they were in 

the acute case. An additional aspect of the κ paradox that is at play here, then, is such 

that κ is dependent on bias (i.e. the marginal distributions). If the marginal distributions 

are more homogeneous (i.e. similar ratings between pairwise raters), κ will be lower 

[87]. Considering the marginal distributions are similar between pairwise raters in the 

sense that the marginal distributions generally monotonically increase with increasing 

confidence score and the fact that κ penalizes similar ratings between pairwise raters, it 

is logical that the κ scores remained low for the chronic diagnostic task. 

 Nonetheless, dependency on bias is argued to be illogical, considering the 

expectation that any raters who are experts in their field would yield a higher level of 

observed agreeance, and thus their marginal distributions would be more homogeneous 

[87]. This aspect of the kappa paradox is therefore remediated by calculating Gwet’s 

AC1 and AC2, instead, since it is not related to bias and therefore does not penalize 

similar ratings. 

 Lastly, “the determination of weights for a weighted kappa is a subjective issue on 

which even experts might disagree in a particular setting” [85], which is likely also the 

case for Gwet’s AC2. Thus, it seems most appropriate that clinical experts, such as 
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radiologists, be consulted when making these types of decision for proper clinical 

translation of results.  

 

 

 


