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Abstract

As aquaculture production of fish is progressively increasing, we need to understand

the relationships between their swimming behavior and external variables in order to

improve their welfare. Fish in sea cages normally exhibit circular swimming patterns,

however, an efficient model to automatically identify circling as a frequent and no

circling as an abnormal behavior is lacking. In this study, we used acoustic telemetry

data to classify the swimming behavior of Atlantic salmon into three classes: slow

circling, fast circling, and no circling. This was achieved by developing an algorithm

that uses a locally weighted form of Deming regression. We also developed an in-

teractive visualization tool by representing every fish with a horizontal stacked bar

colored according to swimming classes which enables the analysis of individual and

population-level swimming behavior. Finally, the impact of several external variables

such as natural light, temperature, dissolved oxygen, water levels, weather conditions,

and wind speed on each swimming class is analyzed.
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Chapter 1

Introduction

Recent years have seen a growing interest in the study of animal movements. Ad-

vancements in technology have allowed scientists to collect more data regarding ani-

mal movements at sea, on land, and in the air. These data can be used to investigate

the impact of internal and external variables on animal movement patterns at various

spatial and temporal scales. A common challenge in movement data analysis is identi-

fying frequent or abnormal patterns in spatio-temporal data. To address this, several

computational methods have been developed to detect pattern structures and classify

distinctions among movement patterns. For instance, Beyan and Fisher [9] used a

clustering algorithm involving hierarchy classification and hidden Markov models, to

classify fish trajectories into normal and abnormal classes. Furthermore, the classified

data can be analyzed further by human analysts to interpret patterns in the move-

ment behaviors using interactive visual analytic tools. Andrienko et al., [4] extracted

movement events from trajectories and performed a density-based clustering to find

densely concentrated events. The clusters are then visualized using spatio-temporal

envelopes to help analysts identify potential traffic jams when multiple cars move

at low speeds. Visualization or visual analytics can also be used to evaluate the

plausibility of the results by an expert using visual displays.

The movement of salmon in open net pens can be affected by several environmen-

tal variables such as light, temperature, dissolved oxygen, water currents, tide, and

wind. In response to a sub-optimal environment and stressors, fish may change their

swimming behavior and lose their appetite [36]. For instance, when the temperature

rises, the metabolic rate of fish increases whereas the oxygen solubility in water de-

creases, and co-occurrence of other factors such as low tidal current, light, wind, or

water flow may intensify the effect of low oxygen levels and lead to detrimental hy-

poxic conditions [36]. In response to reduced levels of dissolved oxygen, the fish may

decrease or increase their swimming speeds [30], [69]. Therefore, an abnormally low

1
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or high swimming speed can be used as an indication of hypoxia [50]. To overcome

the effect of hypoxic conditions, several aquaculture systems supplement pure oxygen

in the sea cages to maintain dissolved oxygen at levels that increase the growth rate

and optimize fish production [72]. Hence, understanding the influence of environmen-

tal variables on salmon behavior and movement patterns within sea cages may allow

achieving improved welfare outcomes by adjusting the sea-cages [57].

Growing interest in fish health has enabled the development of intelligent methods

for monitoring fish behavior and stress assessment. As a noninvasive and automated

method, machine vision can be used to analyze fish behavior under stress [59]. Other

methods such as acoustic telemetry, underwater sonar, and echo sounders have been

used to track and monitor the fish positions despite low water visibility [47]. While

individual fish tags do not capture the whole fish population in a sea cage, average

individual behaviors are correlated with group behaviors during the short and long

term, demonstrated by evidence such as similar diel cyclical movement patterns or

avoidance of warm and cold water [57].

A typical characteristic of fish movement in a sea cage is forming a circular swim-

ming pattern during the day [57], [56]. The study of horizontal swimming behavior

of the fish in sea cages using acoustic telemetry has been limited to measuring the

distance from the center, swimming angle and direction and visualizing the horizontal

distribution of the fish [68], [77], [37]. In a study conducted by Narazaki et al., they

used biologging data to reconstruct the 3D movements of different tagged marine

megafauna (sharks, turtles, penguins, marine mammals, etc.) in the open ocean and

identify their circling behaviors [54]. However, they don’t provide any information

about the no circling behavior or the changes in the circling speed in response to

environmental variables. Motivated by identifying circling and no circling behavior

of cultured fish in sea cages and exploring the impact of external variables on each

behaviour, we propose a method to detect circling and no circling swimming behavior

of the fish besides determining the circling speed using angular velocities. In addi-

tion, we examine the correlations between several external variables and the circling

behavior of the fish.
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We start by switching from Cartesian to polar coordinates on account of the

circular nature of the polar coordinate system. Then we use the linear pattern of

angles during the circling and the scattered pattern of the angles during no circling

to separate circling from no circling. In this regard, a Deming regression model is used

to overcome the effect of position and time measurement errors. Another challenge in

this approach is the periodicity of the angle values that results in Deming regression

as a linear model not being immediately applicable to this data type. Consequently,

we addressed this issue by applying a locally weighted form of Deming regression to

unwrap the angles. We also use Deming regression to calculate the regression error

and angular velocity at each point. When a point is surrounded by scattered points

the error of the linear model would be high which indicates a no circling behavior.

On the other hand, if the points around a given point form a linear shape, the error

of the linear model would be low, suggesting a circling behavior. Furthermore, the

slope of the line can be used to determine the angular velocity and separate slow and

fast circling by selecting appropriate thresholds. Finally, we analyze the relationships

between each swimming class and external variables such as light, hours of the day,

dissolved oxygen, water temperature, wind speed and direction, water level, weather

conditions, and feeding.

1.1 Contributions

The main contributions of this work are proposing an innovative method to classify

the horizontal movement of fish in a sea-cage into three classes of slow, fast and no cir-

cling using high resolution acoustic telemetry positions and exploring the relationship

between the fish swimming classes and several external variables. We also, create a

novel interactive visualization tool for the swimming classes of multiple fish to reveal

the patterns in the individual and group swimming behaviors.

1.2 Outline

The rest of this thesis is organized as follows. In Chapter 2, we explain the related

work and the background needed in this thesis. Next, in Chapter 3 after describing

the datasets and data preprocessing methods, we expatiate on the process of the



4

proposed algorithm. Then, in Chapter 4, we determine suitable thresholds for classi-

fying fish swimming behavior and analyze the relationships between swimming classes

and several environmental factors. Finally, in Chapter 5, we discuss the conclusion,

limitations, and future work.



Chapter 2

Related Work And Background

In this chapter, first, we go over related work that has been proposed for analyzing

fish behavior in Sections 2.1 and 2.2. To monitor and analyze the fish behavior in

aquaculture, three common methods have been used by researchers: machine vision,

bio-logging technology and acoustic telemetry [1]. Machine vision approaches are

discussed in Section 2.1; bio-logging and acoustic telemetry ones are specified in

Section 2.2. Then we discuss Deming regression as a computational tool used in our

algorithm in Section 2.3.

2.1 Machine Vision

Video monitoring has been extensively used in analyzing fish swimming behavior. In

machine vision method, data is stored in the form of optical images and the images

are analyzed using image-processing algorithms.

Oppedal et al. [56], used underwater video cameras to monitor the behavior of

Atlantic salmon during four periods of winter (15th January to 25th February), early

spring (26th February to 7th April), late spring (8th April to 19th May), summer (20th

May to 23rd June). They observed the fish behavior randomly for two hours, usually

during the daytime and five times during the study period every four hours of 24

hours cycle in addition to at dusk and dawn. The observation scores, were pooled

for each period during day and night where the number of observations was between

33 to 8 on days and 20 to 3 on nights. They used these observations to classify the

fish swimming behaviors into different classes of horizontal distribution as even (fish

occupying most of the available area) or uneven (fish using only parts of the area)

and swimming speed based on simultaneous observations between groups over time as

fast normal and stationary. Their results show that for all the periods, the horizontal

distribution of most observations was uneven during the daytime and the fish was

swimming in a circular and polarized (in the same direction) pattern, avoiding the

5
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center and walls of the cage. Moreover, at night the fish were evenly distributed and

more dispersed in winter, early spring, and late spring and unevenly distributed in

summer, maintaining the circular and polarized school. The swimming speed during

all periods in the daytime was normal for most observations while it was significantly

more stationary at night in winter and early spring and normal for most observations

in late spring and summer.

In a study conducted by Pinkiewicz et al. [62], they presented a computer vision

tracking system to automatically detect and analyze changes in the swimming behav-

ior of the fish in sea cages. The fish in the video footage is detected frame by frame

by the system using image segmentation techniques and tracked through successive

video frames using a Kalman filter. The system stores velocities of valid targets and

calculates their average swimming speed and direction (the angle in degrees relative

to the x-axis of the sea cage) every 30 seconds. Circular statistics [7] were applied

to directions to identify activities within 30 seconds sample intervals. Then they

analyzed the effect of feeding and environmental variables such as time of the day

and tidal currents on swimming speed and direction of the fish. Their results show

that the swimming speed increased and direction slightly changed (30− 40◦) during

the feeding. Moreover, the fish swimming direction changed by around 180◦ during

the days with low tide currents while no clear relationship was found between the

swimming speed and tide.

In another paper, Johansson et al. [35], classified the fish swimming behavior based

on the water current speed at a commercial salmon farm with exposed conditions.

They used two cameras to monitor fish behavior during 48 hours and three swimming

patterns were identified which are shown in Figure 2.1.

• A- Circle: Swimming in circular patterns at low current velocities (≈ 20 cms−1).

• B- Mixed: Both circling and remaining on the current with increasing current

velocities (≈ 35 cms−1).

• C- On Current: Standing on the currents with increasing current velocities to

≈ 47 cms−1.

Winthereig-Rasmussen et al. [75] reported that the current velocity was the weak-

est within the middle cage in the farm. Since our study cage is in the middle of the
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farm and surrounded by three other cages it is likely that water current speed is low

at the site.

Figure 2.1: Swimming structure with regard to water current. Strength and direction
of the water current are shown with arrows. (figure taken from [35])

Wang et al. [73] used a computer vision system and deep learning to propose a

method for classifying fish schools’ behavior in a recirculating aquaculture system.

Their results show that, this method is able to identify five behavioral classes of the

fish school, including feeding, hypoxia, hypothermia, frightened, and normal behavior

with a high accuracy. This study was done in a closed system with high water quality

where barrier technologies ensure that there is no contact between farmed fish and the

natural environment. However, in response to external environmental variables, fish

might show similar behavior patterns (e.g. fish show a rapid movement during both

feeding and frightened behaviors) which results in a high chance of misclassification.

Consequently, extracting deep features and accurately classifying the fish behaviors

in different environments would be challenging.

Using machine vision, for detecting and analyzing the fish behavior in underwater

environments is a challenging task due to illumination, weather change, algae on

camera lens, low resolution, complex background, high-density scene, color similarity

between fish, etc [78]. Acoustic telemetry method on the other hand, is not affected

by light illumination or many other challenges of machine vision and has extensive

application possibilities.
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2.2 Bio-Logging And Acoustic Telemetry

Bio-logging and acoustic telemetry both monitor fish behavior remotely. However,

they differ in the way of collecting the information. In bio-logging, an animal-mounted

device is used to collect and store the data which can be downloaded when the logger

is retrieved [15]. In a study by Komeyama et al. [41] micro data loggers were used to

measure horizontal and vertical speeds and heading angle of one reared Pacific bluefin

tuna during one day in a submerged aquaculture net cage. Then they estimated the

swimming path of the fish using the dead-reckoning technique and a linear detrend-

ing was applied to remove the accumulated error from trajectories. Since most of

the reconstructed trajectories drifted nonlinearly, using Fourier analysis Komeyama

et al. [42], found that the main source of errors in trajectories was caused by ocean

currents. Thus, they applied a high-pass filter to horizontal speed to remove any fre-

quencies lower than the estimated cut-off frequency. Consequently, they determined

the 3D trajectories of the circling fish based on the frequency of the circling and

current velocity time series, with higher accuracy compared to their previous study.

Narazaki et al. [54], used data loggers to record the depth, temperature, swim

speed and 3-axis magnetism, and 3-axis acceleration of tiger sharks, a whale shark,

green turtles, king penguins, Antarctic fur seals, and a Cuvier’s beaked whale. Then

using the dead-reckoning method and swimming speed, acceleration, and magnetism

data, they reconstructed the 3D movements of each tagged animal. They defined

a circling event as when the animal circled in the same direction more than two

times in a row. To identify circling behavior, first, they calculated angular speed

(deg/s) using smoothed heading data. Circling began when angular speed exceeded

the mean angular speed plus/minus standard deviation multiplied by 1.5 − 2 for 30

seconds and it ended when the sign of angular speed changed and mean angular speed

reached zero for the next 30 seconds. Then they visually examined all of the detected

circling behaviors to eliminate false positives. Their results show that foraging, social

interactions, capturing prey, and navigation could be responsible for circling behavior.

In acoustic telemetry, a device that is implanted in the animal (transmitter) sends

the information signal to a receiver and the position of the transmitter is estimated

using mathematical equations [15]. In a study conducted by Anras and Lagardère [5],

acoustic telemetry was used to monitor the swimming behavior of nine rainbow trout
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for 48 hours in three different culture stocking densities (three fish in each culture

density). The fish swimming pattern was analyzed during day and night and three

different patterns were identified using turning angles:

1. High turning angles indicating being stationary.

2. Diverse turning angles suggesting chaotic swimming.

3. Average turning angle of 60◦ showing circling behavior.

The results show circular swimming patterns during the daytime while this pattern

was not observed at night.

In another study, Muñoz et al. [53] used acoustic tags equipped with depth pressure

and acceleration sensors to record the depth and acceleration values of ten Gilthead

seabream for one month (May) in a sea cage. The data was hourly binned and four

variables including the average depth, the average acceleration, the interquartile range

(IQR) of depth and the 3D space use of each fish were compared during days and

nights. Their results show that after adding structural enrichment to the sea cage

environment, during the night space use increased and a wider spatial distribution was

observed. During the first two weeks, without environmental enrichment, acceleration

values were similar in days and nights and a W-shaped pattern was detected with

maximum mean values occurring at night and in the afternoon. No significant pattern

was found between IQR depth during day and night while the average depth decreased

during the night and increased during the day.

In a similar study, Palstra et al. [58] used accelerometer tags on thirty Gilthead

seabream in a cubic experimental sea cage which recorded gravity forces and three-

dimensional motions of the fish every minute for six weeks (from November to De-

cember) and calculated the fish accelerations. A one-way ANOVA test with Tukey

post-hoc correlation was used to analyze the variations in activity patterns. They

observed more active periods from 6:00 to 14:00 and 18:00 to 00:00 and less active

periods from 00:00 to 6:00 and 14:00 to 18:00 as well as the same W-shaped accel-

eration pattern as [53] during the study period in Figure 2.2. Moreover, there was a

positive correlation between acceleration and temperature and the activity increased

just before feeding and not during it which is due to anticipating food.
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Figure 2.2: Average accelerations during the hours of the day for six weeks. (figure
taken from [58])

Using acoustic telemetry Stockwell et al. [68], analyzed the swimming behaviour of

ten farmed Atlantic salmon for one month (October) during different environmental

conditions such as a storm identified by high wind speeds and fall overturn character-

ized with a significant difference in the temperature and dissolved oxygen between the

first and second half of the month. For every fish position, four variables of distance

from the center of the cage, swimming depth, swimming speed, and turning angle

were defined and compared before and after the fall overturn and before and during

the feeding periods using a Wilcoxon signed-ranks test and a Friedman test was used

to compare the variables before, during, after the storm. Their results show that a

24-hour cycle was detected in both swimming depth and speed with higher velocities

and greater depths during the day, compared to the night. After the fall overturn,

80% of the fish moved slightly towards the inner part of the net pen and 90% of the

fish had a substantial velocity reduction. Also, changes in depth and turning angle

were not significant. During the feeding, 80% of the fish moved towards the bottom

part of the net pen (depth increased) and the speed of all the fish increased and

turning angles decreased indicating straighter paths towards the food. Moreover, the
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variation in distances from the center was not significant. After comparing all four

variables, before, during, and after the storm, no significant differences were found.

All of the mentioned approaches have aimed to study the swimming behavior of

the fish. However, only a few of them attempted to study circling behavior of the

marine animals and the impact of environmental variables on circling behavior of the

fish. Therefore, in this study, we develop a method to detect the circling and non-

circling swimming behavior of the fish in addition to determining the speed of the

circling. Then we compare the effect of several external variables on the swimming

classes with the existing literature.

2.3 Deming Regression

Essentially, Deming regression [19] is a type of errors-in-variables model which is

suitable for when there are random errors in the measurements of both independent

and dependent variables. We adapted the equations from [76] with respect to our

problem. Assume that each observed value of (ti, θi), i = 1, 2, ..., n has the true value

of (t∗i , θ
∗
i ) where t and θ represent time and polar angle respectively. The observed

values are derived from true values with error measures of (εi, ηi) such that we have

ti = t∗i + εi and θi = θ∗i + ηi. We assume that error values εi and ηi are independent

and the ratio of their variances δ =
σ2
ηθ

σ2
εt

is known. Having the error variance of

the dependent variable in the numerator and the error variance of the independent

variable in the denominator is the most common way to calculate the δ ratio [24] and

sometimes it is calculated inversely [52], [49]. The objective is to find the best fit for

θ∗ = β0 + β1t
∗ such that the weighted Sum of Squared Residuals (SSR) of the model

SSR ==
n∑

i=1

(
η2i
σ2
ηθ

+
ε2i
σ2
εt

)
=

1

σ2
ηθ

n∑
i=1

(
(θi − β0 − β1t

∗
i )

2 + δ (ti − t∗i )
2)

is minimized. To minimize SSR, we compute the partial derivatives and equate them

to zero and after solving the equations we have:
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∂SSR

∂β1

= 0

∂SSR

∂β0

= 0

∂SSR

∂t∗i
= 0


β̂1 =

Sθθ − δStt +
√

(Sθθ − δStt)
2 + 4δS2

tθ

2Stθ

β̂0 = θ̄ − β̂1t̄

t̂∗i = ti +
β̂1

β̂2
1 + δ

(
θi − β̂0 − β̂1ti

)
Where,

Stt =
1

n

n∑
i=1

(ti − t̄)2

Sθθ =
1

n

n∑
i=1

(
θi − θ̄

)2
Stθ =

1

n

n∑
i=1

(ti − t̄)
(
θi − θ̄

)
n is the number of observations and bar notations indicate mean values.

One way of estimating δ is using multiple measurements of the variables; however,

there are cases where data is based on single measurements, it can not be used to

estimate δ [48]. In some studies with single measurements, if quality-control data

is available, δ can be described using the ratio between recorded squared analytical

standard deviations [48]. Although, in general, such information is not included

in historical data, and sometimes, by default, the simple orthogonal case of δ = 1

is used [52]. Even if δ is not accurately specified, Deming regression is often less

biased than the maximum observed bias for ordinary least-squares regression and

consequently has more accurate results [48], [76].



Chapter 3

Data and Methods

In this chapter, first, we describe the study site and datasets in Section 3.1. Then, we

specify the data preprocessing and cleaning techniques that are used in Section 3.2.

Next, we give an overview of the general method structure in Section 3.3. Then we

elaborate on the proposed method in Section 3.4. Finally, we discuss the thresholds

and the parameters of the model in Section 3.5.

3.1 Study Site And Datasets

The data used in this thesis was shared with us by the authors of [68] from the

Department of Oceanography at Dalhousie University. Therefore, we summarize the

description of the study site and collected data in this section from that reference.

The study site is a salmon farm (Kelly Cove Salmon) located on the north side

of McNutts Island, Nova Scotia, Canada. The farm contained 19 active net pens

during the study period, as shown in Figure 3.1. Each net-pen had a diameter of

approximately 32 meters, a depth of 11 meters, and an average stocking density

of 12.09 kgm−3 (∼ 20, 000 individuals). Acoustic tags (Vemco V9P-180, InnovaSea

Systems Inc, Bedford, Nova Scotia, Canada) were surgically implanted in fifteen adult

Atlantic salmon (73–78 cm length and 3 kg weight) from net-pen 6. However, the

data from only ten salmon were usable because two of them died and three of the

tags failed to function normally. Fish tags were programmed to transmit the x-

y positions every 3 seconds, and z was returned by a pressure sensor in the tags.

Four HR2 receivers (InnovaSea Systems Inc.) at 2 m and 9 m depth (eight receivers

in total) were deployed on the North, South, West, and East axes outside the net

pen. Furthermore, stationary transmitters called sync-tags were deployed at known

locations to correct the time drift in receiver clocks and synchronize them. Sync-

tags are also used to calibrate the positioning of receivers and measure the effect of

positioning errors [66]. The data was collected from the third week of August 2018

13



14

until the receivers ran out of battery before the fourth week of December 2018 (17

weeks). In addition to fish positions, temperature and dissolved oxygen were recorded

every 5 minutes by four sensors at 2 m and four sensors at 8 m depth in North, South,

West, and East, and one sensor at 4 m depth in the center of the cage. Moreover,

feeding times were reported, which were completed twice a day.

Figure 3.1: Scheme of the study site. The study cage is highlighted with red color
and on the top right of the picture the scheme of the acoustic receivers from the top
view is shown (figure from [68]).

Furthermore, the water level was acquired every 5 minutes from a station located

at Shelburne Harbour from the Department of Fisheries and Oceans Canada. Hourly

wind speed and direction data were retrieved from an Environment Canada weather

station near Sandy Point, about 7 km from the study site. Additionally, hourly

weather conditions and wind data was obtained from BACCARO PT, CA station

(about 29 km from the study site) from the Visual Crossing website1.

1https://www.visualcrossing.com/



15

3.2 Data Prepocessing

In this section, we explain VEMCO Positioning System (VPS) and sources of errors

in this system based on a guide by Frank Smith [66] at VEMCO. VPS is an ultrasonic

system for tracking aquatic animals under the water, based on the Time Difference of

Arrival (TDOA) of a signal at three or more time-synchronized receivers. Since this

system assumes ideal propagation in that the speed of a transmitted signal is constant,

time is proportional to distance, and the detection time difference is converted into

distance difference, referred to as range difference, which indicates the distances of the

transmitter to the receivers that detected a signal from it. In this system, errors in

the receiver positions, transmitter depth, and range difference can affect the accuracy

of the results. Some of the sources of these errors are poor transmitter and receiver

geometry, unexpected receiver movements leading to unmeasured receiver positions,

errors in detection time of measurement due to the non-linear transmission path, etc.

In this study, two error values of Horizontal Position Error (HPE) and Root

Mean Square Error (RMSE) are provided in the data for each fish position, and we

explain them in detail in this section. The primary use of RMSE is to find potential

positioning errors due to multipath signals which HPE cannot capture. Moreover,

the Measured Horizontal Error (HPEm) for each sync-tag was included in the data to

evaluate the system’s performance. In addition, we have access to HPE and RMSE

values of the sync-tags from the data.

HPE is a dimensionless and unitless measure that estimates the relative precision

of calculated positions by indicating how sensitive they are to measurement errors.

The description of HPE is adapted from [66]. The first step for determining HPE is to

calculate basic positions of each tag which are the positions that are calculated using

triangles of receivers picked from the set of receivers that detect a signal. VPS then

approximates the error sensitivity of each basic position by adding errors in the range

differences and depth of transmitters obtained from dataset-specific features that can

affect the speed of the sound in water, such as temperature, salinity, and potential

depth range, in addition to other elements like the distance between transmitters

and receivers. Since the calculated error sensitivity is not calibrated, it should not

be interpreted as a distance. Next, VPS determines HPEm values by calculating

the horizontal distance (in meters) between calculated sync-tag positions (using the
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same method as fish tags) and their known GPS locations. Finally, HPE is obtained

by finding a relationship between the HPEm and error sensitivity of sync-tags using

a weighted linear regression model. This model is then used to derive HPE from

the calculated error sensitivities of the fish tags. HPE should be considered unitless

because it is calculated using basic position error sensitivities, which are not calibrated

through time.

In many studies that use VPS data, choosing a suitable HPE cut-off value to filter

out unreliable positions is challenging. This paragraph presents some of the methods

used in previous studies for selecting an appropriate HPE cut-off. Since HPE of sync-

tags and fish-tags are calculated using the same method by VPS software, the same

level of accuracy is expected for both of them and the data can be filtered past a

threshold obtained from the relationship between HPEm and HPE for sync tags (if

there is any) [14]. Due to the fact that HPE attempts to predict the relative precision

or spread of calculated positions and does not provide an exact error value for a specific

position, in many studies, no relationship was found between HPE and HPEm [66].

Consequently, instead of a direct comparison, it would be more beneficial to compare

HPE with HPEm statistically using binning technique [66]. In several studies that

used VPS data, HPEm values are binned (with bin size of 1) based on the range of

HPE values and the relationship between Twice the Distance Root Mean Squared

(2DRMS) of errors and the average HPE value of each bin used to construct a linear

regression model and find a suitable HPE cut-off [51], [10], [8], [55] and [26]. Instead

of 2DRMS, statistic measures such as mean, median, 95th percentile, etc. have also

been used [18], [65], [32]. In another study for different HPE thresholds, they looked

at the number of calculated positions and mean positioning measurement errors and

selected a threshold that minimized the positioning error and loss of data points as

much as possible [63]. In another paper, they did not find any correlation between

the HPE and HPEm and removed the positions with the top 10% of HPE values [6].

In our dataset, 98.1% of sync-tag and 99.9% of fish-tag positions have HPE values

between 0 and 2. We bin the HPEm of sync-tags based on their HPE (with bin size

of 0.1) and construct a linear regression model between each bin’s average HPE value

and 2DRMS. The 2DRMS is calculated using 2×
√
σ2
x + σ2

y formula, where σx and σy

are the standard deviations of the x and y components of the errors within each bin.
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As a result, we found a very strong relationship (HPEm ∼ 0.18887 + 2.9448× HPE;

r2 = 0.957, P < 0.0001) which is shown in Figure 3.2. In order to find a prominent

threshold, we plot HPEm values against HPE values of all the calculated sync-tag

positions as well as each bin’s mean, 95th percentile, and 2DRMS in Figure 3.3.

When HPE decreases from 0.8 to 0.7, the 95th percentile of HPEm significantly

declines (from 5 to 3 meters). Also, when HPE is less than 0.8, all of the statistics

only slightly change (less than 1 meter). These features distinguish 0.8 from the other

values; therefore, we select it as the cut-off value for HPE. Using the equation obtained

from linear regression, fish-tag positions with an HPE less than 0.8 are estimated to

have an actual positioning error of smaller than 2.55 meters. By removing the fish-

tag positions with HPE greater than 0.8, we preserved 97.56% of the positions and

eliminated potentially inaccurate data.

Figure 3.2: Relationship between HPE and HPEm of sync-tags.

In Figure 3.3 we see some points with low HPE that have very high HPEm values

due to multipath signals. Most of these errors are addressed by filtering RMSE, which

is explained in the next paragraph.
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Figure 3.3: HPE vs. HPEm for all the calculated sync-tag positions. Blue dots
represent HPE versus HPEm values for estimated sync-tag positions. Red squares
show the 2DRMS values. Yellow and green squares represent the median and 95th
percentile of HPEm values of each bin.

RMSE of each position is defined as a measure of detection time error, with

units in milliseconds [71]. On account of the reflective water surface, ocean floor,

rock formations, etc., sometimes transmitters propagate a reflected or diffracted signal

instead of the direct and straight signal to the receivers [71]. Consequently, the actual

detection time of the transmitter will not match the theoretical detection time, which

results in errors when calculating the distance between transmitter and receiver [71].

According to the VPS results description of our data provided by VEMCO, RMSE

is calculated as follows. For every detection, the distance between the receiver and

the estimated position is measured and divided by the sound speed to estimate the

signal’s propagation time from the transmitter to the receiver. The propagation time

is then subtracted from the detection time at the receiver, and a new estimate of

transmission time is calculated. Finally, the difference between the estimated time

the signal left the tag and the new estimation of transmission time gives the time error

value and the square root of the average squared time error values is equal to RMSE.

When only three receivers detect a transmission, RMSE is zero because redundant
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measurements are required to calculate RMSE, whereas detection by three receivers is

the bare minimum for positioning. In our dataset, 99% of sync-tag and 99.9% of fish-

tag positions have RMSE values between 0 and 3. We binned the HPEm of sync-tags

based on their RMSE (with bin size of 0.1) and could not find a linear relationship

between average RMSE and the 2DRMS or other statistics of HPEm. To determine

an appropriate RMSE cut-off, we look at RMSE versus HPEm values of sync-tags

in addition to the mean, 95th percentile, and 2DRMS of each bin Figure 3.4. When

RMSE decreases from 0.75 to 0.65, the 95th percentile of HPEm considerably drops

(from 6.5 to 4.3 meters), and for the smaller values of RMSE, we observe a small

change among the statistics (variations less than 1 meter). Thus, we select 0.75 as a

cut-off value for RMSE, and it seems to remove most of the points with high HPEm

values without losing too many data points. By applying this threshold, we maintain

97.42% of the fish-tag positions and increase the accuracy.

Figure 3.4: RMSE vs. HPEm for all the sync tags. Blue dots represent RMSE versus
HPEm values for estimated sync-tag positions. Red squares show the 2DRMS values.
Yellow and green squares represent the median and 95th percentile of HPEm values
in each bin.

Figure 3.5 shows HPE versus HPEm of the sync-tags after applying RMSE and

HPE cut-offs, and, as we can see, the number of points with low-HPE and high HPEm
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remarkably reduced by removing high RMSE values. After applying cut-off values

of 0.8 to HPE and 0.75 to RMSE values of fish-tag positions, we preserve 95% of

data points and eliminate the potentially erroneous 5% compared to [68] that only

removed the top 10% of HPE values as outliers.

Figure 3.5: HPE vs. HPEm of the sync-tags after applying RMSE and HPE cut-offs.

In Figure 3.6 we look at the positions of all fish tags before and after filtering

errors. When a tag is detected in an area with high error sensitivity (high HPE), the

calculated position can have a high error. In this case, it will seem to be transmitted

from a completely different location compared to where it originated [66] (e.g., red

points in Figure 3.6.A that are outside of the cage). HPE is lowest around the center

of the cage, and positions that are far from the array of three receivers have high

HPE values. We can see a few calculated positions that, despite being inside of a

well-formed triangle, have high HPE values. This could be due to the transmitters

being detected by only poorly formed triangles due to acoustics or collisions [66]. In

addition, after pruning the data as described above, we remove the remaining hori-

zontal positions with an absolute value greater than 21 (199 points that are 0.0044%

of data). The maximum absolute value of horizontal position should be ∼ 16 (the

radius of the cage), but because of the water flow and the flexibility of the cage, we

expect it to expand [68].
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(A) (B)

Figure 3.6: HPE Distribution of all the tag positions. (A) All the tag positions before
filtering the errors and black squares show the position of the receivers. HPE is lower
at the center of the cage and increases as we get closer to the receivers. (B) All the
tag positions after filtering the HPE and RMSE.

3.3 Overview

This section presents some examples of the identified behaviors in the data and briefly

goes over the required steps for detecting these behaviors. Looking at the horizon-

tal swimming behavior of different fish during several periods, we distinguish three

distinct behaviors: A. slow circling, B. fast circling, and C. no circling (Figure 3.7).

We define slow circling as when the fish is swimming slowly in circles and completes

only a few cycles in a fixed period (Figure 3.7.A), fast circling as when it is quickly

swimming in circles and completes several cycles (Figure 3.7.B) and no circling as

when the fish only swim back and forth from one side of the cage to another side or

in a small area and take lots of turns (Figure 3.7.C).

Since our goal is to identify the circling movement and due to the circular nature

of the polar coordinate system, using polar coordinate makes it simpler and more

intuitive than Cartesian coordinates. Therefore, we convert each Cartesian coordinate(
x, y

)
to polar coordinate

(
r, θ

)
where r is the radial distance from the central point

(r ≥ 0), and θ is the counterclockwise angle from the x-axis (θ is between −π and

π). We use the r =
√
x2 + y2 and θ = atan2 (y, x) formulas to do the conversion and
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the relationships between polar and Cartesian coordinates are shown in Figure 3.8.

For reasons discussed in Section 3.4.1, we need to recalculate the centers and 2D

positions according to the new centers for a fixed rolling window before converting

the Cartesian to polar coordinate. Then, we choose to ignore radii since they do not

contribute to distinguishing circling from no circling. Classification of fish behaviour

is imperfect for fish that swim in a zigzagged pattern for extended period of time near

the centre of the cage, but this affects less than 1% of the total time intervals.

(A) (B) (C)

Figure 3.7: Examples of swimming classes. In each plot, we can see the fish swimming
behavior during 20 minutes intervals (A) Slow Circling: Fish 31 on November 3rd,
2018, from 1:00 to 1:20 am. (B) Fast Circling: Fish 38 on September 19th, 2018, from
2:20 to 2:40 am. (C) No Circling: Fish 25 on August 26th, 2018, from 12:00 to 12:20
pm.

Next, we need to determine the Angular Velocity (AV), which is defined as the

rate of change in the angular position of a rotating object. Looking at the Time-Theta

plots of the examples from Figure 3.7, we realize that when the fish is circling, theta

values are shaped like an oblique or slanting line during each cycle (Figure 3.9.A and

3.9.B) and when the fish is not circling it is hard to identify any lines (Figure 3.9.C).

Thus, a linear model would be beneficial in identifying the lines and the slope of the

line gives us the AV.
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Figure 3.8: The relationship between polar and Cartesian coordinates.

(A) (B)

(C)

Figure 3.9: Examples of Time-Theta plots. In each plot, theta values during 20
minute intervals are shown. (A) During this slow circling period, we can see four
slanting lines. (B) During this fast circling period, we observe twelve slanting lines.
(C) lines are hard to identify during a no circling period.
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However, this is not a straightforward task because both position and time mea-

surements contain errors. Consequently, theta and time values are also subject to

errors. To overcome this problem, we use a Deming regression model. However, we

cannot immediately apply the Deming regression to the data as it uses a linear model

while our Time-Theta values periodically change between −π and π. We address this

issue using a locally weighted form of Deming regression which produces a united

line that preserves the data characteristics. We name this process ”unwrapping the

angles”. After unwrapping theta values, we use the Standard Error of Regression

(SER) to discriminate circling from no circling and the coefficient of the model gives

us AV, which is used to distinguish slow circling from fast circling. We discuss the

details of the proposed algorithm in Section 3.4.

3.4 Proposed Method

In this section, we delve into the details of the proposed algorithm. For better com-

prehension, we split the algorithm into three parts. In the first part (Section 3.4.1),

we describe how to calculate the theta values and explain why the x-y coordinates

should be recentered. Then in the second part (Section 3.4.2), we discuss the pro-

posed algorithm for unwrapping the angles. Finally, in the third part (Section 3.4.3),

we demonstrate how to calculate the AV and SER values of each point using the

returned unwrapped theta values from the second part.

3.4.1 Recentering

When the center of the circling behavior is significantly different from the center of the

cage, theta values are scattered instead of being straight and will not be unwrapped

using the linear model. For instance Figure 3.10.A shows example data points where

the origin of the coordinate system does not coincide with the center of the circles

resulting in irregular theta values in Figure 3.10.B. To overcome this problem, we

recalculate the centers and positions based on the new centers using a rolling window

in Figure 3.10.C and then theta values are calculated based on the recentered positions

in Figure 3.10.D. Algorithm 1 shows this process in depth.
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(A) (B)

(C) (D)

Figure 3.10: An example of theta values without and with recentering x-y positions
(A) Sample x-y positions where the center of the cage (red square) is far from the
center of the circles. (B) Theta values corresponding to each position before recal-
culating the centers. (C) x-y positions after recalculating the centers and the red
squares represent the positions of the recalculated centers. (D) Theta values after
recalculating the centers.

In Algorithm 1, for each fish, given the horizontal positions set P = {(x1, y1),

(x2, y2), . . . , (xn, yn)}, the average of x and y values is calculated for rolling windows

of m = 1200 seconds centered at each point to find the center of circling behavior in

that interval. Then accordingly, x and y values are recalculated based on the new

centers. Finally, the new x and y values are switched to polar coordinates and radii

are ignored.
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Algorithm 1 Recentering Positions and Calculating Angles

Input: {x1, x2, . . . , xn}: Trajectory x positions , {y1, y2, . . . , yn}: Trajectory y po-

sitions, {t1, t2, . . . , tn}: Time in seconds, n: Number of data points, m: Rolling

window size in seconds to recalculate centers and x-y positions

Output: Θ = {θ1, θ2, . . . , θn}: Polar angles
1: Θ← {}
2: for i← 1 to n do

3: index = {j | ti − m
2
≤ tj < ti +

m
2
}

4: x′ ← xi −mean({xj | j ∈ index})
5: y′ ← yi −mean({yj | j ∈ index})
6: θi ← atan2 (y′, x′)

7: end for

3.4.2 Unwrapping Angles

In this section, we aim to unwrap the resulting angles from Algorithm 1. First, we

build the set TΘ = {(t1, θ1), (t2, θ2), . . . , (tn, θn)}. Then, in Algorithm 2, starting from

the last point in TΘ we fit a Deming regression line (as described in Section 2.3) with

a rolling window of w = 12 points to {(tn, θn) , (tn−1, θn−1) , . . . , (tn−w+1, θn−w+1)}.
Then using β0, β1 from the Deming regression line, we find an integer k ∈ {0,±1,±
2} such that the squared residual (SR) of the point (tn−w, θn−w + 2kπ) is minimized.

SR is calculated using the following formula:

SR = (θn−w + 2kπ − β̂0 − β̂1t
∗
n−w)

2 + δ(tn−w − t∗n−w)
2

where,

t∗n−w = tn−w +
β̂1

β̂2
1 + δ

(θn−w + 2kπ − β̂0 − β̂1tn−w)

If k ̸= 0, we add 2kπ to the preceding angles θn−w, θn−w−1, . . . , θ1. Then the window

shifts one point and the process is repeated for the next w points. The algorithm

terminates after checking θ1 and the unwrapped theta values
{
θ̂1, θ̂2, . . . , θ̂n

}
are

returned. This process is illustrated in Figure 3.11 using an example.
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Algorithm 2 Unwrapping Angles

Input: {θ1, θ2, . . . , θn}: Polar angles, {t1, t2, . . . , tn}: Time in seconds, n: Number of

data points, w: Rolling window size based on number of data points for fitting

Deming regression, δ: The ratio between variances of the variables errors

Output: Θ̂ =
{
θ̂1, θ̂2, . . . , θ̂n

}
: Unwrapped angles

1: Θ̂← Θ // Θ̂ becomes equal to Θ = {θ1, θ2, . . . , θn}
2: for i← n− w to 1 do

3: T ′ ← {ti+w, ti+w−1, . . . , ti+1}
4: Θ′ ←

{
θ̂i+w, θ̂i+w−1, . . . , θ̂i+1

}
5: (β̂0, β̂1)← Deming

(
T ′,Θ′, δ

)
6: for j ← 1 to 5 do

7: k = j − 3

8: t∗i = ti +
β̂1

β̂2
1+δ

(
θ̂i + 2kπ − β̂0 − β̂1ti

)
9: srj =

(
θ̂i + 2kπ − β̂0 − β̂1t

∗
i

)2

+ δ (t− t∗i )
2

10: end for // SR = {sr1, sr2, . . . , sr5} is calculated
11: k̂ = argmin

k∈{−2,−1,0,1,2}
SR(k)

12: if k̂ ̸= 0 then

13: {θ̂j | j ∈ i, i− 1, . . . , 1} ← {θ̂j + 2k̂π | j ∈ i, i− 1, . . . , 1}
14: end if

15: end for

In Figure 3.11.A, we show theta values during 125 seconds of a typical slow circling

period. The algorithm fits a Deming regression line to the last 12 points (points 20

to 9) to determine the value of point 8 and the preceding points accordingly. Using

β0 and β1 from the Deming line, we calculate SR(k = −2) = 338.25, SR(k = −1) =
146.65, SR(k = 0) = 33.96, SR(k = 1) = 0.21, SR(k = 2) = 45.37. Since SR is

minimum for k = 1, 2kπ = 2(1)π = 2π is added to theta values of point 8 and the

rest of the points (Figure 3.11.B). Then we shift one point and use the points 19 to

8 to check the point 7. The algorithm terminates after checking point number 1.
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(A) (B)

Figure 3.11: An example to illuminate the process of the Algorithm 2. (A) Blue
circles represent theta values during 125 seconds of a slow circling period and the red
line represents a Deming regression line fitted to the last 12 points. (B) Green circles
represent the resulting theta values after the first iteration.

3.4.3 Determining AV and SER

This section strives to determine AV and SER of every observation. First, we use the

resulting unwrapped angles from Algorithm 2 and time values, to construct the set

T Θ̂ =
{(

t1, θ̂1

)
,
(
t2, θ̂2

)
, . . . ,

(
tn, θ̂n

)}
. In Algorithm 3, for each point in T Θ̂ we

fit a Deming regression line to the points in its past and next h = 120 seconds (an

interval of 240 seconds centered at each point). The slope of the line gives us AV and

the standard error of the line is SER of each point. Also, if the number of data points

in 240 seconds is less than or equal to two, AV and SER are considered as missing

values. In Figure 3.12 we show how the AV and SER of a point is calculated for the

three examples in Figure 3.9 after unwrapping theta values using Algorithm 2.

In Figure 3.12 we fit a Deming regression line (red line) to the points in the window

of 240 seconds centered at the selected 50th point (green circle) in each plot. The slope

of the line is equal to AV, and the standard error of the line is equal to the SER of

point 50. This process is repeated for every point to calculate its corresponding AV

and SER. However, for clarity, here, we only show it for one point in each example.
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Algorithm 3 Determining AV and SER

Input:
{
θ̂1, θ̂2, . . . , θ̂n

}
: Unwrapped angles, {t1, t2, . . . , tn}: Time in seconds, n:

number of data points, h: Window size in seconds for calculating AV and SER,

δ: The ratio between variances of the variables errors

Output: AV = {av1, av2, . . . , avn}: Angular Velocity, SER = {ser1, ser2, . . . , sern}:
Standard Error of Regression

1: AV← {}
2: SER← {}
3: for i← 1 to n do

4: index = {j | ti − h ≤ tj < ti + h}
5: if length(index) > 2 then

6: T ′ ← {tj | j ∈ index}
7: Θ′ ← {θ̂j | j ∈ index}
8: (β̂0, β̂1, t̂

∗) = Deming
(
T ′,Θ′, δ

)
9: avi ← β̂1

10: σ2
t ←

∑
j∈index

(θj − β0 − β1t
∗
j)

2 + δ(ti − t∗j)
2

2δ(n− 2)
11: σ2

θ̂
← δσ2

t

12: seri ←
√

σ2
t + σ2

θ̂

13: else

14: avi ← {}
15: seri ← {}
16: end if

17: end for
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(A) (B)

(C)

Figure 3.12: Examples of how Algorithm 3 works. In each plot, point number 50
(green circle) is selected to fit a Deming regression line (red line) with a window size
of 240 seconds. Unwrapped theta values are shown during the (A) slow circling where
AV50 = 0.0153 rad/s and SER50 = 0.0758, (B) fast circling where AV50 = 0.0665 rad/s
and SER50 = 0.1510, (C) no circling where AV50 = 0.0215 rad/s and SER50 = 1.2447.

We strive to visualize the behavior of AV and SER over time in a single graph. The

problem of visualizing two-dimensional data has been addressed in several context.

In an attempt to visualize spatially varying two-dimensional data, bivariate color

mapping method has been used to plot two continuous variables on one map, and

a two-dimensional color legend is used to display their covariance [16]. Using this

technique, Teuling et al., combined temperature and precipitation variables onto a

single map [70]. Motivated by the study of Hengl et al. [28], which represented

prediction errors by the amount of whiteness, Kaye et al. [39], proposed a white-

mixing bivariate technique to visualize temperature and its uncertainty using hue

and color saturation or whiteness. Figure 3.13 shows a visualization example of
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uncertainty for topsoil thickness in cm, interpolated using kriging method where hue

is used to depict predictions, and the spatial prediction error is blended in by adding

proportionate amounts of white color to the actual error [29].

Figure 3.13: An example of visualizing errors for topsoil thickness in cm interpolated
using kriging method. (a) predictions, (b) prediction errors and (c) Mix of predictions
and errors in two-dimensional legend. (figure taken from [29]).

We adopt the technique used by [29] and visualize the AV and SER values of each

fish averaged over 20-minute intervals during the study period in Figure 3.14. We rep-

resent each fish with a horizontal stacked bar where every segment’s hue encodes the

value of AV, and its saturation encodes the value of SER. An HSV (hue, saturation,

and brightness value) color model, is used to map the AV and SER values to colors

such that every segment’s color corresponds to a combination of these variables. In

addition, due to the complexity of a 2-dimensional legend, we use separate color bars

to denote hue and saturation.
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Figure 3.14: AV and SER. Each row represents a fish during the study period. Low
saturation indicates high SER values where the white bars show SER values greater
than 1. High saturated blue and dark purple colors indicate low AV and high saturated
red and pink colors indicate high AV. Black bars indicate insufficient data.

Figure 3.15: AV and SER Example. An example of averaged AV and SER values
over 20 minute intervals is shown for every fish during a selected period in October.
A range slider on the bottom of the figure is used to look at any interval during the
study period.

In Figure 3.15 we provide an example during a smaller period. A slider on the

bottom allows us to look at any desired interval during the study period. AV and

SER and time and date values of a segment are displayed by moving the mouse cursor
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over it. Interactive visualization enables users to comprehend the relationships in the

data by actively clicking and filtering; it also provides users with a broad picture

and in-depth insights to detect patterns or abnormalities in the data and develop

hypotheses [61]. For instance, in Figure 3.15 we use the range slider to look at the

AV and SER values of all the fish during 12 hours on October 23rd. A pattern of low

AV before 7 am and high AV after it is observed for all fish, plus high SER values

during the day are identified for fish 39 by white bars as abnormal behavior.

Theoretically, given the tags’ temporal resolution of 3 seconds, we expect 400 ob-

servations every 20 minutes. However, in practice, the average number of data points

every 20 minutes before October 18th is 77 before data preprocessing and 73 after data

preprocessing and declined after October 18th to 36 before data preprocessing and 35

after data preprocessing. The notable degradation in the performance of acoustic

receivers could be due to factors such as sudden changes in environmental variables

(e.g., water temperature, salinity, wind speed, waves height, and current speed), boat

traffic, and multi-signal collisions caused by multiple tags or sync-tags present in the

same area [23]. Having a small number of data points in an interval can affect the

accuracy of the classification. To overcome this problem, if the number of data points

in an interval is less than 20, we exclude it from AV and SER calculations, and en-

sure that the number of data points in each interval is not too small. In Figure 3.14

and 3.15, we use black bars to represent these periods with less than 20 data points

and call them inconclusive periods.

3.5 Setting Thresholds And Parameters Of The Model

In this section, we intend to justify the choices made for the value of thresholds and

parameters of the proposed method in Section 3.4.

Depending on the speed of circling (if there is any), it takes a fish between roughly

60 and 600 seconds to complete a circle. For recentering in Section 3.4.1, we would

like to cover at least 2 circles. Consequently, a window size of m = 1200 seconds was

selected to ensure that at least 2 circles are used for recalculating the centers and x-y

positions.
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To determine δ parameter of Deming regression in Section 2.3, first, we need to

estimate the time and angle errors. In our study, the time measurement errors are

provided in the data in milliseconds (RMSE). Since the measurement of the time

data in Deming regression is in seconds, we need to convert RMSE measurements

to seconds. For estimating angle errors, first, we calculate HPEm of the fish-tags

using the obtained relationship HPEm ∼ 0.18887 + 2.9448 × HPE in Section 3.2.

Then we use the radii from the polar coordinates after recentering in Section 3.4.1, to

estimate Angle Error = HPEm
2π×radii

. RMSE values range between 0 and 0.00075 seconds

and 97% of angle errors range between 0 and 0.09. Consequently, angle errors are

approximately a factor of 100 bigger than time errors and their variance ratio would

be roughly 10000. Therefore, we consider δ = 10000 in this thesis.

When calculating AV and SER values of each point in Section 3.4.3, we need to

ensure that the number of points is adequate to generate good estimates. If there are

too many points in an interval, it will be problematic when the fish behavior changes

over time. Also, the smaller the value of h, the higher the number of intervals with

less than 3 data points and the higher number of missing AV and SER values. We

tried intervals with radius of h = 60, 120, 180 seconds. The average number of points

in the selected interval for all the fish is less than 10 when h = 60, more than 20 when

h = 180, and between 10 and 20 when h = 120. Therefore, we use h = 120 seconds

since it has a reasonable average number of data points for all fish.

The number of measurements per cycle approximately ranges between 3 and 200

data points. For unwrapping the theta in Section 3.4.2, we tried different values of

w = 5, 12, 20 points as the size of the rolling window for fitting Deming regression.

We observed unrealistically high SER values in some samples with too small or too

big w even though the fish is circling. In Figure 3.16 we show a specific example

where using w = 20 results in overfitting of the model and high SER values while the

fish is circling with a few U-turns or missing data points. Figure 3.17 represents an

example where using w = 5 leads to underfitting of the model and high SER values,

whereas the fish is circling with approximately 180◦ change in direction at point 13.

Hence, we pick w = 12 as it often provides more accurate results.
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(A) (B)

(C) (D)

Figure 3.16: Comparing w = 12 and w = 20 for a specific example. (A) x-y positions
of fish 39 on September 7th from 11:00 to 11:20 are shown. The number next to
each point indicates the order of the occurrence. (B) SER values for w = 12 and
w = 20 are shown with orange and yellow lines respectively. (C) Theta values. (D)
Unwrapped theta values for w = 12 and w = 20 are shown with orange and yellow
circles respectively.
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(A) (B)

(C) (D)

Figure 3.17: Comparing w = 5 and w = 12 for a specific example. (A) x-y positions
of fish 39 on September 6th from 16:35 to 16:45 are shown. The number next to each
point indicates the order of the occurrence. (B) SER values for w = 5 and w = 12
are shown with blue and orange lines respectively. (C) Theta values. (D) Unwrapped
theta values for w = 5 and w = 12 are shown with blue and orange circles respectively.



Chapter 4

Experiments and Results

In this chapter, we use the obtained AV and SER values from Chapter 3 to classify

the fish circling behavior. In Section 4.1, we identify suitable thresholds for the clas-

sification. Then in Section 4.2, we analyze the correlations or relationships between

each swimming class and external variables such as light, time of the day, dissolved

oxygen, water temperature, wind speed, feeding, weather conditions, and water level.

4.1 Classifying Fish Swimming Behaviour

In Chapter 3, we have introduced a method that associates AV and SER values with

each data point. We now strive to use those values to distinguish between different

swimming behaviors. High SER values indicate Deming regression yielding poor fits,

and thus AV values being unreliable. This section attempts to determine appropriate

thresholds for classifying fish swimming behaviors.

First, in Figure 4.1 we look at the theta, unwrapped theta, SER, and AV values

of the three swimming behaviors in Figure 3.7. When the fish is circling slowly (first

column in Figure 4.1), we can see about four cycles in 20 minutes by looking at the

Time-Theta plot. Moreover, theta values are perfectly unwrapped, which accounts

for the low SER values and the alignment of unwrapped theta values has a gradual

slope resulting in small AV values. When the fish is circling fast (second column in

Figure 4.1), there appear to be about twelve cycles in 20 minutes. Theta values are

unwrapped, and SER values are slightly higher than slow circling. The unwrapped

theta values are aligned with a steep slope causing relatively high AV values. When

the fish is not circling (third column in Figure 4.1), theta values are scattered, and

cycles cannot be identified. Consequently, they cannot be unwrapped, which leads to

very high SER values and meaningless AV values since there is no circular motion.

37
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Figure 4.1: Comparing angles, unwrapped angles, SER and AV values of slow, fast
and no circling swimming behaviors.

To find thresholds that separate these behaviors, first, we looked at several circling

and no circling intervals and found that most of the no circling samples had an average

SER above 0.4. When SER is between 0.4 to 0.55, the fish usually does a mix of

circling and no circling with a couple of turns, and for average SER greater than

0.55, circling behavior was not observed. Therefore, a suitable threshold for average

SER to distinguish circling from no circling should be between 0.4 and 0.55. Next,

we define slow circling as when we observe less than six cycles and fast circling as

when we observe more than or equal to six cycles during 20 minutes. Looking at the

average AV and SER of several circling periods, we observed that the average AV
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of slow circling periods was under 0.04, while for fast circling periods, it was above

0.03. Consequently, the appropriate threshold for AV to discriminate between slow

and fast circling should be between 0.03 and 0.04.

In the previous paragraph we identified suitable ranges of thresholds to classify

the fish swimming behavior. We now aim to show that the observations are not very

sensitive to limited changes in the thresholds by visualizing the population behavior.

To that end, we divide the study period into 17 weeks and compare the percentage of

each class for the fish population for seven combinations of thresholds in Figure 4.2.

Since the general patterns which are discussed in detail in Section 4.2 are not affected

by changing thresholds, we set 0.035 to AV and 0.45 to SER (the pink line in Fig-

ures 4.2.A and 4.2.B and 4.2.C). Moreover, as a further justification for the choice

of AV threshold we look at the histogram of angular velocities of circling periods in

Figure 4.3. We can see that 0.035 lies within the highest rectangle which corresponds

to the modal class of the AV values.

A storm identified with high wind and wind guest speed from October 25th to

28th could be responsible for the spike in inconclusive data in the last week of Octo-

ber (Figure 4.2.D). In November, several days with high percentages of inconclusive

periods were observed during or one day before or after the days with high average

wind speeds. Additionally, due to higher percentages of inconclusive periods during

December, in what follows, we exclude the data in the last three weeks which are

shown with red circles in Figure 4.2.D. After setting the AV and SER thresholds, we

classify the fish swimming behavior of each fish every 20 minutes during the study

period and visualize them in Figure 4.4. In Figure 4.5 we provide an example during

a smaller period.

We look at the behavior of every individual fish to see if they follow the same

pattern in Figure 4.6. All the fish except fish 36 have lower percentages of slow circling

and higher percentages of fast circling before October 18th than after it (Figure 4.6.A

and 4.6.B). Fish 25 and 39 have significantly higher no circling percentages in August

than the rest of the fish, and except those, the rest of the fish seem to follow the same

pattern in Figure 4.6.C. After October 18th, the weekly percentage of inconclusive data

significantly increased. The daily percentage of inconclusive data for the population

is between 55−70% on October 26th and 27th and November 16th, 26th, 27th, 28th and
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29th and we observed high wind speeds during, one day before or after the mentioned

days.

(A) (B)

(C) (D)

Figure 4.2: Comparing the percentage of every class for the fish population during
17 weeks for seven different combinations of thresholds. (A) Slow circling. (B) Fast
circling. (C) No circling. (D) Inconclusive periods. Weeks with high percentages of
inconclusive periods are shown with red circles.

Figure 4.3: Histogram of angular velocities of circling periods.
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Figure 4.4: Classification visualization during the study period. Fast Circling is
marked with red bars where the Average AV ≥ 0.035 & Average SER < 0.45 in a
period of 20 minutes. Blue bars represent slow circling where the Average AV < 0.035
& Average SER < 0.45 in a period of 20 minutes. No Circling is represented with
yellow bars where the Average SER ≥ 0.45 in a period of 20 minutes. Inconclusive
periods are shown with black bars where there are less than 20 data points in a period
of 20 minutes.

Figure 4.5: An example of fish swimming classes during September 3rd. A range slider
on the bottom of the figure is used to look at any interval during the study period.
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(A) (B)

(C) (D)

Figure 4.6: Comparing the percentage of every class for the individual fish during
14 weeks. (A) Weekly slow circling percentage of each fish. (B) Weekly fast circling
percentage of each fish. (C) Weekly no circling percentage of each fish. (D) Weekly
percentage of inconclusive periods for each fish.

4.2 Relations Between Swimming Classes and External Variables

In Section 4.1 we have classified the fish swimming behavior into three classes; slow

circling, fast circling and no circling. In this section, we analyze the effect of changes

in environmental variables such as wind speed and direction, dissolved oxygen, tem-

perature, water level, weather conditions and feeding on each swimming class.

Many studies pointed to differing behaviours at daytime versus night [57], [12].

To examine this, in Figure 4.7 we look at the fish swimming behavior during days and

nights. In Figure 4.7.A, we observe a pattern of low AV during the day and high AV

during the night in the last week of August and in Figure 4.7.C we see a pattern of high

AV during the day and low AV during the night after mid-October. Figure 4.7.B and
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4.7.D show the AV and SER values during a selected day in August and November

to provide a more explicit insight into the change in swimming pattern. Looking

at the circling classes, we observe an opposite circling behavior during the day and

night for most of the fish when comparing a selected day in August (Figure 4.7.E)

and November (Figure 4.7.F). Noticing these behavior switches led us to analyze the

relationship between fish swimming classes with external variables during days and

nights separately.

(A) (B)

(C) (D)

(E) (F)

Figure 4.7: Comparing AV and SER values during August and November. AV and
SER values are shown (A) during August, (B) from mid-October to November, (C)
on August 26th, (D) on November 7th. Swimming classes are presented on (E) August
26th and (F) November 7th.
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(A) (B)

(C) (D)

Figure 4.8: Weekly and daily comparison of swimming classes during (A),(C) day-
times and (B),(D) nights.

Several studies suggested that salmon swimming speed is usually faster during

the daytime than night [43], [56], [20]. Furthermore, the reduction of swimming

speed at night is significantly higher during the winter and early spring compared to

the late spring and early summer [56], [27]. On each day we define daytime as any

time between the sunrise and sunset and define night as any time after the sunset

and before the sunrise. As shown in Figure 4.8, after October 18th, slow circling

significantly increased during the night and slightly decreased during the daytime

while fast circling remarkably decreased during the night and moderately increased

during the daytime. Moreover, no circling during the daytime increased especially

during the week with the storm. Daily percentage of swimming classes in Figure 4.8.C

and 4.8.D, show the same pattern as the weekly plots. Before October 18th, out of

57 days, for 37 days (65% of days), the percentages of fast circling during the night

are higher than the daytime and for 41 days (72% of days) the percentages of slow
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circling during the nights are lower than the daytimes. In summary, after October

18th circling speeds decrease at night, but not during the day. Furthermore, the

overall percentage of circling does not change much.

(A) (B)

(C)

Figure 4.9: Percentage of each class for the fish population during hours of the day
in Atlantic Daylight Time (ADT) (A) before October 18th, (B) after October 18th,
(C) during the study period.

We look at the hourly percentage of each class during different periods for the

fish population in Figure 4.9 (times are in Atlantic Daylight Time (ADT)). Fast

circling in Figure 4.9.C has a somewhat similar W-shaped pattern as [58] and [53]

in Figure 2.2. During the study period, the percentage of fast circling is higher from

7:00 to 17:00 and slow circling percentages are higher from 00:00 to 07:00 and 17:00 to

00:00 (Figure 4.9.C). The swimming behavior before October 18th (Figure 4.9.A) and

after October 18th (Figure 4.9.B) are noticeably different. After October 18th, slow

circling from 00:00 to 7:00 and 18:00 to 00:00 significantly increased and fast circling
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during these hours considerably decreased. 51% of feeding times were between 8:00

to 11:00 and 40% of them were between 14:00 to 18:00 which could be responsible for

the increase in fast circling percentages during these hours in Figure 4.9.C.

4.2.1 Circling Classes VS Dissolved Oxygen

Since the dissolved oxygen and temperature data from the different locations in the

cage follow similar patterns, we chose the one from the cage’s center at 4 meters

depth (red line in Figure 4.10) for further analysis. In Figure 4.11 we show the

average dissolved oxygen every 20 minutes during the study period. Dissolved oxygen

notably increased from an average of 6.21 mg/L before October 18th to 8.06 mg/L

after October 18th. The oxygen levels in the sea-cages are influenced by several

environmental factors such as water current, wind speed and light [36]. Hypoxia

occurs when fish have to make a physiological adjustment to maintain oxygen levels

in their tissues, due to the absence of sufficient dissolved oxygen [12]. For Atlantic

salmon, hypoxia considered as when the oxygen level is below 6 mg/L [17], [12].

Pedersen [60] showed that growth rates of rainbow trout, Salmo gairdneri, decreased

when dissolved oxygen was less than 7 mg/L. In response to hypoxia, there is a

trade-off between reducing swimming speed as a result of reduced metabolic scope to

decrease oxygen requirements and increasing swimming speed to elevate the chance

of finding a more favorable environment represented by more oxygenated water and

lower temperature, which declines the metabolic activity and the lethal oxygen level

of the fish [22], [46], [21]. Consequently, contrasting responses to hypoxia have been

found in different studies [13], [22], [64], [25]. Kolarevic et al., [40] reported that the

hypoxic conditions in the recirculating aquaculture systems resulted in a significant

decrease in the total activity of Atlantic salmon measured by acoustic acceleration

transmitter tags; in addition to a sharp increase in swimming activity up to four

hours after modifying the oxygen levels in the tanks from optimal to hypoxic. In this

study, we compare the percentage of each swimming class for dissolved oxygen below

and above 7 mg/L in Figure 4.12. Pearson’s chi-squared test is used to determine

whether there is a statistically significant relationship between slow and fast circling

when dissolved oxygen is less and more than 7 mg/L (χ2 = 7.1556, p = 0.0075, df = 1).

When the dissolved oxygen is lower than 7 mg/L, the percentage of fast circling is
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significantly higher and the percentage of slow circling is notably lower than when the

dissolved oxygen is greater than 7 mg/L. This suggests that when the oxygen levels

are low, the fish spends more time swimming fast which could be an indication of

increased activity.

Figure 4.10: Dissolved oxygen VS temperature. Daily average dissolved oxygen
(mg/L) and temperature (℃) are shown at different locations of the cage with solid
lines and dotted lines respectively. Vertical black dashed line separates before and
after October 18th (adapted from [68]).

Figure 4.11: Dissolved Oxygen mg/L.



48

Figure 4.12: The percentage of each swimming class for dissolved oxygen below and
above than 7 mg/L.

Furthermore, we examine correlations between swimming classes and dissolved

oxygen during days and nights in Figure 4.13. After performing Pearson correlation

at a 0.05 confidence interval on the percentage of each swimming class and average

dissolved oxygen during daytimes and nights, an opposite correlation direction is

observed during daytime and night. A strong negative correlation between the average

dissolved oxygen and slow circling during the daytime and a very strong positive

correlation during the night is found; whereas between fast circling and dissolved

oxygen, there is a weak positive correlation during the daytime and a very strong

negative correlation during the night. There is also a moderate positive correlation

between no circling and average dissolved oxygen during the daytime, and a week

negative correlation between them during the night. The negative correlation between

slow circling and dissolved oxygen during the day indicates that slow circling decreases

as dissolved oxygen increases during the day and the positive correlation between slow

circling and dissolved oxygen during the night suggests that slow circling increases as

dissolved oxygen increases at night. In conclusion, the relationship between swimming

classes and dissolved oxygen is different during the days and nights.
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Figure 4.13: Correlation plots for dissolved oxygen and swimming classes. Each
point represents the average percentage of a swimming class for fish population and
the average dissolved oxygen, during the daytime in the first column and during the
night in the second column.
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4.2.2 Circling Classes VS Water Temperature

Since temperature and dissolved oxygen are highly correlated, the observations in

this section closely mirror those in Section 4.2.1. As temperature rises, the metabolic

rate of the fish increases, leading to increased oxygen consumption, while oxygen

solubility reduces, resulting in a decrease in oxygen supply [67]. Previous studies

have suggested that the swimming speed of the salmon increases with the increase

in temperature [56], [33], [68]. In Figure 4.14 we visualize the average water tem-

perature every 20 minutes during the study period. The average water temperature

considerably decreased from 16.37 ℃ before October 18th to 7.77 ℃ after October

18th. Pearson correlation analysis was performed at a 0.05 confidence interval on

the percentage of swimming classes and average water temperature during daytimes

and nights. We observe an opposite correlation direction during daytime and night

(Figure 4.15).

Figure 4.14: Water temperature (℃).
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Figure 4.15: Correlation plots for water temperature and swimming classes. Each
point represents the average percentage of a swimming class for fish population and
the average temperature, during the daytime in the first column and during the night
in the second column.

Looking at Figure 4.15, there is a strong positive correlation between the average

water temperature and slow circling during the daytime and a very strong nega-

tive correlation during the night; while between water temperature and fast circling,

we observe a weak negative correlation during the daytime and a strong positive

correlation during the night. Furthermore, between no circling and average water
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temperature, a moderate negative correlation during the daytime and a weak posi-

tive correlation during the night is observed. The positive correlation between slow

circling and temperature during the day indicates that slow circling increases as tem-

perature increases during the day and the negative correlation between slow circling

and temperature during the night suggests that slow circling decreases as temperature

increases during the nights. In summary, the relationship between swimming classes

and water temperature is different during the days and nights.

4.2.3 Circling Classes VS Wind Speed

The main water movement is caused by wind, tide, and current residuals [74]. La-

gardère et al., found a significant increase in the swimming speed of Sole (Solea solea)

during the strong winds (> 8 m/s) with an elliptical-shaped swimming pattern [44].

Another study suggested that during a hailstorm, the swimming activity of the Sole

significantly decreased and weaker transmitter signals made it hard to locate the fish

[45]. In addition, during calm weather or low currents, Atlantic salmon swim at their

preferred speed in a circular pattern [34]. We visualize the wind speed measured in

km/h at Shelburne in Figure 4.16. A storm in mid-October disrupted the station at

Shelburne and resulted in losing data for one week.

Figure 4.16: Wind speed (km/h) at Shelburne.
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When wind speed is greater than 28 km/h, the swimming activity of the fish

switched from higher percentage of fast circling and lower percentage of slow circling

to higher percentage of slow circling and lower percentage of fast circling (Figure 4.17).

Pearson’s chi-squared test is used to determine the significance of the relationship

between slow and fast circling during wind speed less and higher than 28 km/h (χ2 =

10.4625, p = 0.0012, df = 1). Figure 4.18 shows that the percentage slow circling is

higher than fast circling for wind speed greater than 28 km/h. This indicates that

during stormy weather fish tend to circle slowly more often, while in a previous study

no significant changes in the swimming speed of Atlantic salmon were observed two

days before, during, and two days after a storm identified by wind speed 30 ± 8

km/h [68].

Figure 4.17: The percentage of each swimming class during wind speed less and higher
than 28 km/h
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Figure 4.18: The percentage of each swimming class during wind speed intervals.

We examine the correlations between swimming class percentages and average

wind speeds during daytimes and nights using Pearson correlation analysis at a 0.05

confidence interval and show the results in Figure 4.19. We observe that correlations

during daytime and night have opposite directions. Between the average wind speed

and slow circling, there is a weak negative correlation during the daytime and a

weak positive correlation during the night. An opposite pattern is observed between

fast circling and wind speed during days and nights, where there is a weak positive

correlation between them during the daytime and a weak negative correlation during

the night. There is also a weak positive correlation between no circling and average

wind speed during the days, and there is a weak negative correlation between them

during the nights.
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Figure 4.19: Correlation plots for wind speed and swimming classes. Each point
represents the average percentage of a swimming class for fish population and the
average wind speed, during the daytime in the first column and during the night in
the second column.

4.2.4 Circling Classes VS Feeding

Several studies found that fish swimming speed or activity increased during the feed-

ing [50], [3], [40], [68]. This behavior could be due to food deprivation or expanding

the search area and increasing the chance of finding food [2]. The feeding times dur-

ing this study are shown in Figure 4.20. We define feeding as the time that food was
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available to the fish and not feeding as other times that fish was not being fed. Then,

we look at the percentage of each swimming class during feeding and nonfeeding peri-

ods in Figure 4.21. Pearson’s chi-squared test is used to determine the significance of

the relationship between slow and fast circling during feeding and nonfeeding periods

(χ2 = 4.4258, p = 0.0354, df = 1). Figure 4.21 shows that During the feeding, the

percentage of slow circling significantly decreased while the percentage of fast and no

circling increased. This indicates that the circling speed increased during the feeding

which is in accordance with the literature.

Figure 4.20: Feeding times.

Figure 4.21: The percentage of each swimming class during feeding and not feeding
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4.2.5 Circling Classes VS Weather Condition

Holm et al., observed that the swimming activity of Atlantic halibut was higher

during cloudy days compared to sunny days [31]. At night and on cloudy days

as the clouds prevent the light to reach the water surface, oxygen consumption by

planktonic, algae respiration and diminishing photosynthesis activity lead to a decline

in oxygen levels. [79]. We visualize the weather conditions during the study period

in Figure 4.22. The percentages of each class during different weather conditions

of “clear”, “rain”, “overcast”, “partially cloudy” and “partially cloudy, and rain”

are shown in Figure 4.23. Pearson’s chi-squared test is used to determine whether

there is a statistically significant relationship between slow and fast circling during

different weather classes (χ2 = 37.6435, p < 0.001, df = 4). Overcast weather has the

highest percentage of fast circling and the lowest percentages of slow and no circling

(an almost similar pattern is observed during partially cloudy). The percentages of

all the classes are approximately similar during the rain and clear weather. Rain,

partially cloudy weather condition, has the highest percentage of slow circling and

the lowest percentage of fast circling, and this distinct observation could be due to

insufficient data for this weather. The significant increase in the fast circling behavior

during the overcast and partially cloudy weather could be due to low oxygen levels

during these conditions as we observed in Section 4.2.1 that the activity of salmon

increased when oxygen levels dropped.

Figure 4.22: Weather conditions.
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Figure 4.23: The percentage of each swimming class during different weather condi-
tions.

4.2.6 Circling Classes VS Water Level

Kadri et al., found a weak positive correlation between the swimming speed of Atlantic

salmon and low water levels [38]. In another study, bonefish were found more active

during low tides and less active during the high tides [11]. We show the water level

averaged over 20 minutes during the study period in Figure 4.24. Water level ranged

from 0.14 to 2.58 meters. We compare the percentages of each swimming class during

water level less than 0.5 and greater than 0.5 meters. Then we use Pearson’s chi-

squared test to examine if there is a statistically significant relationship between

slow and fast circling when the water level is less and higher than 0.5 meters (χ2 =

3.9651, p = 0.0465, df = 1). Looking at Figure 4.24, when the water level is below

0.5 meters, the percentage of fast circling is significantly higher and the percentages

of slow is significantly lower than when water level is greater then 0.5 meters. The

increase in fast circling when the water level is less than 0.5 meter could indicate that

the salmon swimming speed increases when the water level is very low.
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Figure 4.24: Water levels in meters.

Figure 4.25: The percentage of each swimming class during water level less and greater
than 0.5 meters.



Chapter 5

Conclusion and Future Work

In this chapter, we briefly go over what we covered in this thesis and explain the

limitations and future work to enhance this approach.

5.1 Summary

The main objective of this thesis was to develop a tool to detect circling and non-

circling behavior of farmed fish and determine the speed of the circling. To that end,

from the movement trajectories of the fish, we calculated polar coordinates and used

the resulting angles for distinguishing circling from no circling behaviors. Due to

the linear arrangement of the angles when the fish is circling, this behavior can be

detected using a linear model and on account of the presence of the errors in both time

and positions, we used a Deming regression model to extract the linear feature of the

angles. Since the angles periodically change between −π and π through time, a locally

weighted form of Deming regression is used to unwrap the angles and eliminate the

discontinuities. SER values from the Deming regression line are used to distinguish

circling from no circling and the coefficients of the model give us AV values which

are used for identifying slow and fast circling. Then we analyzed the relationships

between several environmental variables and identified swimming class.

5.2 Discussion

In this study, we created an interactive bivariate visualization of AV and SER val-

ues for every fish with the ability to look at any intervals during the study period

plus a tooltip feature that presents the exact AV, SER, time, and date values. The

crucial benefit of compressing the data from multiple plots into one using colors is

allowing direct and intuitive evaluation of relationships between variables and their

distributions [70]. However, interpreting bivariate maps can be more challenging than

60
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univariate ones due to their complexity. Nevertheless, utilizing bivariate maps would

be more suitable, because we are constrained by space on the screen and visualiz-

ing twenty subplots (seperate AV and SER plots for ten fish) would be inefficient.

Another drawback of using color channels is since the capacity of humans to distin-

guish between distinct colors is restricted, tiny color shifts may not be apparent to

color-blind people and sometimes interesting patterns may remain undetected. To

overcome these problems, we provided the user with several interactive operations to

zoom in and observe the actual AV and SER value of the desired segments. Also,

a color blindness simulation software can be used to select color blind friendly col-

ors [39]. We used AV and SER plots for a preliminary exploration of the patterns in

the data. Then we defined three swimming classes to facilitate further visualization

and identifying patterns in the group and individual behaviors.

Furthermore, we analyzed the impact of changes in external variables on each

swimming class. Our results show that the fish tends to be fast circling more or as

often at night compared to daytime during the late summer and early fall, while fast

circling significantly decreased at night after October 18th, during the mid and late

fall. This can be a complementary to a previous study where the salmon swimming

speed at night significantly decreased only during the winter and early spring and

not during the late spring and early summer [56]. Hourly distribution of the fish

swimming classes highly differs before and after October 18th where from 00:00 to 7:00

and 18:00 to 00:00 slow circling significantly increased and fast circling considerably

decreased after October 18th. When dissolved oxygen is lower than 7 mg/L, fast

circling significantly increased and slow circling is significantly reduced. This could

be on account of increasing the chance of finding a more oxygenated water and lower

temperature [46] which is contrary to [40], where the swimming activity of Atlantic

salmon significantly decreased during hypoxic conditions. The correlation between

each swimming class and dissolved oxygen, water temperature, and wind speed has

an opposite direction during daytime and night-time. When the wind speed is greater

than 28 km/h, slow circling significantly increased and fast circling decreased. This

is as opposed to the behavior of Sole (Solea solea), which increased their swimming

speed during strong winds (> 8 m/s) [44]. In addition, during the feeding activity,

overcast and partially cloudy weather, and when the water level is less than 0.5
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meters we observed an increase in fast circling and a decrease in slow circling. An

increase in swimming speed during the feeding was observed in the previous studies

as well [50], [68] which could be caused by food deprivation or elevating the chance

of finding food by expanding the search area [2]. Increasing swimming activity in

response to cloudy weather was observed in Atlantic halibut [31] which could be as a

result of low oxygen levels owing to the lack of light during the cloudy days. [79]. Last

but not least, our result during the low water level is in accordance with previous

studies on Atlantic salmon and bonefish were they found to be more active during low

tides [38], [11]. By providing appropriate tools and insights on the circling movement

of the farmed fish and analyzing the impact of external variables on their behavior,

we strive to aid oceanographers to improve understanding of fish behaviour.

5.3 Limitations And Future Work

In the following lines, we discuss limitations of this approach and explain different

ideas for expanding and improving this study in future work.

• The effect of environmental variables on the swimming classes can be analyzed

and compared for various fish species during different months of the year and

locations.

• The impact of different external variables such as water currents, salinity and

stocking density that are not covered in this thesis can be analyzed in future

studies.

• Depending on the quality of the data, smaller intervals than 20 minutes can be

used to classify the swimming behavior of the fish.

• The AV and SER thresholds that are used in this study to classify the swimming

behavior of the fish may vary in other studies depending on the different data

characteristics. We determined these thresholds by observing the swimming

behavior of the fish during several periods which can be avoided by developing

a method that can extract the features of different behaviors automatically and

classify them accordingly.
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• Other swimming classes such as stationary swimming behavior can be defined

using angular velocities in future studies.
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