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Abstract 

Transarterial radioembolization (TARE) is a radiation-based embolic therapy for 

the treatment of liver cancer. In TARE, yttrium-90 (90Y)-infused microspheres are 

administered via the hepatic arterial vasculature to facilitate the delivery of radiation to a 

target volume. Positron emission tomography (PET) imaging can provide estimates of the 

absorbed radiation dose following 90Y TARE. However, these estimates are often 

associated with substantial uncertainty due in part to the inadequate spatial resolution of 

PET imaging. Computed tomography (CT) has the potential to provide superior spatial 

resolution imaging of microsphere distributions, which could improve absorbed dose 

estimates and refine our understanding of the dose-response relationship. This thesis 

presents the development, implementation, and validation of a CT-based framework for 

post-treatment dosimetry in 90Y TARE.  

Three manuscripts form the foundation of this thesis. The first manuscript, titled 

“Quantification of the Inherent Radiopacity of Glass Microspheres for Precision 

Dosimetry in Yttrium-90 Radioembolization,” describes the development and analysis of a 

calibration phantom to relate radiopaque microsphere concentration to CT voxel intensity. 

Based on the findings of this first study, the construction and optimization of a clinical 

calibration phantom was ongoing throughout the remainder of the project. Preliminary 

results suggest the clinical phantom is well-suited to the needs of CT-based dosimetry in 
90Y TARE. The second manuscript, titled “Post-Administration Dosimetry in Yttrium-90 

Radioembolization through Micro-CT Imaging of Radiopaque Microspheres in a Porcine 

Renal Model,” analyzes micro-CT image data of radiopaque microsphere distributions to 

demonstrate the increased confidence provided by CT-based dosimetry in characterizing 

the absorbed dose heterogeneity in 90Y TARE. The third manuscript, titled “Precision 

Dosimetry in Yttrium-90 Radioembolization through CT Imaging of Radiopaque 

Microspheres in a Rabbit Liver Model,” validates CT-based dosimetry in 90Y TARE 

through a comparison to conventional PET-based dosimetry, while also revealing benefits 

of improved dose distribution visualization, reduced partial volume effects, and the 

mitigation of respiratory motion effects.  

Together, these works demonstrate that post-treatment CT imaging of in vivo 

radiopaque microsphere distributions provides the means to perform accurate and precise 

dosimetry in 90Y TARE. This novel approach to radiation dosimetry will permit 

individualized treatment planning that should translate into improved patient outcomes. 
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Chapter 1 Introduction 

1.1 Preamble 

It is estimated that approximately 50% of all cancer patients should receive external 

beam radiotherapy (EBRT) in the management of their disease.1 As an essential 

cornerstone in the treatment of cancer, EBRT technology continues to grow in 

sophistication and complexity.2 To produce accurate estimates of a patient’s 3D dose 

distribution in EBRT, high-resolution computed tomography (CT) imaging is combined 

with sophisticated dose calculation algorithms.3,4 This approach to radiation dosimetry 

facilitates an excellent understanding of the dose-response relationship.5–7 Still, EBRT 

suffers from fundamental limitations. Healthy tissue, both proximal and distal to the target, 

is unavoidably irradiated during treatment. Furthermore, the tolerance of healthy tissue to 

radiation necessitates fractionation in the delivery, which requires multiple treatments and 

inconvenience to the patient. Alternative forms of radiation therapy, such as brachytherapy, 

offer solutions to overcome the limitations of EBRT. In brachytherapy, radiation is 

administered internally through implanted radioactive seeds to minimize the irradiation of 

surrounding healthy tissue and increase the maximum deliverable dose to the target 

volume.8 

In transarterial radioembolization (TARE) – the focus of this thesis – radioactive 

microspheres are administered through the liver’s arterial vasculature to selectively target 

and treat liver cancer. In TARE, the dose-response relationship is poorly understood. The 

absorbed dose can be estimated through single photon emission computed tomography 

(SPECT) or positron emission tomography (PET) imaging, but in many cases, post-

treatment dosimetry is not performed. Moreover, PET and SPECT imaging suffer from 

poor spatial resolution.9–11 This deficiency highlights an unmet clinical need for improved 

spatial resolution imaging of the microsphere distribution. Fortunately, a radiopaque 

microsphere has recently been developed that is readily visible through high-resolution CT 

imaging, allowing for a significant increase in spatial resolution and improved dose 

estimates relative to those derived from SPECT and PET imaging.  
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In TARE, technical success can be determined by accurately assessing the dose 

distribution and its relationship to the initial treatment plan. This is in contrast with clinical 

success, which is quantitatively related to dose-response and radiobiological concepts. The 

research presented in this thesis pertains to technical success in TARE. Specifically, the 

global objective of this thesis is to address the unmet clinical need to provide substantially 

higher spatial resolution imaging of microsphere distributions to facilitate more accurate 

dosimetry. To that end, this thesis describes the development, implementation, and 

validation of a CT-based framework for post-treatment dosimetry in TARE. 

1.2 Liver Cancer 

Primary liver cancer comes in many forms. The most common type is 

hepatocellular carcinoma (HCC), which comprises between 75% and 85% of all cases.12 

HCC constitutes 4.7% of world-wide cancer incidence with ~906,000 cases diagnosed each 

year, making it the sixth most common form of cancer.12 Its poor prognosis makes it the 

third leading cause of cancer mortality representing 8.3% of all cancer deaths, 

corresponding to ~830,000 deaths each year.12 Unlike most common cancers, HCC 

incidence and mortality rates are increasing, particularly in Europe and North America 

where incidence has been historically low.12 These somber statistics motivate research into 

improving the quality of the treatment for HCC patients.   

1.2.1 Staging and Treatment 

The approach to treating HCC is complex due a variety of patient considerations. 

These include, but are not limited to, tumour burden, preserved liver function, previous and 

concomitant therapy, treatment goals, and quality of life. The Barcelona Clinic Liver 

Cancer (BCLC) classification is widely accepted in clinical practice as the de facto staging 

system for the treatment of HCC.13 This system classifies the disease into five stages which 

integrate tumor burden, liver function, and patient performance status. These factors 

determine the stage of the cancer, which then links to prognosis and a systematic 

framework to guide HCC patients to the most effective treatment option. A diagram 

outlining the BCLC classification system is provided in  

Figure 1.1. 
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Figure 1.1: BCLC staging system to link HCC prognosis with viable treatment options. Reprinted from Bruix 

et al., Management of Hepatocellular Carcinoma: An Update.14 Abbreviations: M, metastasis; N, node; PS, 

performance status; RFA, radiofrequency ablation; TACE, transarterial chemoembolization. 

 

Therapeutic approaches in the treatment of HCC are classified into three categories: 

curative, palliative, and symptomatic.  For palliative treatment, the three-year survival rate 

is typically between 10% and 40%, while patients receiving symptomatic treatment have 

an estimated survival time of less than three months.15 All treatments listed in  

Figure 1.1 are available within Nova Scotia, Canada. In fact, in 2019 (the most 

recent year with both provincial and national statistics), there were 53 liver transplantations 

in Nova Scotia out of the 610 within Canada (~10%).16,17 

Surgical resection of the tumour remains a curative option for very early-stage 

HCC. A study surveying ~4,000 HCC patients demonstrated the utility of a resection-first 

strategy in non-cirrhotic patients with 50% of patients surviving after three years.18 Liver 

transplantation is preferred for the treatment of early-stage HCC, particularly in patients 

with cirrhosis as it simultaneously removes hepatic tumours and the underlying disease.19 

Regrettably, the majority of patients (~95%) are ineligible for this procedure because they 
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don’t meet transplantation criteria, have access to a transplant center, or face a shortage in 

organ availability.20 

Tumor ablation is recommended for patients with very early- or early-stage HCC 

who are not candidates for surgical resection. Ablative treatments cause cell death through 

extreme temperature changes in the tumour microenvironment, as in radiofrequency 

ablation, microwave ablation, and cryoablation.21 Ablation can also be achieved through 

chemical means by the percutaneous injection of ethanol and concentrated acetic acid into 

the tumour volume, which has been shown to be effective in treating small, solitary HCC.22 

Irreversible electroporation, another ablative technique, can induce cell death by rupturing 

cell membranes through the application of a high voltage across the target tissue.23 

The BCLC staging system recommends treating advanced-stage HCC with 

sorafenib, an inhibitor that blocks the action of a group of enzymes known as tyrosine 

kinases. These enzymes play a role in cell signaling, division, and growth, and are found 

in high concentrations in HCC.24 Despite the established chemoresistance of HCC,25 results 

from a phase III clinical trial suggest a significant increase in median overall survival and 

time to progression in patients with advanced-stage HCC when compared with best 

supportive care.26 

EBRT has played a limited role in the treatment of HCC due to the radiation 

exposure of large volumes of healthy liver tissue, which is highly radiosensitive.27 In 

conventionally fractionated EBRT, accumulated data suggest a whole-liver normal tissue 

complication probability (NTCP) of 5% at 5 years for a mean absorbed dose of 

approximately 30 Gy.5 This is a major limitation in dose escalation and the re-irradiation 

of the liver. Furthermore, excessive healthy liver tissue irradiation may cause radiation-

induced liver disease (RILD), a form of liver injury due to radiation which presents as 

classical (absence of underlying liver disease) and non-classical (presence of underlying 

liver disease). RILD may result in serious chronic side effects and has no specific treatment 

guidelines.28 Fortunately, recent technological developments have broadened the 

applicability of EBRT in treating HCC. Stereotactic body radiation therapy (SBRT) is 

capable of delivering a highly conformal dose in the tumoricidal range while 

simultaneously minimizing the dose to surrounding healthy liver tissue.29 Results of a 
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Phase I/II trial of SBRT for HCC patients unsuitable for standard locoregional therapies 

demonstrated that SBRT can lead to sustained local control (87% at one year) with a low 

risk of serious toxicity.30 

Healthy liver tissue receives approximately 80% of its blood supply from the portal 

venous system while the hepatic artery supplies liver tumours with 80-100% of its blood 

supply.31 Embolic therapies, such as bland embolization or transarterial 

chemoembolization (TACE), exploit this unique differential perfusion of the liver to target 

hepatic tumors.32 Bland embolization relies on small particles (40-120 µm) to occlude the 

tumor’s arterial blood supply resulting in ischemic necrosis of the tumour. It has been 

shown to be effective in treating HCC with a median survival time of 21 months and 1-, 2-

, and 3-year overall survival rates of 66%, 46%, and 33%, respectively.33 TACE is the 

current standard of care in patients with intermediate-stage HCC, and can be categorized 

as either conventional TACE (cTACE) or TACE with drug-eluting beads (DEB-TACE). 

In cTACE, a tumour’s arterial blood supply is selectively occluded of a by the injection of 

chemotherapeutic agents, typically doxorubicin. A large randomized study showed that 

cTACE is superior to bland embolization with survival probabilities of 82% and 63% at 1 

and 2 years, respectively.34 To allow for higher chemotherapeutic drug concentrations, 

DEB-TACE employs drug-loaded microspheres as a delivery mechanism, and has been 

shown to have a higher complete response rate, a higher overall survival rate, and fewer 

adverse events than cTACE.35 

1.3 Transarterial Radioembolization 

The majority of HCC patients (60-70%) present at the advanced stage of disease.36 

If they cannot tolerate the toxicity associated with chemotherapy, TARE is an alternative 

treatment option. TARE, also known as selective internal radiation therapy (SIRT), is a 

radiation-based embolic therapy in which radiolabeled microspheres are administered 

within the hepatic arterial vasculature via a microcatheter to facilitate the delivery of 

radiation to a target volume. As is the case with the other embolic therapies, TARE relies 

on the preferential blood supply of HCC.  

TARE provides clear benefits relative to TACE. For example, TARE offers the 

significant clinical advantage of being an outpatient treatment in most cases.32 It has also 
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been shown to slow tumour progression, have similar overall survival outcomes, and 

produce fewer post-embolization syndromes relative to TACE.32,37 An explanation for this 

lies in the fact that TARE utilizes smaller microspheres (20-30 µm) and their efficacy is 

believed to derive more from the prolonged emission of high-energy beta (𝛽−) particles 

than from an embolic effect.32,38  

Recent studies have compared TARE and SBRT in terms of safety and efficacy and 

found them to be roughly equivalent. Results from a retrospective review of a large cohort 

of unresectable HCC patients showed no significant differences in overall survival when 

treated with TARE relative to SBRT (hazard ratio = 0.72, 𝑝 = 0.108).39 Another study 

demonstrated that a patient cohort, treated with either TARE or SBRT, did not present any 

grade 3 liver toxicities based on the common terminology criteria for adverse events 4.0 

(CTCAE).40 Despite these conclusions, a study designed to quantify the prevalence of 

EBRT (inclusive of SBRT) in HCC patients (n = 18,477) waitlisted for liver transplantation 

found that 85.% of patients received ablative or embolic therapies, while just 3.6% were 

treated with EBRT.41 

Although TARE is not a recommended treatment for HCC in the BCLC system, 

there is abundant data suggesting its efficacy across all stages of disease. For patients in 

the early-stage, multiple studies have reported consistent median overall survival times of 

~26 months following TARE.42–44 TACE is the standard of care for HCC patients at the 

intermediate stage. However, as previously mentioned, TARE has similar overall survival 

outcomes and produce fewer post-embolization syndromes relative to TACE.32,37 Although 

sorafenib is recommended for advanced-stage HCC, accumulating evidence suggest TARE 

can offer a similar survival benefit.44,45  

TARE has now been integrated into clinical practice for more than 20 years, yet the 

indications for TARE continue to grow.46 It is no longer limited to palliative indications, 

but rather as a bridge therapy to reduce tumour burden and potentially render a patient 

eligible for transplant.47 TARE has also been applied in the treatment of metastatic liver 

disease.48  Ultimately, all patients who are ineligible to receive surgery may eventually be 

considered eligible for TARE. Over the past decade, national and international 

organizations, including the American Association of Physicists in Medicine (AAPM) and 
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Radioembolization Brachytherapy Oncology Consortium (REBOC), have established 

interdisciplinary working groups to develop recommendations for the standardization of 

indications, techniques, treatment approaches, and dosimetry in TARE.49–51  

1.3.1 Microspheres 

Two types of yttrium-90-labelled (90Y) microspheres for TARE have achieved 

global commercial availability. In 2002, SIR-Spheres® (Sirtex Medical Inc., Woburn, MA, 

USA) received FDA approval for the treatment of metastatic colorectal cancer and received 

the CE mark of approval for the treatment of inoperable hepatic tumours, although they are 

not yet licensed for use in Canada. TheraSphere® microspheres (Boston Scientific Corp., 

Marlborough, MA, USA) received FDA approval in 1999 for the treatment of HCC, as 

well as Health Canada the CE approval in 2005 for the treatment of inoperable hepatic 

tumours. Although both types of microspheres are biocompatible, neither are 

biodegradable nor metabolized. Characteristics of both microsphere products are provided 

in Table 1.1.52,53 

 

Commercial Name TheraSphere SIR-Spheres 

Microsphere Composition Glass Resin 

Diameter [µm] 32 ± 10 25 ± 10 

Specific Activity [Bq/MS] 2500 50 

Activity per Vial [GBq] 3, 5, 7, 10, 15, 20 3 

Microspheres per Vial 3 - 8 x 106 30 - 60 x 106 

Density [g/mL] 3.2 1.6 

Table 1.1: Characteristics of commercially available 90Y-labelled microspheres.  

 

A stark difference in the characteristics reported in Table 1.1 lies in the specific 

activity of the microspheres (at the time of calibration), which differs by a factor of 50 

between resin and glass microspheres. As a result, fewer glass microspheres are delivered 

compared to resin microspheres (for the same administered 90Y activity), which produces 

subtle differences in the microscopic distribution of the microspheres.54 This may explain 

the significant difference between the absorbed dose required to reach a tumour control 

probability (TCP) of 50% for glass and resin microspheres.55,56 Furthermore, a microsphere 

transport simulation performed by Walrand et al. found that the relatively low number of 
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administered glass microspheres results in non-uniform trapping of microspheres in the 

portal tract, which caused healthy liver tissue volumes to receive sub-lethal doses. This 

effect may explain the reduced toxicity of glass microspheres compared to resin 

microspheres.57 

As the therapeutic agent, the radioisotope 90Y is considered a pure 𝛽− emitter that 

decays to stable zirconium-90 (90Zr) with a physical half-life of 64.24 ± 0.30 hours (2.68 

days), achieving 95% decay of the radioactivity within 11.5 days.58 The maximum and 

mean 𝛽− energies are 2.2787 ± 0.0013 MeV and 0.9267 ± 0.0008 MeV, respectively, 

corresponding to a range in water of 11.0 mm and 2.4 mm.59,60 The therapeutic range 𝑋90 

in water is 5.4 mm, where 𝑋90 is defined as the radius of a sphere containing 90% of the 

absorbed dose.61 These properties make 90Y the radioisotope of choice for TARE due to 

the continuous dose delivery over a prolonged period of time, while still restricting the 

dose deposition to the immediate vicinity of the microspheres.   

1.3.2 Pretreatment Workup 

Patients undergo a thorough pre-treatment workup to determine eligibility for 

TARE. This workup includes laboratory and clinical investigations, anatomical imaging, 

angiographic mapping, and a simulation scan to estimate the in vivo microsphere 

distribution. The various stages of the pre-treatment workup are shown in Figure 1.2. 
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Figure 1.2: Clinical stages and associated justifications for the pre-treatment workup in 90Y TARE. Figure 

adapted from Kim et al., A Guide to 90Y Radioembolization and its Dosimetry.62 

 

To begin, the laboratory and clinical investigations assess the patient’s general 

clinical status, vital functions, and baseline values as a reference for subsequent toxicity 

assessments. Liver function is assessed through an analysis of the concentration of liver-

specific compounds within the blood stream, such as albumin and bilirubin.63 During this 

preliminary stage, patients are also examined for relative and absolute contraindications to 

determine eligibility for TARE, including portal vein thrombosis and portal hypertension.64 

Following the laboratory and clinical investigations, patients undergo anatomical 

imaging through either a multi-phase CT scan or magnetic resonance imaging (MRI) to 

determine tumoural and non-tumoural volumes, as well as potential extrahepatic disease. 

Next, baseline angiography is performed using high-resolution digital subtraction 

angiography (DSA) and contrast-enhanced CT to map the hepatic arterial anatomy.50 The 

classic hepatic arterial supply arises from the celiac artery with a bifurcation of the proper 

hepatic artery into the left and right hepatic arteries. However, ten prominent hepatic 

anatomical variants are categorized, highlighting the importance of performing pre-

treatment angiographic imaging to evaluate the hepatic arterial anatomy.65 Angiography 
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also allows for potential prophylactic coil embolization of hepatic arterial branches, if 

necessary, and for the determination of the optimal catheter position to administer a 

simulation scout tracer and subsequent 90Y microspheres. 

Unlike other forms of radiotherapy, accurate dosimetry cannot be predicted in 90Y 

TARE, although an estimate of the microsphere distribution following administration can 

be achieved through a simulation of the treatment using Technetium-99m-labelled macro-

aggregated albumin (99mTc-MAA) SPECT imaging. During this procedure, 100-200 MBq 

of 99mTc-MAA is injected into the tumour’s hepatic arterial vasculature and follow-up 

SPECT imaging provides an estimation of the 90Y microsphere distribution. It also provides 

a means to quantify the degree of lung shunting and predict gastrointestinal microsphere 

uptake. It is currently recommended that the mean lung dose should not exceed 30 Gy for 

an individual treatment as to mitigate the risk of radiation pneumonitis, although 

accumulating data suggest this toxicity threshold is likely overestimated.66 

There is controversy over the capacity of 99mTc-MAA to successfully mimic the in 

vivo 90Y microsphere distribution. A retrospective study of 83 patients with HCC treated 

with glass microspheres demonstrated that 99mTc-MAA SPECT is a poor surrogate to 

quantitatively predict  HCC tumour dose, as measured the reproducibility coefficient (2.4 

for 99mTc-MAA SPECT vs. 1.6 for 90Y PET), and that further work is needed to find a more 

reliable methodology to perform pre-treatment dosimetry.67 This may be a result of the 

broad diameter range of 99mTc-MAA particles (10-100 µm), a significant difference in the 

number of 99mTc-MAA particles administered (~0.5 x 106), or  catheter position differences 

between simulation and treatment. Conversely, there is research that shows 99mTc-MAA 

tumor-to-normal (T:N) liver perfusion ratios serve as good response predictors, and also 

facilitate the pre-treatment planning and estimation of the required amount of administered 

90Y activity.68–70  

Treatment planning in 90Y TARE is based on simplistic formulae that relate a 

desired liver dose to the administered 90Y activity. The body-surface area (BSA) method, 

typically used for treatment planning with resin microspheres, was originally developed to 

overcome the high toxicities resulting from treatment planning with an early, overly 

simplistic empirical approach.71 The BSA method considers the patient’s tumour mass, 

healthy liver mass, and BSA while assuming a correlation between BSA and liver volume 
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in a healthy population.72 However, there is evidence to suggest the absorbed dose to the 

liver does not correlate with the administered activity when using the BSA method for 

treatment planning.73 Consequently, patients with small livers are generally overdosed and 

patients with large livers are underdosed.73–75 

A non-empirical approach is the mono-compartment method, also referred to as the 

medical internal radiation dose (MIRD) method. In this model, the desired absorbed dose 

is set assuming a homogeneous distribution of microspheres within the target volume such 

that 1 GBq of 90Y activity distributed within 1 kg of liver tissue will provide a mean 

absorbed dose of ~50 Gy.  

The final approach to treatment planning uses the partition model – a patient-

specific, three-compartment model that is tailored to desired dosimetric endpoints for the 

lungs, healthy liver, and tumour. As inputs, the partition model requires patient-specific 

tumour volumes, healthy liver volumes, and a T:N uptake ratio. While the partition model 

is superior to the mono-compartment model, it is still an approximation which fails if 

multiple tumours are present with varying uptake ratios.  

1.3.3 Treatment  

Once a patient is deemed eligible for TARE, 90Y microsphere administration is 

performed as an outpatient procedure. First, selective catheterization of the appropriate 

hepatic arterial vessel (chosen during pretreatment angiography) is carried out under the 

guidance of DSA. Once the catheter is in place, microspheres are released into the 

vasculature. Unfortunately, commercially available microspheres are administered blindly 

following catheter placement. This prevents any evaluation of the microsphere distribution 

during the procedure.  

Efforts to visualize the microsphere distribution and perform intra-procedural 

dosimetry during administration using have been investigated. The feasibility of 

visualizing iron-labelled microspheres using MRI for in vivo microsphere tracking during 

their administration into a porcine model has been demonstrated.76 Pinhole bremsstrahlung 

SPECT imaging using a camera mounted on a robotic arm was shown to provide a fast 

dosimetry assessment, suggesting it could be used to optimize the administered 90Y 

activity.77 A maneuverable time of flight (TOF) PET system with near real-time image 



12 

 

reconstruction capability has recently been investigated which could potentially enable 

real-time dosimetry in 90Y TARE.78 A hybrid imaging system was proposed consisting of 

an X-ray C-arm combined with a gamma camera for simultaneous nuclear medicine and 

fluoroscopic imaging capabilities.79 Despite these recent efforts, MRI, SPECT, and PET 

imaging are not yet clinically implemented for real-time microsphere tracking and intra-

procedural dosimetry as they present significant infrastructure costs and increased 

procedural complexity.  

TARE is performed in interventional radiology suites which are typically equipped 

with DSA and cone beam CT (CBCT). These X-ray imaging modalities may be sufficient 

to perform microsphere tracking and intra-procedural dosimetry during microsphere 

administration in 90Y TARE when using radiopaque 90Y microspheres. A brief discussion 

on the potential benefits of this approach are presented in Section 7.2. 

1.3.4 Treatment Verification 

Potential discrepancies in the particle distribution between the pre-treatment 99mTc-

MAA simulation and the 90Y microspheres suggests that post-treatment imaging should be 

performed to determine the true microsphere distribution and corresponding absorbed dose 

distribution. The in vivo 90Y microsphere distribution is typically determined through the 

imaging of bremsstrahlung radiation produced as 90Y 𝛽−particles traverse the soft tissue 

and interact with atomic nuclei. Bremsstrahlung radiation can be detected using SPECT 

imaging. In quantitative SPECT, scatter rejection and attenuation correction methods rely 

on readily identifiable characteristics in the bremsstrahlung energy spectrum. However, 

bremsstrahlung radiation is ill-suited for quantitative SPECT imaging as it lacks a well-

defined photopeak. To optimize performance, two major parameters that are investigated 

in SPECT data acquisition are the choice of collimator and the energy window used for 

data collection. Monte Carlo (MC) simulations of clinical SPECT scanners have shown 

that medium-energy collimators and energy windows of 100-150 keV provide optimal 

image contrast80, and phantom studies with various tumour sizes and 90Y activity 

concentrations have corroborated these findings.81,82 Despite the large number of studies 

aiming to improve bremsstrahlung SPECT imaging, most approaches require the use of 

computationally intensive MC methods and are therefore not routinely implemented in 
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clinical practice. Instead, simple bremsstrahlung SPECT protocols are established with CT-

based attenuation corrections and energy window-based scatter corrections that are easily 

implemented on clinical SPECT scanners. 

Although 90Y is regarded as a pure 𝛽− emitter, there is a small probability of decay 

through the 𝛽01
−  pathway to the 0+ first excited state of 90Zr at 1.76 MeV, followed by 

another decay through internal pair production (β+/β- emission) with a branching ratio of 

31.86 ± 0.47 x 10-6 to stable 90Zr.83 The decay scheme of 90Y is shown in Figure 1.3. 

 

 

Figure 1.3: Decay scheme of 90Y. This figure was reproduced based on Nickles et al., A New Internal Pair 

Production Branching Ratio of 90Y: The Development of a Non-Destructive Assay for 90Y and 90Sr.83 

 

The emission of a β+ particle in this transition allows for the imaging of 90Y 

microspheres using PET. Although 90Y was found to decay via internal pair production in 

1955,84 it wasn’t until 2009 that this pair production was used to determine the in vivo 90Y 

microsphere distribution using PET imaging.85 Since then, PET has been increasingly used 

in 90Y TARE and has been shown to be superior to bremsstrahlung SPECT in the 

assessment of target and non-target activity.86 Despite encouraging results in the 

verification of the 90Y microsphere distribution using PET, it is subject to inherent 

limitations. The primary issue associated with 90Y PET imaging is this extremely small 

branching ratio associated with internal pair production, which requires high administered 

90Y activities and relatively long scan times (10-40 minutes/bed position).86 Most modern 

PET scanners used for post-treatment verification in 90Y TARE are equipped with lutetium-
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based scintillator crystals due to their high density and excellent temporal resolution87, 

however, the naturally occurring radioisotope lutetium-176 (176Lu) gives rise to 

undesirable background counts within the scintillator (2.6% of naturally occurring lutetium 

is 176Lu), reducing system performance and complicating accurate quantification under the 

low-count conditions in 90Y PET. In addition, many PET workstations don’t offer 90Y as a 

radionuclide choice for PET scans. In these cases, other radionuclides within the software 

package must be chosen and corrected for the different 90Y half-life and positron branching 

ratio.88  

While it has been shown that PET can produce quantitative images of 90Y 

microsphere distributions, further research is required to determine the ideal image 

reconstruction techniques and acquisition parameters for PET imaging in post-treatment   

dosimetry following 90Y TARE.49–51  

1.3.5 Microsphere Distribution 

Dosimetry based on post-treatment PET and SPECT imaging may be put into 

context by describing true dose heterogeneity observed in pathohistological studies of 

explanted tissue samples. The earliest study of the non-uniformity of the microsphere 

distribution was performed in 1991 by Fox et al., who analyzed a cubic centimeter of liver 

tissue following 90Y TARE and found extreme dose gradients varying more than five orders 

of magnitude over a distance of only 2 mm.89 It was also shown that a third of the examined 

volume received less than 33.7% of the predicted dose. A study by Roberson et al., 

published less than one year later, performed a similar analysis on a VX2 rabbit tumour 

model and estimated that the minimum tumour dose (31 Gy) was less than half of the 

average tumour dose (71 Gy).90 The next landmark studies were performed over a decade 

later by Kennedy et al. and Campbell et al. Following the explant of a liver after 90Y TARE, 

Campbell found microsphere densities of ~250 MS/mm3 at the tumour-normal liver 

interface – a factor of ~70 greater than the density in the normal liver.91 Subsequent 

estimates of average doses within the tumour periphery ranged from 200 to 600 Gy.92 

Kennedy later presented a complete pathological analysis of four explanted livers 

previously treated with 90Y TARE.54 The study revealed extremely high doses varying from 

100 to 8000 Gy and a preferential deposition of microspheres at the tumour edge compared 

to the center of the tumour or the normal liver with ratios from 3:1 to 20:1. 
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1.3.6 Dose-Response Relationship 

As previously mentioned, healthy liver tissue has a relatively poor tolerance to 

radiation.27 In EBRT, an absorbed dose of 30-35 Gy to the whole liver increases the risk 

for RILD.5 However, in TARE, toxicity limits are twice as large at 70-80 Gy.89,92,93 There 

have been cases where the healthy liver mean dose has exceeded 100 Gy without 

complications.94 The difference between EBRT and TARE healthy liver toxicity thresholds 

is attributed to differences in the dose rate (~1 Gy/min in EBRT compared to ~0.001 

Gy/min in TARE) and dose heterogeneity (microscopic sparing of healthy tissue in 

TARE).95 

Tumour response to therapy can be measured by anatomical changes in tumour 

size, density, or metabolic activity. There are four commonly used guidelines in the 

assessment of tumour response following TARE: the World Health Organization (WHO)96, 

European Association for the Study of Liver (EASL)97, response evaluation criteria in solid 

tumours (RECIST)98, and the modified response evaluation criteria in solid tumours 

(mRECIST)99. Although most evidence supporting a dose-response relationship in 90Y 

TARE is based on retrospective studies, there is evidence that shows a correlation between 

absorbed dose, tumour response, and overall survival. However, a precise tumour dose 

threshold for objective tumour response is yet to be defined.100 A review of retrospective 

dose-response studies for HCC patients receiving glass microspheres shows that the 

reported mean dose required to elicit an objective tumour response varies by a full order of 

magnitude.101 To further highlight this inconsistency, one study reported a mean dose of 

100 Gy for responders102 while another study reported a mean dose of 147 Gy for non-

responders.103 This blatant contradiction suggests we need an improved approach to 

quantifying the dose-response relationship. Recently, the DOSISPHERE-01 trial became 

the first randomized, prospective study in 90Y TARE. It demonstrated that personalized 

dosimetric treatment planning resulted in a significant increase both in objective response 

(71% vs. 36%) and survival (26.6 months vs. 10.7 months), without an increase in liver 

toxicity.104  

Efforts in exploring alternative dose-response metrics have also been investigated 

in predicting response in 90Y TARE. Dose-volume metrics ranging from 𝐷20 to 𝐷80 have 
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been shown to correlate with tumour response, where 𝐷20 to 𝐷80 represent the minimum 

dose received by 20% and 80% of the tumour volume, respectively.103,105,106  

If accurate dose thresholds and healthy tissue toxicity limits can be established, and 

post-administration imaging can verify the microsphere distribution and corresponding 

absorbed dose, a viable dose-response relationship can be established and should translate 

into improved patient outcomes.  

1.4 Limitations 

 While PET and SPECT voxelized 90Y activity data can provide reasonably reliable 

estimates of average absorbed dose values at the macroscopic level107, its utility for relating 

absorbed dose to outcome is associated with large uncertainties. This may be partially 

attributed to their poor spatial resolution, measured by the full width at half-maximum 

(FWHM), which is reported to range from 7.0 to 30.0 mm for bremsstrahlung SPECT and 

between 5.0 and 10.0 mm in 90Y PET.9–11 This is several times larger than the average 

range of 90Y 𝛽−emissions in tissue (2.4 mm) and is orders of magnitude larger than the 

distance scales over which changes in microsphere concentration (microns) can take 

place.91  

Still, TARE has tremendous potential to provide clinicians with highly quantitative 

dosimetric data as 90Y activity is deposited in discrete locations (since it is coupled to the 

microspheres) and the spatial patterns of dose deposition from 90Y sources are well-known.  

It follows that the only required information is an accurate description of the microsphere 

distribution with the target volume. Fortunately, a novel preclinical glass microsphere 

(Eye90) has been developed by ABK Biomedical (Halifax, NS, Canada) that is radiopaque 

and readily visible through high-resolution CT imaging. This development allows for an 

accurate determination of the radiopaque microsphere spatial distribution as a result of a 

significant increase in spatial resolution imaging, and therefore provides a means to extract 

improved dose estimates relative to those derived from SPECT and PET imaging.  

An additional, a non-technical benefit of CT imaging over PET imaging lies in its 

economic advantage. A study in the United States showed oncological PET/CT imaging 

costs the patients an additional 57% relative to CT imaging after six months post-

treatment.108 Furthermore, an Italian institution performed a cost-analysis study that 
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suggested an institutional cost savings of 54% when using contrast-enhanced CT relative 

to PET in oncological imaging.109 We can conclude that CT imaging provides an advantage 

to PET imaging not only in terms of spatial resolution, but also in its economic impact to 

both patients and medical institutions.  

1.5 Research Objectives 

This thesis presents the development, implementation, and validation of a CT-based 

framework for post-treatment dosimetry in 90Y TARE, and is comprised of a series of three 

manuscripts, each addressing a specific research objective. 

Manuscript 1 is presented in Chapter 3 and addresses the first objective – to 

quantify the inherent radiopacity of novel glass microspheres that will allow for the 

development of calibration curves to relate radiopaque microsphere concentration within a 

CT voxel to the corresponding voxel intensity. The manuscript reference is provided 

below. 

• Henry, C., Mawko, G., Tonkopi, E., Frampton, J., Kehoe, S., Boyd, D., 

Abraham, R., Gregoire, M., O’Connell, K., Kappadath, S., Syme, A. (2019). 

Quantification of the Inherent Radiopacity of Glass Microspheres for Precision 

Dosimetry in Yttrium-90 Radioembolization. Biomedical Physics & 

Engineering Express, 5, 055011. 

 

The results detailed in manuscript 1 motivated the construction of a clinical calibration 

phantom whose design and analysis spanned the remainder of the project. The clinical 

calibration phantom analysis is presented in Chapter 6. 

Manuscript 2 is presented in Chapter 4 and addresses the second objective – to 

perform dosimetry in 90Y TARE by convolving dose kernels with simulated 90Y activity 

distributions derived from micro-CT imaging of non-radioactive, radiopaque microspheres 

distributions within a porcine renal model. Furthermore, the impact of the spatial resolution 

of an imaging system on the extraction of specific dose metrics was investigated. The 

manuscript reference is provided below. 

• Henry, C., Strugari, M., Mawko, G., Brewer, K. D., Abraham, R., Kappadath, 

S., Syme, A. (2021). Post-administration Dosimetry in Yttrium-90 

Radioembolization through Micro-CT Imaging of Radiopaque Microspheres in 

a Porcine Renal Model. Physics in Medicine & Biology, 66, 095011. 
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Manuscript 3 is presented in Chapter 5 and addresses the third objective – to 

perform dosimetry in 90Y TARE through clinical CT imaging of radiopaque 90Y 

microspheres in a rabbit liver model, and to compare the CT-based dose metrics to those 

produced from conventional PET-based dosimetry. The manuscript reference is provided 

below. 

• Henry, C., Strugari, M., Mawko, G., Brewer, K., Abraham, R., Liu, D., Gordon, 

A., Bryan, J., Kappadath, S., Syme, A. (2021). Precision Dosimetry in Yttrium-

90 Radioembolization through PET/CT Imaging of Radiopaque Microspheres 

in a Rabbit Liver Model. European Journal of Nuclear Medicine & Medical 

Imaging - Physics. DOI: 10.21203/rs.3.rs-806070/v1 

The second chapter of this thesis describes the theoretical and methodological 

framework that is required to successfully interpret subsequent chapters. The seventh and 

final chapter of this thesis will summarize the key findings of this work and suggest 

avenues for future research.  
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Chapter 2 Theory 

As a foundation for the remainder of the thesis, this chapter presents the theoretical 

and methodological tools relevant to this work. Given the multidisciplinary nature of this 

research, concepts from both diagnostic imaging and nuclear medicine are presented. 

Specifically, the theoretical framework of radioactivity is outlined in Section 2.1, with an 

emphasis on decay pathways relevant to 90Y TARE. The physics of photon interactions 

relevant to PET and CT imaging are presented in Section 2.2, followed by charged particle 

interactions in Section 2.3. Approaches to radiation dosimetry are provided in Section 2.4. 

An overview of the fundamental principles of CT and PET are provided in the final two 

sections, Section 2.4 and Section 2.5, respectively. 

2.1 Radioactivity 

Radioactivity, or radioactive decay, was discovered by French physicist Henri 

Becquerel in 1896. Radioactive decay is a spontaneous and stochastic process in which an 

unstable nucleus transforms into one or more daughter nuclei. This transformation is 

accompanied by the emission of energetic particles (protons, neutrons, electrons, or 

positrons), high-energy photons (gamma rays), or both. The activity 𝐴(𝑡) of a radioactive 

material containing a large number of identical radionuclides 𝑁(𝑡) represents the total 

number of nuclear decays (disintegrations) per unit time and is defined as a product of 𝑁(𝑡) 

and 𝜆, as demonstrated in Equation 2.1. 

 

 𝐴(𝑡) = 𝜆𝑁(𝑡) 2.1 

 

Here, 𝜆 is a unique, radionuclide-specific characteristic called the decay constant. It 

represents the fraction of nuclei that will decay per unit time and is typically expressed 

with dimensions of reciprocal time, s-1. The SI unit of activity is the Becquerel [Bq], where 

1 Bq = 1 s-1. The rate of depletion in the number of radionuclides 𝑁(𝑡) is described by 

Equation 2.2. 
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 𝑑𝑁(𝑡)

𝑑𝑡
= −𝐴(𝑡) = −𝜆𝑁(𝑡) 

2.2 

 

This first-order differential equation is expressed in integral form in Equation 2.3. 

 

 ∫
𝑑𝑁(𝑡)

𝑁(𝑡)

𝑡

0

= − ∫ 𝜆 𝑑𝑡
𝑡

0

 2.3 

 

Under the assumption of an independent 𝜆 with respect to time, Equation 2.3 can be solved 

to produce an expression for the number of remaining nuclei at any time 𝑡.  

 

 𝑁(𝑡) = 𝑁0 𝑒−𝜆𝑡 2.4 

 

Here, 𝑁0 is the number of radioactive nuclei at time 𝑡 = 0. Combining Equation 2.4 and 

2.1, an expression for the activity 𝐴(𝑡) may be derived.  

 

 𝐴(𝑡) = 𝜆𝑁(𝑡) = 𝜆𝑁0𝑒−𝜆𝑡 = 𝐴0𝑒−𝜆𝑡  2.5 

 

Here, 𝐴0 is the initial activity of the radionuclide at time 𝑡 = 0. Equation 2.5 applies to all 

radionuclides, regardless of their decay scheme. The decay constant is related to the half-

life and mean lifetime of a radionuclide through Equation 2.6. 

 

 𝜆 =
ln (2)

𝜏1/2
=

1

𝜏
 2.6 
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The half-life 𝜏1/2 of a radionuclide is defined as the time is takes for an activity source to 

decay to 50% of its initial value. The mean lifetime 𝜏 of a radionuclide is greater than 𝜏1/2 

by a factor of 1/ln(2) ≈ 1.44. Assuming a half-life 𝜏1/2 = 64.24 hr, the decay constant for 

90Y is 𝜆 = 1.08 x 10-2 hr-1 or 3.00 x 10-6 s-1. This corresponds to a mean lifetime of 𝜏 = 92.7 

hr or 𝜏 = 3.34 x 105 s.  

One form of radioactive decay relevant to 90Y TARE is 𝛽− decay, where a neutron-

rich parent nucleus undergoes a nuclear transformation by converting a neutron into a 

proton and subsequently ejecting an electron 𝑒− and electron antineutrino 𝜈𝑒̅. In the case 

of 90Y, this decay is described in Equation 2.7. 

 

 𝑌 → 𝑍𝑟40
90 + 𝑒− + 𝜈𝑒̅39

90  2.7 

 

As electrons are emitted from 90Y nuclei, they experience coulombic interactions 

with nearby charged particles (e.g., atomic nuclei and orbital electrons). Inelastic collisions 

with nearby electrons result in a transfer of kinetic energy and subsequent absorbed dose 

to the medium, detailed later in Section 2.3. The kinetic energy lost in charged particle 

interactions with atomic nuclei is converted to bremsstrahlung radiation. The energy 

spectrum of bremsstrahlung radiation is continuous, ranging from zero to the maximum 

possible energy of the electrons. Bremsstrahlung emission is proportional to the square of 

the atomic number and inversely proportional to the square of the charged particles mass110, 

and can provide an estimate of the 90Y activity distribution through post-treatment SPECT 

imaging in 90Y TARE. 

As discussed in Section 1.3.4, there is also a small probability of internal pair 

production in the decay scheme of 90Y through the 𝛽01
−  decay path to stable 90Zr, as shown 

in Figure 1.3. Internal pair production is an alternative to gamma decay where an unstable 

nucleus having a minimum excess energy of 1.02 MeV ejects an electron-positron pair, as 

described by the reaction in Equation 2.8.  
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 𝑍𝑟∗ → 𝑍𝑟40
90 + 𝑒− + 𝑒+

40
90  2.8 

 

Here, 𝑍𝑟∗
39
90  is the 90Zr nucleus in an excited state and 𝑒+ is a positron. The production of 

a positron through internal pair production allows for post-treatment PET imaging to 

estimate the 90Y activity distribution in TARE.  

2.2 Interaction of Photons with Matter 

Post-treatment imaging modalities used to estimate the 90Y activity distribution in 

TARE rely on fundamental radiation interactions in matter. This section briefly describes 

these radiation interactions, beginning with the concept of photon attenuation. 

2.2.1 Attenuation Coefficient 

For a monoenergetic, narrow beam of photons with intensity 𝐼 incident on a 

material of thickness 𝑑𝑥, the reduction in intensity 𝑑𝐼 due to photon attenuation is 

proportional to a constant 𝜇. 

 

 𝑑𝐼(𝑥)

𝑑𝑥
= −𝜇𝐼(𝑥) 

2.9 

 

Upon integration and solving Equation 2.9 (note similarity with Equation 2.2), we can 

determine an expression for the photon intensity within the material 𝐼(𝑥). This is known 

as Beer’s law and is given in Equation 2.10. 

 

 𝐼(𝑥) = 𝐼𝑜𝑒−𝜇𝑥 2.10 

 

Here, 𝐼𝑜 is the initial intensity of the incident photon beam and 𝜇 is the linear attenuation 

coefficient, typically expressed in units of cm-1. This parameter is dependent on the energy 

of the photon and the atomic number of the material and may be physically interpreted as 

the probability a photon will interact in the material per unit path length. As 𝜇 is dependent 

on the physical density ρ of the material, it is often normalized by the density to yield  
𝜇

𝜌
, 

the mass attenuation coefficient often expressed in units of cm2/g.  
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The four major types of photon interactions relevant to diagnostic imaging and 

nuclear medicine are 1) Compton (incoherent) scattering, 2) photoelectric absorption, 3) 

pair production, and 4) Rayleigh (coherent) scattering. The total mass attenuation 

coefficient is the sum of the mass attenuation coefficients for each individual photon 

interaction and is provided in Equation 2.11. 

 

 
𝜇

𝜌
=

𝜎𝑅

𝜌
+

𝜎

𝜌
+

𝜏

𝜌
+

𝜅

𝜌
 2.11 

 

Here, 
𝜎𝑅

𝜌
 is the Rayleigh scattering contribution, 

𝜎

𝜌
 is the Compton scattering contribution, 

𝜏

𝜌
 is the photoelectric absorption contribution, and 

𝜅

𝜌
 is the pair production contribution. The 

relative contribution from each photon interaction in soft tissue is shown in Figure 2.1 as a 

function of photon energy.  

 

 

Figure 2.1: Mass attenuation coefficients for photon interactions in soft tissue as a function of photon energy. 

 

In soft tissue, Rayleigh scattering and photoelectric absorption dominate at low 

photon energies, Compton scattering dominates at intermediate energies, and pair 

production dominates at high energies. Each photon interaction will be briefly explained 
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in the following sections with an emphasis on the Compton scattering and photoelectric 

absorption.  

 

2.2.2 Rayleigh Scattering 

Also known as coherent scattering, Rayleigh scattering occurs when an incident 

photon is elastically scattered by an atom. This interaction has no effect in terms of 

radiation dosimetry as the interaction is elastic and no energy is transferred from the photon 

to the atom, although the detection of these scattered photons will have a negative impact 

on diagnostic image quality. Fortunately, this interaction mainly occurs with very low 

energy photons and its impact is almost negligible in the diagnostic energy range.110 For 

example, Rayleigh scattering accounts for only 0.8% of all photon interactions at a photon 

energy of 40 keV in soft tissue.111 The Rayleigh mass attenuation coefficient 
𝜎𝑅

𝜌
 is 

proportional to the atomic number 𝑍 of the atom and inversely proportional to the square 

of the photon energy ℎ𝜈. 

 𝜎𝑅

𝜌
∝

𝑍

(ℎ𝜈)2
 2.12 

 

2.2.3 Photoelectric Absorption 

In photoelectric absorption, an incident photon’s energy is completely absorbed by 

the atom and is subsequentially transferred to a tightly bound electron, typically belonging 

to an inner electron shell. This absorption is followed by the ejection of the electron, 

referred to as a photoelectron. The kinetic energy 𝑇 of the photoelectron is equal to the 

difference of the incident photon energy ℎ𝜈 and the binding energy 𝐸𝑏 of the electron. 

 

 𝑇 = ℎ𝜈 − 𝐸𝑏 2.13 

The ejection of the photoelectron produces a vacancy within an inner shell, which is 

immediately filled by an outer shell electron with a lower binding energy. This produces 

another vacancy, which is then filled by an electron with an even smaller binding energy. 

This cascading effect results in the emission of characteristics X-rays with energy equal to 
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the difference in binding energy between the higher and lower electron shells. 

Alternatively, the binding energy can be released as Auger electrons. As the atomic number 

of the absorber decreases, the probability of characteristic X-ray emission (fluorescent 

yield) is reduced.110 A schematic of photoelectric absorption is given in Figure 2.2. 

 

Figure 2.2: Photoelectric absorption schematic. An incident photon is absorbed by the atom resulting in the 

emission of a photoelectron. The vacancy is filled by an outer shell electron, which is accompanied by either 

the emission of a characteristic X-ray (top) or an Auger electron (bottom). 

The mass attenuation coefficient for photoelectric absorption is approximately 

proportional to the cube of the atomic number and inversely proportional to the cube of the 

photon energy. 

 𝜏

𝜌
∝ (

𝑍

ℎ𝜈
)

3

 
2.14 

Although the probability of photoelectric absorption generally decreases with increasing 

photon energy, there are notable exceptions. Sharp discontinuities (absorption edges) exist 

in the probability of photoelectric absorption that correspond to the electron binding 

energies. This differential absorption is exploited to provide improved CT image contrast 

when performing CT-based dosimetry in 90Y TARE. For example, the mass attenuation 

coefficient for the photoelectric effect is shown in Figure 2.3 for soft tissue, a standard 

plate glass composition (sodium carbonate, calcium oxide, and silicon dioxide), and the 
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microsphere composition of an early microsphere formulation (silicon dioxide, strontium 

carbonate, gallium oxide, yttrium oxide).111 The increased attenuation of the microspheres 

is due to photoelectric absorption of the photons by the higher atomic number elements 

within the microsphere composition.  

 

Figure 2.3: Mass attenuation coefficients for photoelectric absorption in soft tissue, plate glass, and an early 

microsphere formulation, as a function of photon energy. 

 

2.2.4 Compton Scattering 

Compton scattering is the dominant photon interaction in soft tissue with a broad 

energy range extending from ~20 keV to ~20 MeV, although this range gradually narrows 

with increasing atomic number.110 In Compton scattering, a photon interacts with an 

unbound, stationary electron. Of course, electrons are electrostatically bound to a nucleus, 

but when photon energy is much greater than the electron binding energy (𝐸𝑏≪ ℎ𝜈), the 

electron can be modeled as unbound and stationary.110 As a result of the photon-electron 

interaction, the photon of energy ℎ𝜈 loses a fraction of energy to the electron, which is 

ejected with energy 𝐸 from the atom with scattering angle 𝜙. The photon is deflected by 

scattering angle 𝜃 with reduced energy ℎ𝜈′. The kinematics of Compton scattering are 

depicted in Figure 2.4. 
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Figure 2.4: Kinematic geometry describing the photon-electron interaction in Compton scattering. 

 

Through the application of conservation of energy and momentum laws, multiple 

kinematic relationships can be derived, such as the energy of the scattered photon ℎ𝜈′ as 

shown in Equation 2.15. 

 ℎ𝜈′ =
ℎ𝜈

1 + 𝛼(1 − 𝑐𝑜𝑠 𝜃)
 2.15 

 

The constant 𝛼 is the photon energy normalized by the electron rest energy,  ℎ𝜈
𝑚𝑒𝑐2⁄ . 

Equation 2.16 shows the relationship between the scattered electron angle and photon 

angle. 

 𝑐𝑜𝑡 𝜙 = (1 + 𝛼) 𝑡𝑎𝑛
𝜃

2
 

2.16 

 

The scattered electron has kinetic energy given by Equation 2.17. 

 

 𝐸 = ℎ𝜈 − ℎ𝜈′ = ℎ𝜈
𝛼(1 − cos 𝜃)

1 + 𝛼(1 − cos 𝜃)
 2.17 
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Equations 2.15, 2.16, and 2.17 describe the kinematics of the Compton scattering, 

but reveal nothing regarding the probability of interaction. The Klein–Nishina formula, 

jointly derived by Oskar Klein and Yoshio Nishina in 1928,  gives the differential cross 

section for photons scattering at angle θ in a cone of differential area 𝑑Ω.112 

 

 𝑑𝜎𝑒

𝑑𝛺𝜃
=

𝑟0
2

2
(

ℎ𝜐′

ℎ𝜐
)

2

(
ℎ𝜐

ℎ𝜐′
+

ℎ𝜐′

ℎ𝜐
− 𝑠𝑖𝑛2 𝜃) 

2.18 

 

Here, 𝑟0 is the classical electron radius (2.818 x 10-15 m). The proportionality of the mass 

attenuation coefficient in Compton scattering is given in Equation 2.19. 

 

 𝜎

𝜌
∝

 𝑍

𝐴
𝜎𝑒 2.19 

 

Here, 𝜎𝑒 is the electron scattering cross section determined through integration of Equation 

2.18 over all photon scattering angles. Given the approximately constant ratio of 𝑍 to 𝐴 

(outside of hydrogen), the mass attenuation coefficient for Compton scattering is 

independent of the atomic number of the scattering medium.110 

2.2.5 Pair Production 

In pair production, an incident photon interacts with the electromagnetic field of an 

atomic nucleus, giving up all its energy to spontaneously generate an electron-positron pair. 

The conversion of photon energy to mass requires the incident photon energy to exceed the 

rest mass of the electron-positron pair (1.022 MeV). The remaining photon energy is 

distributed as kinetic energy between the electron and positron, which is then transferred 

to the surrounding material through excitation and ionization events. As the positron comes 

to rest, it combines with a free electron in an annihilation event to produce two oppositely 

directed 511 keV photons. Because pair production occurs within the electromagnetic field 
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of a nucleus, the interaction probability is proportional to the atomic number, as shown in 

Equation 2.20. 

 

 
𝜏

𝜌
∝ 𝑍 2.20 

 

2.3 Charged Particle Interactions in Matter 

The previous section reviewed mechanisms by which radiation interacts with 

matter and transfers energy to charged particles. These concepts are fundamental in 

understanding the function of the imaging modalities employed for dosimetry in this thesis, 

however, they do not describe the deposition of radiation energy in an absorbing medium. 

In this section, a description of charged particles interaction in matter is provided. It is 

through these interactions that radiation dose is deposited. 

2.3.1 Stopping Power 

Charged particles continuously interact with surrounding electrons and atomic 

nuclei through Coulombic interactions. This contrasts with photons, which can lose energy 

in a single, catastrophic interaction. The stopping power 𝑆 is a parameter that describes a 

charged particle’s differential energy loss 𝑑𝑇 per unit path length 𝑑𝑥, typically expressed 

in units of MeV/cm. 

 

 𝑆 =
𝑑𝑇

𝑑𝑥
 2.21 

 

Stopping power plays a critical role in dosimetry and is dependent on the 

characteristics of the charged particle (mass, charge, velocity) as well as the absorbing 

medium (density, atomic number). Dividing the stopping power by the physical density 𝜌 

gives the mass stopping power [MeV∙cm2/g], which can be further divided into the mass 

collision stopping power (
𝑑𝑇

𝜌𝑑𝑥
)

𝑐
 and mass radiative stopping power (

𝑑𝑇

𝑑𝜌𝑥
)

𝑟
. 

2.3.2 Mass Collisional Stopping Power 

Mass collisional stopping power, shown in Equation 2.22, results from charged 

particle interactions with orbital electrons.  
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 (
𝑑𝑇

𝜌𝑑𝑥
)

𝑐

= (
𝑑𝑇𝑠

𝜌𝑑𝑥
)

𝑐

+ (
𝑑𝑇ℎ

𝜌𝑑𝑥
)

𝑐

 2.22 

 

Here, (
𝑑𝑇𝑠

𝜌𝑑𝑥
)

𝑐
 and (

𝑑𝑇ℎ

𝜌𝑑𝑥
)

𝑐
are the stopping power terms resulting from soft and hard 

coulombic interactions, respectively, where hard and soft refer to the proximity of the 

charged particle to the atom.110 The soft collision term in Equation 2.23 was originally 

derived by Bethe in 1930, 

 

 (
𝑑𝑇𝑠

𝜌𝑑𝑥
)

𝑐

= 𝑘 [𝑙𝑛 (
2𝑚0𝑐2𝛽2𝐻

𝐼2(1 − 𝛽2)
) − 𝛽2] , 2.23 

 

where 

 𝑘 =
2𝐶𝑚0𝑐2𝑧2

𝛽2
 2.24 

 

The constant 𝐶 in Equation 2.24 is equal to 𝜋𝑟0
2 (

𝑁𝐴𝑍
𝐴⁄ ), where 

𝑁𝐴𝑍
𝐴⁄  is the number of 

electrons per gram of the medium, 𝑚0 is the electron mass, 𝑁𝐴 is Avogadro’s constant, 𝑍 

and 𝐴 are the atomic and mass numbers, respectively. The parameter 𝑧 is the charge of the 

incident charged particle, 𝛽 is the ratio of the particle velocity to the speed of light 𝑐, 𝐼 is 

the mean excitation potential of the atom, and 𝐻 is an energy threshold value separating 

hard and soft collisions.  

For electrons, the hard collision term is based on the Møller cross section.113 The 

resulting stopping power formula governing both hard and soft collisions is given by 

Equation 2.25.  

 

 (
𝑑𝑇

𝜌𝑑𝑥
)

𝑐

= 𝑘 [𝑙𝑛 (
𝜏2(𝜏 + 2)

2(𝐼/𝑚0𝑐2)2
) + 𝐹−(𝜏) − 𝛿 −

2𝐶

𝑍
] 2.25 
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Here,  =  𝑇/𝑚0𝑐2, 𝛿 is a correction term for electric dipole polarization, 𝐶
𝑍⁄  is an 

electron shell correction term, and 𝐹−(𝜏) is a electron-specific function of energy.110 

 

2.3.3 Mass Radiative Stopping Power 

Mass radiative stopping power (
𝑑𝑇

𝜌𝑑𝑥
)

𝑟
results from interactions with atomic nuclei 

to produce bremsstrahlung radiation and is defined in Equation 2.26. 

 

 (
𝑑𝑇

𝜌𝑑𝑥
)

𝑟

= 𝜎0

𝑁𝐴𝑍2

𝐴
(𝑇 + 𝑚0𝑐2)𝐵̄𝑟 2.26 

 

The constant 𝜎0 is equal to 
1

137
 (

𝑒2

𝑚0𝑐2) and Br is a slowly varying function of Z and T.113 

The absorbed dose contribution from these radiative losses in soft tissue is estimated to be 

three orders of magnitude less than the electron dose contribution, and is therefore not 

considered clinically relevant in 90Y TARE.114 However, as previously mentioned, 

bremsstrahlung production is of fundamental importance for SPECT imaging of the 90Y 

microsphere distribution. The total mass stopping power is the sum of the both the collision 

and radiative stopping power contributions. 

 

 
𝑑𝑇

𝜌𝑑𝑥
= (

𝑑𝑇

𝜌𝑑𝑥
)

𝑐

+ (
𝑑𝑇

𝜌𝑑𝑥
)

𝑟

 2.27 

 

2.3.4 Absorbed Dose 

The absorbed dose 𝐷 to a medium is related to the mass collisional stopping power and the 

electron fluence 𝛷 through Equation 2.28, under the conditions of negligible radiative 

stopping power and charged particle equilibrium (charged particle number entering a 

volume equals the charged particle number leaving the volume).110 
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 𝐷 = 𝛷 (
𝑑𝑇

𝜌𝑑𝑥
)

𝑐

 2.28 

 

Equation 2.28 provides a conceptual understanding of how the absorbed radiation dose 

depends on the characteristics of the charged particle and the absorbing material through 

the collisional mass stopping power. In the following section, dosimetry formalisms 

implemented in this thesis are described. 

2.4 Radiation Dosimetry  

The absorbed radiation dose is defined as the radiation energy deposited in matter 

per unit mass. The SI unit of absorbed dose is the Gray [Gy], where 1 Gy = 1 J kg-1. 

Radiation dosimetry is as the measurement of the absorbed radiation dose. This section 

reviews three approaches to radiation dosimetry implemented in this thesis. 

2.4.1 Medical Internal Radiation Dose 

The MIRD method described by Loevinger et al. assumes a homogeneous activity 

distribution within the target organ.115  The general expression used by MIRD to calculate 

the absorbed dose in a target organ is described by Equation 2.29,  

 

 𝐷(𝑟𝑇) = ∑ 𝐴̃(𝑟𝑆) ∙ 𝑆(𝑟𝑇 ← 𝑟𝑆)
𝑆

 2.29 

 

where 𝐷 is the absorbed dose to a target organ 𝑟𝑇, 𝐴̃ is the cumulated activity in a source 

organ 𝑟𝑆, and 𝑆 is the mean dose per cumulated activity deposited from the source organ to 

the target organ. The dose to the target organ is summed over contributions from all source 

organs. 

In 90Y TARE, microspheres remain fixed in the liver as permanent implants, hence 

the effective half-life for 90Y is equal to its physical half-life. This feature in TARE greatly 

simplifies the dosimetry. The cumulated activity 𝐴̃ is given by Equation 2.30. 
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 𝐴̃ = ∫ 𝐴(𝑡) 𝑑𝑡 =
∞

0

∫ 𝐴0𝑒−𝜆𝑡 𝑑𝑡 = 𝜏𝐴0

∞

0

 2.30 

 

Here, 𝐴0 is the administered activity and τ is the mean lifetime. The parameter 𝑆 is defined 

in Equation 2.31, 

 

 𝑆(𝑟𝑇 ← 𝑟𝑆) =
∑ 𝑦𝑖𝐸𝑖𝜙𝑖(𝑟𝑇 ← 𝑟𝑆)𝑖

𝑚𝑟𝑇

 2.31 

   

where 𝑦𝑖 is the fraction of nuclear disintegrations emitted with energy 𝐸𝑖 from a source 

organ, 𝜙𝑖  is the fraction of energy absorbed in the target organ, 𝑖 is the number of nuclear 

disintegrations in the decay scheme of the radioisotope, 𝑚 is the mass of the target organ. 

Values used for 𝑆 have been previously calculated for various radioisotopes and 

standardized anthropomorphic phantoms.116 

In 90Y dosimetry, the absorbed dose is almost entirely due to the high-energy 𝛽−, 

which deposits its energy locally. Therefore, the absorbed energy fraction 𝜙 in Equation 

2.31 is unity. Furthermore, since there is one principal decay mode, the term ∑ 𝑦𝑖𝐸𝑖𝑖  in 

Equation 2.31 is equal to the average energy 𝐸𝑎𝑣𝑔 of the 90Y 𝛽− particle. This can be 

determined by integrating the product of the 𝛽− energy 𝐸 and the emission spectrum 𝛹, as 

shown in Equation 2.32.  

 

 𝐸𝑎𝑣𝑔 = ∫ 𝐸 𝛹(𝐸)𝑑𝐸
𝐸𝑚𝑎𝑥

0

 2.32 

 

The 90Y emission spectrum is provided in Figure 2.5.117 The integral under the curve is 

equal to the branching ratio (~0.999) of the primary 90Y decay pathway 𝛽00
−  displayed in 

Figure 1.3. The average energy 𝐸𝑎𝑣𝑔 of the spectrum is 0.927 MeV, or 1.485 x 10-13 J. 
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.  

Figure 2.5: 90Y emission spectrum. 

 

Under the assumptions of 90Y dosimetry (𝑆 =
𝐸𝑎𝑣𝑔

𝑚⁄  and 𝐴̃ = 𝜏𝐴0), the MIRD expression 

for the absorbed dose to a target volume can be simplified for 90Y dosimetry, as shown in 

Equation 2.33. 

 

 𝐷𝑀𝐼𝑅𝐷  =
𝐴0 ∗ 50

𝑀
 

2.33 

 

Here, 𝐴0 is the administered 90Y activity in GBq and 𝑀 is the mass of the target in kg. A 

significant limitation in the MIRD method of dose calculation is the assumption of a 

uniform distribution of activity within a target volume, which has been shown to be false 

in 90Y TARE as microspheres form highly heterogeneous patterns within the tumour.54,91 

Despite this limitation, the MIRD method is a widely implemented tool in the 

establishment of a reference dose in 90Y TARE. If dose metrics other the average dose 

estimate are desired, more complex dosimetry formalisms must be implemented. These 

formalisms require an estimate of a voxelized 90Y activity concentration, provided either 

by post-treatment SPECT or PET imaging. 
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2.4.2 Dose-Point Kernel Convolution 

A more accurate approach in radionuclide dosimetry is dose-voxel kernel (DVK) 

convolution. A DVK describes the absorbed dose distribution around an activity source 

uniformly distributed within a single voxel. DVKs are computed using validated MC 

platforms which quantify the absorbed dose in surrounding, predefined voxel sizes per unit 

source of radionuclide activity.  

Mathematically, convolution is an operation that acts on two functions 𝑓 and 𝑔 to 

produce a third function which describes the amount of overlap of 𝑓 as it is shifted over 𝑔. 

A 3D discrete convolution between 𝑓 and 𝑔 is given in Equation 2.34. 

 

 (𝑓 ∗ 𝑔)(𝑥, 𝑦, 𝑧) = ∑ ∑ ∑ 𝑓(𝑥′, 𝑦′, 𝑧′) ∙ 𝑔(𝑥 − 𝑥′, 𝑦 − 𝑦′ , 𝑧 − 𝑧′)

𝑧′𝑦′𝑥′

 2.34 

 

For radionuclide dosimetry, the absorbed dose 𝐷 can be determined from a discrete 

convolution of a DVK and a radionuclide cumulated activity distribution 𝐴̃.  

 

 𝐷(𝑥, 𝑦, 𝑧) = (𝐴̃ ∗ 𝐷𝑉𝐾)(𝑥, 𝑦, 𝑧) 2.35 

 

The convolution of 𝐴̃ and DVK may be performed in the frequency domain using the fast 

Fourier transform to decrease the computational burden. Convolution is the most widely 

used dosimetry method in 90Y TARE with clinical implementation available through 

multiple software platforms, including PLANET® Dose (DOSIsoft, Cachan, France) 

Velocity Rapidsphere (Varian Medical Systems Inc., Palo Alto, CA, USA), and MIM 

SurePlan™ LiverY90 (MIM Software Inc., Cleveland, OH, USA).100  

2.4.3 Monte Carlo 

MC methods, referencing the stochastic nature of the Monte Carlo casino in the 

principality of Monaco, use random numbers to sample probability distributions governing 

radiation interactions in matter to accurately simulate radiation transport.118 In this thesis, 

MC methods are applied to 1) calculate a range of DVKs for convolutional dosimetry and 
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2) to a compute highly accurate ground truth dose distribution based on a quantitative map 

of cumulated 90Y activity. Specific parameters for the MC simulations in DVK calculations 

are provided in Section 4.4.6 and Section 5.4.5.3. For the ground truth dose distribution, 

MC parameters are provided in Section 4.4.5. MC dosimetry in 90Y TARE is not performed 

clinically as its primary advantage is lost since the liver is one of the most homogeneous 

organs in the human body. Furthermore, MC methods are known to suffer from long 

computational times as millions of particles must be simulated to achieve a satisfactory 

statistical uncertainty, posing an additional barrier to clinical implementation.  

2.5 Computed Tomography 

The first viable CT scanner was invented by Sir Godfrey Hounsfield in 1971, who 

later received a Nobel prize for his contributions to the field of medicine. At the time of 

this writing, CT is 50 years old.119 During the past half-century, CT has rapidly developed 

as an invaluable tool in diagnostic radiology with an estimated half million patients in the 

United States benefiting from CT examinations every day.120 This section details the 

underlying CT principles of image formation, instrumentation, image quality, and image 

reconstruction. 

2.5.1 Principles 

The process of CT image formation requires the measurement of X-ray attenuation 

profiles over many source angles following their transmission through an absorbing 

medium.121 The attenuation profile at a given X-ray source angle is called a projection, 

which is composed of attenuation values along individual ray paths. The attenuation value 

of a given ray is representative of the line integral of linear attenuation coefficients. 

Measured projections are used in CT image reconstruction to produce a voxelized 

distribution of linear attenuation coefficients. As the X-rays pass through the medium, a 

given voxel will attenuate the photons based on the composition of the material in that 

voxel. For example, for a patient of thickness 𝑑, the intensity of an attenuated X-ray beam 

is given in Equation 2.36. 

 
𝐼(𝑥) = 𝐼𝑜𝑒− ∫ 𝜇(𝑥)

𝑑
0

𝑑𝑥 2.36 
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Given the intensities of the attenuated and unattenuated beams, 𝐼(𝑥) and 𝐼𝑜, respectively, 

image reconstruction techniques can recover the linear attenuation coefficient distribution. 

 Image data in CT is expressed in terms of Hounsfield units (HU), where the HU 

scale is a measure of a voxel’s linear attenuation coefficient 𝜇 relative to water 𝜇𝐻20. 

 

 𝐻𝑈 = 1000 ∙  
𝜇 − 𝜇𝐻20

𝜇𝐻20
 2.37 

 

By definition, Equation 2.37 illustrates that water and air have a HU of 0 and -1000, 

respectively. A HU of 1 is associated with a change of 0.1% in 𝜇 relative to 𝜇𝐻20. Since 

the linear attenuation coefficient is a nonlinear function of photon energy, all substances 

(except air and water) will have variations in HU when measured using different tube 

potentials.  

2.5.2 Instrumentation 

Essential components of a CT scanner include the gantry, table, X-ray tube, 

collimator, and detector.121 The X-ray tube responsible for the generation of the incident 

photon beam is housed within a rotating gantry system, allowing for X-ray projections to 

be recorded at many angles (typically more than 1000). Within the evacuated X-ray tube, 

electrons are accelerated from a cathode by a high potential (80-140 kVp) into a solid target 

(anode) where they decelerate to produce X-rays in the form of bremsstrahlung radiation. 

However only ~1% of energy incident on the target is converted to X-rays – the rest is 

deposited as heat.121 Therefore, the target is rotated within the X-ray tube to distribute the 

heat over a larger area. The target is composed of tungsten for its high melting point (3,370 

℃) as well as its high atomic number (𝑍 = 74), which is essential for efficient 

bremsstrahlung production.121 

The X-rays emitted from the target are collimated within the gantry to produce the 

desired beam dimensions. In clinical CT, the beam width in the longitudinal dimension is 

typically small (~mm), hence this type of collimation is referred to as fan beam CT (FBCT). 

Prior to collimation, X-ray filtration removes low-energy X-rays that contribute only to 

superficial patient dose. Furthermore, the ‘bowtie’ shape of these filters preferentially 
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attenuates the beam to compensate for the nonuniform attenuation of the X-rays by the 

patient.  

In helical CT scanning, the table moves at a constant speed through the gantry. This 

is opposed axial scanning where a step-and-shoot approach is implemented. Helical 

scanning provides the advantage of speed by eliminating the start/stop motions of the table 

and is therefore more convenient for clinical workflow. However, axial scanning provides 

better resolution in the longitudinal dimension as it does not depend on data interpolation, 

which is required in helical scanning.121 In helical CT, the ratio of table translation per 360° 

to the nominal collimated beam width is referred to as the pitch factor. A pitch factor value 

< 1 indicates oversampling while a pitch factor > 1 indicates undersampling. 

Radiation detectors in modern CT scanners use solid-state devices composed of a 

scintillator coupled to a photodiode. The scintillator crystal generates visible light 

following the absorption of incident X-rays. The surface of the scintillator crystal is 

sintered (scored with a saw or laser) to improve detection efficiency, then coupled with a 

photodiode to convert the visible light to an electrical signal. The scintillator coupled to a 

photodiode forms a single detector module. An array of these modules is mounted on a 

curved frame on the rotating CT gantry. 

2.5.3 Image Reconstruction 

The problem to be solved in CT image reconstruction is to recover the distribution 

of linear attenuation coefficients 𝜇(𝑥, 𝑦) from measured projections. Each ray in the 

projection data represents a line integral of the linear attenuation coefficients. The 

projection of an object at position 𝑠 and projection angle 𝜃  is given in Equation 2.38. 

 

 𝑝(𝑠, 𝜃) = 𝑙𝑛 (
𝑁0

𝑁
) = ∫ ∫ 𝜇(𝑥, 𝑦) 𝛿(𝑥 cos 𝜃 + 𝑦 sin 𝜃 − 𝑠) 𝑑𝑥 𝑑𝑦

+∞

−∞

+∞

−∞

 2.38 

 

Here, 𝛿 is the Dirac delta function and 𝑁0 and 𝑁 are the number of unattenuated and 

attenuated photons measured by the detector. The calculation of a series of projections over 
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multiple angles 𝜃 is referred to as a Radon transform, and provides the mathematical basis 

for tomographic image reconstruction.122 An illustration of the Radon transform is 

provided in Figure 2.6. An axial slice of the Shepp-Logan phantom, overlaid with standard 

and rotated (45°) cartesian coordinate systems, is shown in Figure 2.6(a).123 The projection 

of the image as described by Equation 2.38 is provided in Figure 2.6(b) for an angle θ = 

45°. The Radon transform of the object (referred to as a sinogram) is shown in Figure 

2.6(c), with the projection in Figure 2.6(b) represented as a single horizontal red line in the 

sinogram. 

 

Figure 2.6: (a) An axial slice of the Shepp-Logan phantom. (b) Projection integral of (a) at angle θ. (c) Radon 

transform of (a). 

 

Performing a Fourier transform of 𝜇(𝑥, 𝑦) provides a means to derive a fundamental 

theorem essential in tomographic image reconstruction. Let the Fourier transform of 

𝜇(𝑥, 𝑦) be 𝑈(𝑢, 𝑣). 

 𝑈(𝑢, 𝑣) = ∫ ∫ 𝜇(𝑥, 𝑦)  𝑒−2𝜋𝑖(𝑢𝑥+𝑣𝑦)
+∞

−∞

+∞

−∞

𝑑𝑥 𝑑𝑦 2.39 

 

Here, 𝑢 and 𝑣 are the corresponding quantities of 𝑥 and 𝑦 in Fourier space. Transforming 

to a polar coordinate system (𝑢 = 𝑟 cos 𝜃 and 𝑣 = 𝑟 sin 𝜃) and applying the sifting 

property of the delta function, we arrive at Equation 2.40.  

 

 𝑈(𝑟, 𝜃) = ∫ ∫ 𝜇(𝑥, 𝑦)  𝑒−2𝜋𝑖𝑟𝑠
+∞

−∞

+∞

−∞

𝛿(𝑥 cos 𝜃 + 𝑦 sin 𝜃 − 𝑠) 𝑑𝑠 𝑑𝑥 𝑑𝑦 2.40 
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Inserting Equation 2.38 into Equation 2.40, we arrive at Equation 2.41. 

 

 𝑈(𝑟, 𝜃) = ∫ 𝑝(𝑠, 𝜃)
+∞

−∞

𝑒−2𝜋𝑖𝑟𝑠 𝑑𝑠 2.41 

 

Equation 2.41 is the Fourier transform of the Radon transform. This relationship is known 

as the Fourier slice theorem and is summarized in Equations 2.42 and 2.43. 

 

 𝑈(𝑟, 𝜃) = ℱ[𝑝(𝑠, 𝜃)] 2.42 

 𝑝(𝑠, 𝜃) = ℱ−[𝑈(𝑟, 𝜃)] 2.43 

 

Here, ℱ and ℱ− are the Fourier transform and inverse Fourier transform, respectively. The 

Fourier slice theorem states the following two calculations are mathematically equivalent: 

1. 1D Fourier transform of a projection 𝑝(𝑠, 𝜃) at angle 𝜃 

2. Polar line at angle 𝜃 in 2D Fourier transform of  𝜇(𝑥, 𝑦) 

The Fourier slice theorem provides the basis for the most commonly used reconstruction 

algorithm, filtered backprojection (FBP).121 In FBP, the Fourier slice theorem is used in 

concert with frequency filtering and backprojection. Backprojection can be through of as a 

“smearing” of the linear attenuation coefficient across the reconstructed image space at a 

specific angle 𝜃. It is defined in Equation 2.44 given a projection 𝑝(𝑠, 𝜃) 

 

 µ(𝑥, 𝑦) = ∫ 𝑑𝜃
𝜋

0

∫ 𝑝(𝑠, 𝜃)
+∞

−∞

 𝛿(𝑥 𝑐𝑜𝑠 𝜃 + 𝑦 𝑠𝑖𝑛 𝜃 − 𝑠) 𝑑𝑠 2.44 
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Invoking the Fourier slice theorem and applying the delta function sifting property, 

Equation 2.44 becomes 

 

 µ(𝑥, 𝑦) = ∫ 𝑑𝜃
𝜋

0

∫ ∫ 𝑈(𝑟, 𝜃)
+∞

0

+∞

−∞

 𝑒−2𝜋𝑖𝑟(𝑥 cos 𝜃+𝑦 sin 𝜃) 𝑑𝑟 2.45 

 

The direct application of Equation 2.45 in image reconstructions results in a blurry version 

of the true object, regardless of the number of projections used in reconstruction. This issue 

may be mitigated with the addition of a ramp filter |𝑟| . 

 

 µ(𝑥, 𝑦) = ∫ 𝑑𝜃 ∫ 𝑈(𝑟, 𝜃)
+∞

0

𝜋

0

𝑒−2𝜋𝑖𝑟(𝑥 cos 𝜃+𝑦 sin 𝜃) |𝑟| 𝑑𝑟  2.46 

 

To summarize, the FBP steps implicit in Equation 2.46 are as follows: 

1. Log normalize image projection data  

2. Take Fourier transform of (1)  

3. Filter (2) in Fourier space 

4. Take inverse Fourier transform of (3) 

5. Back project (4) over all projection angles 

Although the ramp filter, or Ram-Lak filter, compensates for the 1/r resolution loss 

in FBP, it also amplifies any high frequency noise.121 To suppress this noise in the 

reconstructed image, the ramp filter can be apodized as in the Shepp-Logan, Hamming, 

Cosine, Hann filters. Examples of these filters are given as a function of spatial frequency 

𝑘 in Figure 2.7. 
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Figure 2.7: Ram-Lak, Shepp-Logan, Cosine, Hanning, and Hann filters used in FBP. 

 

The choice of image reconstruction filter generally depends on the anatomy to be 

imaged. For example, when looking for small, discrete fractures in bone, kernels without 

significant roll off at high frequencies should be implemented in image reconstruction to 

maintain sufficient detail and accentuate these fine features. Conversely, when looking for 

low contrast changes in uniform regions, such as the liver, a softer, noise-reducing kernel 

might be desirable. In either case, there are unavoidable tradeoffs between contrast 

resolution and spatial resolution. In 90Y TARE, embolized vasculature can present as low 

image contrast in diffuse, macroscopic regions, and also as high image contrast for fully 

embolized microvasculature. Hence, the choice of reconstruction filter in CT image 

reconstruction will consequently impact the evaluation and quantification of the 90Y 

activity distribution. 

2.5.4 Image Quality 

The quality of the reconstructed CT images is characterized by spatial and contrast 

resolution. Contrast resolution describes the degree to which structures with comparable 

image intensity can be distinguished from one another.121 Statistical noise in the image is 

a significant limitation for low contrast resolution, but a number of strategies can be 

employed to address this limitation. Noise may be reduced by increasing the photon flux 
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through an increase in tube current or in tube potential, at the cost of increasing the patient 

radiation dose. X-ray tube output is approximately linear in tube current and approximately 

proportional to the square of the tube potential. Alternatively, image noise may be reduced 

by increasing the reconstructed slice thickness to allow more photons to contribute to the 

signal-to-noise ratio (SNR), or by using an apodized filter during image reconstruction.  

The spatial resolution of an imaging modality describes its ability to distinguish 

two small, adjacent objects.121 The strength of CT as an imaging modality lies in its 

excellent spatial resolution. Spatial resolution is measured by the FWHM of a point spread 

function (PSF) in the transverse plane and by a slice sensitivity profile (SSP) in the 

longitudinal plane. Physical factors affecting spatial resolution in CT are the X-ray focal 

spot size, detector size and density, and pitch. Nonphysical parameters related to image 

reconstruction the impact spatial resolution include the reconstructed field-of-view (FOV), 

slice thickness, and image reconstruction kernel. 

2.6 Positron Emission Tomography 

PET is an imaging modality employed in nuclear medicine that is capable of 

depicting in vivo distributions of positron-emitting radionuclides. In 90Y TARE, positron 

production is due to internal pair production in the 90Y decay scheme.83 Unlike Floruine-

18 (18F), the most widely utilized radioisotope in PET imaging, 90Y emits a positron only 

32 per million decays compared to 967 per thousand decays for 18F. The extremely low 

probability of positron emission in 90Y poses challenging in 90Y PET imaging. This section 

describes fundamental concepts in PET, with an emphasis on 90Y PET imaging. 

2.6.1 Principles 

After a positron is generated in the decay of a radionuclide (β+ decay, pair 

production, or internal pair production, e.g.), it gradually loses kinetic energy through 

coulombic interactions (ionization and excitation) with the surrounding charged particles. 

When the positron comes to rest and combines with an electron in an annihilation event, 

two 511 keV photons are produced. Conservation of momentum requires that the photons 

are emitted approximately 180° apart. If the annihilation event is surrounded by a ring of 

suitable detectors, the annihilation photon pairs can be detected based on their arrival time 
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at two opposing detectors to form a line-of-response (LOR) between the detectors. This 

mode of coincidence detection provides a means to record angular projections of the 

activity distribution which can be used to for image reconstruction (Section 2.4.3). A 

schematic describing an annihilation event and detection is provided in Figure 2.8. 

 

Figure 2.8: Schematic of an electron-positron annihilation event occurring within a patient inside of a PET 

detector ring. 

2.6.2 Instrumentation 

Most current clinical PET systems rely on scintillation detectors. Desirable 

scintillator properties in PET include a high light output, short signal decay time, high 

intrinsic energy resolution, and high stopping power for 511 keV photons. Many 

scintillator materials have been implemented in PET detectors, including thallium-doped 

sodium iodide (NaI[Tl]), bismuth germanate (BGO), and cerium-doped lutetium 

oxyorthosilicate (LSO[Ce]).124 Modern PET scanners use lutetium-based compounds for 

the scintillator due to the high density and excellent temporal resolution.87 The visible light 

generated by a sintered scintillator crystal is detected and measured using a coupled 

photodetector, either a photomultiplier tube (PMT) or a semiconductor-based photodiode. 

In a PMT, incident photons deposit energy in a photocathode to trigger the ejection 

of photoelectrons into an evacuated chamber. Under an applied electric potential, electrons 

are accelerated through a series of dynodes to produce a cascade of secondary electrons, 

all contributing to the final signal. PMTs provide signal gains of a million or more, 



45 

 

providing excellent SNR for low levels of visible light.124 Its drawback is in poor efficiency 

in photoelectron emission following the absorption of a scintillation photon. Although used 

less frequently, photodiodes provide improved detection efficiency owing to their high 

density. This improvement comes at the cost of SNR due to thermally activated charge 

flow and poor signal amplification. 

Individual scintillation crystals are not usually coupled directly to a single PMT 

due to cost and space constraints. The most common scintillator-PMT arrangement is 

referred to as a block detector in which a group of scintillator crystals share multiple PMTs. 

The spatial location of the annihilation event can be determined from the output of multiple 

PMTs using a weighted centroid algorithm.124 Block detectors form the structural unit in 

PET scanners. The leading PET detector design consists of several rings of detectors that 

surround the patient in the longitudinal dimension. Although this design offers complete 

angular coverage, the longitudinal coverage is limited (~20 cm), often necessitating 

multiple couch shifts to fully image the region of interest.124 The presence of multiple 

detector rings raises challenges in the determination of detector combinations used to 

measure coincidence events, but offers a substantial increase in detection sensitivity 

(~5x).124 In a 2D PET acquisition mode, tungsten septa are inserted between adjacent rings 

to absorb photons incident at oblique angles relative to the transverse plane. In 3D mode, 

these septa are retracted. 

An electrical pulse is generated from the detector in response to an incident photon. 

If the pulse height is sufficiently large (proportional to energy of photon), a timestamped 

pulse with width τ is compared with other detector signals. A prompt coincidence is 

registered if there is an overlap in the pulse length between detectors. Prompt coincidences 

are divided into true, random, and scatter coincidences. A true coincidence is the detection 

of a pair of annihilation quanta originating from the same annihilation event. Only true 

coincidences contribute useful information in PET. Random coincidences occur when 

annihilation quanta from different events are detected within the same coincidence 

window. Scatter coincidences occur when one or both photons are scattered and still 

detected within the same window. Both random and scatter coincidences assign activity to 
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LORs that do not intersect the true location of an annihilation event. Therefore, random 

and scatter coincidences need to be corrected for PET imaging to be fully quantitative. 

2.6.3 Image Reconstruction 

Before raw PET image data can be considered quantitative, corrections must be 

made to account for the degrading effects attenuation within the patient, scattered and 

random coincidences, detector inhomogeneity, and dead time.124 

In 90Y PET, random coincidences make a large contribution (80%) to all measured 

coincidence events, and if left uncorrected, will significantly reduce image contrast and 

quantitative accuracy.125 For quantitative PET imaging, random coincidences must be 

estimated and subtracted from the total number of coincidence events in each LOR. A 

widely adopted and accurate approach, one that is also employed in this work, is delayed 

event subtraction.126 In this approach, a duplicate channel records detector signals 

intentionally delayed by a time 𝑡 ≫  𝜏. By introducing this delay, true coincidences arising 

from actual annihilations will be removed and remaining coincidences provide an estimate 

for the random coincidences.  

The most significant correction in PET is for photon attenuation. Consider an 

annihilation event at position 𝑥 within a patient of thickness 𝑇. For a coincidence to occur, 

both photons must be detected. The probability 𝑃𝑑𝑒𝑡 both photons reach the detectors is 

given by Equation 2.47. 

 

 𝑃𝑑𝑒𝑡 = 𝑒−𝜇𝑥  ∙ 𝑒−𝜇(𝑇−𝑥) = 𝑒−𝜇𝑇 2.47 

 

The linear attenuation coefficient for soft tissue at 511 keV is 𝜇 = 0.095 cm-1. Note that 

Equation 2.47 indicates the probability of photon attenuation is independent of the source 

position 𝑥, therefore the attenuation correction requires the determination of attenuation 

probability for a source along each LOR. This can be determined through the comparison 

of a 511 keV transmission source scan through a patient (transmission scan) to an 

unattenuated scan with the patient absent (blank scan). Although this method is 

quantitatively accurate with a 511 keV source, it suffers from noise and long scan times 

during which patient motion may reduce the accuracy of this approach.124 The introduction 
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of combined PET/CT systems provided a significantly faster means for attenuation 

correction with the added benefit of improved spatial resolution imaging. However, linear 

attenuation coefficients do not scale linearly from low energy X-rays used in CT to high 

energy annihilation photons (511 keV). This necessitates a scaling process to adjust the 

linear attenuation coefficients for the appropriate photon energy.124 Potential problems 

arise with a CT-based attenuation correction. Patient motion between the PET and CT 

scans will result in image mis-registration, leading to incorrect attenuation correction 

factors, as well as the inaccurate projection of 90Y activity onto the patient’s anatomy. 

Scattered photons, if uncorrected for, will reduce image contrast and degrade 

quantitative accuracy. Corrections for scatter coincidences range from empirical 

approaches, advanced energy window methods, deconvolution, and model-based 

methods.126 In this thesis, a model-based scatter correction was applied. These methods 

make use of Compton scattering to model the distribution of coincidence events in which 

a photon experienced a single scattering event. Although multiple implementations of 

model-based corrections exist, all rely on the Klein–Nishina formula to calculate the 

probability that a scattered photon will be detected by a particular detector.127–129 

Other corrections are required for detector dead time and detector normalization. A 

quantitatively accurate PET image requires the count rate to increase linearly with the 

activity inside the FOV. This condition can be violated due to the limited temporal 

resolution of the detector, particularly at high count rates, resulting in a count loss referred 

to as dead time.126 

The Fourier-based image reconstruction techniques described in Section 2.4.3 

assume each LOR has identical sensitivity in the detection of 511 keV photons. However, 

this is an invalid assumption for experimentally acquired data due to variations in detector 

efficiency and geometry. The process of correcting for these differences is called 

normalization and can be achieved through a uniform exposure of all detector elements to 

a 511 keV source and calculating a detector-specific calibration factor.  

Once PET data corrections have been applied, the number of counts along a LOR 

is proportional to the line integral of activity along the LOR and the same Fourier-based 

image reconstruction techniques described in Section 2.4.3 can be applied to reconstruct 
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an activity distribution. However, in clinical PET, iterative reconstruction algorithms are 

the standard in image reconstruction, as opposed to FBP in CT image reconstruction.130 A 

prominent iterative reconstruction algorithm in PET is the expectation maximization (EM) 

algorithm that computes the maximum likelihood (ML) of a voxel belonging to an activity 

distribution by assigning a greater weight to high count regions of a projection profile and 

lower weight to count deficient regions. This statistical weighting algorithm is often 

referred to as ML-EM. Due to the iterative nature of ML-EM, image reconstruction is 

computationally intensive and requires extended time relative to FBP. A method to reduce 

algorithm calculation time is called ordered subsets (OS). In this method, a subset of 

projections is used in the initial iterations of the algorithm. More projections are included 

as the image gets refined during the iterative process. When ML-EM incorporates OS, it is 

called OS-EM. This is the algorithm used in PET image reconstruction in this thesis.  

Following image reconstruction, raw data is stored with units of counts per voxel 

per second. To convert these values to absolute activity concentration, typically Bq/mL, 

requires the application of a calibration factor 𝐶𝐹.  

 

 𝐶𝐹 =
𝐴 𝑝

𝑉 𝐶
 

2.48 

 

Here, 𝐴 is the known activity within the fixed volume 𝑉, 𝐶 is the raw voxel data in counts 

per voxel per second, and 𝑝 is the branching ratio for positron production in the 

radionuclide decay scheme. This is determined experimentally through PET imaging of a 

phantom uniformly filled with a known activity concentration. The measurement of 𝐶𝐹 is 

known to be a major source of uncertainty in dosimetry.131 The accuracy of 𝐶𝐹 depends on 

how well the activity concentration 
𝐴

𝑉
 is known. This measurement is made with a dose 

calibrator traceable to a primary standard laboratory. Although standards exist for the 

measurement of 90Y activity, there is no traceability to a primary standard for 90Y 

microspheres in TARE.132 The 𝐶𝐹 accuracy also relies on 𝑝, currently estimated at 31.86 

± 0.47 x 10-6 with a uncertainty of approximately 1.5%.83 
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2.6.4 Image Quality 

As in CT, image quality in PET is characterized by both spatial and contrast 

resolution. The spatial resolution is typically defined by the FWHM of the PSF of a small 

activity source in the reconstructed image.124 Measuring the spatial resolution in PET is 

performed by imaging a point source in air and reconstructing the image through FBP with 

reconstructed pixel size set to less than 1/3 of the expected FWHM of the PSF in all 

dimensions. This provides a best-case comparison between PET scanners despite the 

nonrealistic clinical conditions. In PET, the spatial resolution is fundamentally limited by 

the positron range and annihilation photon non-collinearity, as well as the intrinsic 

resolution of the scintillator crystal and parameters specific to image reconstruction 

algorithms. Spatial resolution (as measured by the FWHM) in 90Y PET has been shown to 

range from 5.0 to 10.0 mm.9,11 

Image contrast in PET is typically measured using contrast recovery coefficients 

(CRCs) derived from phantom imaging studies using radioactive spheres in a non-

radioactive background. Although CRCs are generally near unity for large volumes, image 

noise can significantly reduce CRCs.124 Specifically, in 90Y PET imaging, the low positron 

fraction (~32 ppm) results in an inherently low SNR. Additionally, bremsstrahlung 

production in 90Y PET results in very high random coincidences, further contributing to 

image noise.88  

2.7 Summary 

To summarize, this chapter provides a foundational background for the theoretical 

and methodological tools employed in the remainder of this thesis. Specifically, the 

concept radioactivity was introduced as it pertains to the decay of 90Y. Photon attenuation 

and radiation interactions in matter were discussed as a prerequisite for the discussion of 

the underlying principles in PET and CT imaging of 90Y. An introduction to charged 

particle interactions in matter provided the basis for radiation dosimetry and was followed 

by a description the various dosimetric approaches employed in 90Y dosimetry. Together, 

these concepts are essential in the interpretation of the remainder of this thesis.   
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Chapter 3 Manuscript 1: Quantification of the Inherent 

Radiopacity of Glass Microspheres for Precision Dosimetry in 

Yttrium-90 Radioembolization 

3.1 Prologue 

In this manuscript, a methodology is proposed to quantify the inherent radiopacity 

of novel glass microspheres for the development of calibration curves to relate microsphere 

concentration within a CT voxel to corresponding HU enhancement for that voxel. This 

relationship was investigated through clinical CT imaging of microsphere distributions in 

liver tissue-equivalent phantoms. This work showed that HU and microsphere 

concentration are positively correlated over a range of CT acquisition parameters and 

demonstrated the potential of CT to quantify the infusion of microspheres for more accurate 

dosimetry in 90Y TARE. 

This manuscript was published in Biomedical Physics & Engineering Express. The 

reference is provided below. 

• Henry, C., Mawko, G., Tonkopi, E., Frampton, J., Kehoe, S., Boyd, D., 

Abraham, R., Gregoire, M., O’Connell, K., Kappadath, S., Syme, A. (2019). 

Quantification of the Inherent Radiopacity of Glass Microspheres for Precision 

Dosimetry in Yttrium-90 Radioembolization. Biomedical Physics & 

Engineering Express, 5, 055011. 

 

 

3.2 Abstract 

Purpose: To develop a methodology to quantify the inherent radiopacity of 

radiopaque microspheres through CT imaging of liver tissue-equivalent phantoms, and to 

produce a calibration curve that relates microsphere concentration within a CT voxel to the 

corresponding HU of the voxel. 

Methods: The radiopaque microspheres under investigation were composed of a 

proprietary blend of yttrium-strontium-gallium-silicate oxide glass similar in size and 

density to TheraSphere microspheres. Tissue-equivalent phantoms were designed to 

determine CT voxel enhancement from microspheres uniformly distributed within the 
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phantoms. Phantoms were imaged with CT to determine the average HU and with 

brightfield microscopy to determine the corresponding microsphere concentrations.  

Results:  HU and microsphere concentration are positively correlated (r2 = 0.949) 

over a range of CT acquisition parameters. Calibration curve slopes range from 1.68 to 

2.36 HU per microsphere per CT voxel. Minimum detectable limits are between 22 and 31 

microspheres per CT voxel. 

Conclusion: CT has the potential to quantify the radiation dose from the infusion 

of microspheres for more accurate dosimetry in TARE when used in conjunction with 

proper dosimetry software. This finding may improve our understanding of the relationship 

between absorbed dose and tumour response, which could ultimately translate into 

improved patient outcomes. Optimization of the prototype microsphere composition to 

maximize its inherent radiopacity will be an important step in realizing this goal. 

3.3 Introduction 

HCC, the most common subtype of primary liver cancer, is the sixth most common 

cancer in the world and is responsible for 8.3% of all cancer deaths worldwide.12 The liver 

is also the most common site for metastatic tumors.48 These metastases originate from a 

range of primary tumours, most commonly from colorectal, neuroendocrine, and breast 

tumours.133 In fact, most patients with cancers originating in structures with venous 

drainage via the portal vein will show evidence of metastatic liver disease at the time of 

death.134 Whether primary or metastatic in origin, liver tumours can be treated through 

several different mechanisms. While surgical resection or transplantation is considered to 

be the optimal treatment, the majority of liver cancer patients do not meet the criteria for 

this procedure.20 Alternative treatments include chemotherapy, SBRT, ablation, and 

embolization. TARE is an established treatment modality for nonresectable, hypervascular 

liver cancer where 90Y glass or resin microspheres are administered through the arterial 

vasculature of the liver to selectively target liver tumours while sparing healthy liver 

parenchyma. Microsphere infusion in the tumour microvasculature is possible due to the 

liver’s unique blood supply – liver tumours derive at least 80% of their blood supply from 
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the hepatic artery while healthy liver parenchyma derives its blood supply primarily from 

the portal vein.31 

90Y is a pure 𝛽− emitter that decays to stable 90Zr through β− decay with a physical 

half-life of 64.24 ± 0.30 hours.58 The maximum and mean β− emission energies are 2.2787 

± 0.0013 MeV and 0.9267 ± 0.0008 MeV, respectively. These energies correspond to a 

maximum and mean β− range of 11 mm and 2.4 mm in water.59,60 Due to the localized 

energy deposition of 90Y, knowledge of the microsphere spatial distribution within the 

tumour is essential for accurate dosimetry. For a patient-specific measure of the absorbed 

tumour dose, voxelized SPECT and PET activity data can provide reasonable estimates of 

the mean tumour dose.45,86,135 However, SPECT and PET can be associated with substantial 

uncertainties when quantifying the absorbed dose. This can be attributed to reconstruction 

techniques and partial volume effects resulting from the large voxel sizes of these imaging 

modalities.136,137 These large voxel sizes, which are several times larger than the average 

range of β− particles emitted by 90Y, can mask variations in the true dose distribution and 

prevent accurate quantification of the absorbed dose. Consequently, there is an unmet 

clinical need to provide improved spatial resolution of the absorbed dose distribution in 

TARE. The superior spatial resolution of X-ray imaging modalities has the potential to 

address this clinical need. 

Commercially available microspheres used in TARE include the glass-based 

TheraSphere® (Boston Scientific Corp., Marlborough, MA, USA) and the resin-based SIR-

Spheres® (Sirtex Medical Inc., Woburn, MA, USA). A novel glass microsphere is currently 

under development by ABK Biomedical (Halifax, NS, Canada) with radiopaque properties 

that enable visualization using high-resolution X-ray imaging modalities, such as 

fluoroscopy or CT. Acquisition of CT images for microsphere distribution evaluation could 

provide the desired clinical improvement in dosimetry calculations. 

In vivo validation of the radiopacity of these microspheres has been performed in 

the kidney of a hybrid farm pig with microsphere administrations intended to approximate 

human clinical treatment deliveries. After sacrifice, the kidney was explanted and imaged 

with a variety of X-ray imaging modalities, including clinical FBCT (SOMATOM 

Definition AS+, Siemens Healthcare Ltd, Erlangen, Germany), CBCT (AXIOM-Artis, 

Siemens Healthcare Ltd, Erlangen, Germany), micro-CT (Triumph X-O, Gamma Medica-
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Ideas Inc., Los Angeles, CA, USA), and mammography (Selenia Dimensions, Hologic Inc., 

Marlborough, MA, USA). Figure 3.1(a-c) shows digitally reconstructed radiographs 

(DRRs) of the explanted kidney from all three CT imaging modalities. Figure 3.1(d) shows 

a mammography image of a single 3 mm thick axial slice of the kidney that was removed 

from a region immediately inferior to the hilum. All CT images were acquired with a tube 

potential of 80 kVp and are displayed with a window level of 40 HU and window width of 

350 HU. The mammography image was acquired through magnification imaging with a 

tube potential of 25 kVp. The images are not quantitatively evaluated in this study and are 

simply intended to demonstrate that these microspheres are in fact radiopaque. 

 

 

Figure 3.1: Demonstration of microsphere radiopacity across X-ray imaging modalities. (a) DRR from fan 

beam CT. (b) DRR from cone beam CT. (c) DRR from micro-CT. Animal heating coils are visible as vertical 

cylinders within the DRR. (d) Mammography image of an axial kidney slice removed from a region 

immediately inferior to the kidney’s hilum. 

 

One challenge associated with CT imaging for microsphere distribution evaluation 

is that current clinical CT scanners have in-plane and longitudinal resolution on the order 
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of 0.5 mm.138 The consequence of these finite voxel sizes is that it is impossible to image 

individual microspheres with current clinical technology. Hence, CT voxels will have 

signal contributions from a combination of microspheres and tissue. Therefore, it is crucial 

to understand the correlation between CT voxel intensity and the microsphere 

concentration within the voxel before using CT for dosimetry calculations. Previous work 

has demonstrated that the HU values of bulk quantities of the prototype microspheres under 

assessment ranged from approximately 13,000 to 18,000 HU, but HU quantification of 

smaller, clinically relevant quantities of these microspheres has not yet been 

investigated.139
 

Here, we propose a methodology to quantify the inherent radiopacity of glass 

microspheres that will allow for the development of calibration curves to relate 

microsphere concentration within a CT voxel to corresponding HU enhancement for that 

voxel. The relationship between microsphere concentration and CT voxel enhancement is 

investigated through clinical CT imaging of uniform microsphere distributions in liver 

tissue-equivalent phantoms. Results from this work may be used to significantly improve 

the current clinically achievable dosimetry estimates. Post-administration CT imaging and 

subsequent quantification of the microsphere distribution would enable a precise absorbed 

dose calculation, and when coupled with physician-drawn contours of liver tumours and 

organs at risk, would provide dose-volume data that can improve our understanding of 

toxicity and therapeutic response in 90Y TARE. 

3.4 Methods and Materials 

3.4.1 Radiopaque Microspheres 

 The microspheres used in this study were composed of a proprietary blend of 

yttrium-strontium-gallium-silicate oxide glass and were similar in size and density to 

TheraSphere microspheres (20-30 𝜇m diameter, 𝜌 = 3.3 g/cm3). Depending on the 

microsphere formulation, the mole fractions of the constituent compounds ranged from 

0.10–0.17 (Y2O3), 0.00–0.05 (SrCO3), 0.15–0.30 (Ga2O3), and 0.50–0.67 (SiO2). In this 

work, a single formulation was considered with high Y2O3 and SrCO3 content, low Ga2O3 

content, and mid-range SiO2 content (Formulation 1). Following the establishment of this 

proposed methodology, more recent microsphere prototype formulations (herein referred 
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to as Formulation 2 and Formulation 3) were examined to demonstrate the increase in their 

inherent radiopacity, while still maintaining a size and density similar to TheraSphere 

microspheres. 

3.4.2 Phantom Design 

Liver tissue-equivalent phantoms were designed to determine CT voxel 

enhancement due to microsphere deposition within the phantoms. The phantoms were 

prepared by dissolving agarose (BP160, Thermo Fisher Scientific Chemicals Inc., 

Waltham, MA, USA) in distilled water (dH2O) to achieve a 2.0% by weight (w) agarose 

concentration. The agarose solution was heated until it reached its boiling point, and then 

was poured into plastic vials (BRAND_40002, ProfiLab24, Berlin, Germany) for gelation. 

The agarose concentration of 2% was chosen as it produced pore sizes roughly 100x 

smaller than the average diameter of a microsphere, thus preventing microsphere migration 

through the agarose matrix.140,141  

At a CT (SOMATOM Definition AS+, Siemens Healthcare Ltd, Erlangen, 

Germany) X-ray tube potential of 80 kVp, the agarose hydrogel had a value of −5 ± 8 HU 

(mean ± standard deviation). Trace amounts of sodium chloride (S271-3, Thermo Fisher 

Scientific Chemicals Inc., Waltham, MA, USA) were added to the solution to increase the 

HU to more accurately represent the range of liver tissue HU values reported in the 

literature.142 To determine the appropriate concentrations of sodium chloride (NaCl) 

required to mimic the attenuation properties of liver tissue, 10 phantoms were developed 

using the agarose solution and doped with varying concentrations of NaCl ranging from 

1.50% – 2.00% (w) and imaged with CT over three X-ray tube potentials – 80, 100, and 

120 kVp. Average CT voxel values within the phantoms were plotted against the NaCl 

concentration of each phantom in Figure 3.2 for each X-ray tube potential. A NaCl 

concentration of 1.60% (w) was sufficient to increase the average CT voxel value to 20 – 

30 HU for tube potentials between 80, 100, and 120 kVp. This NaCl concentration was 

subsequently used in the development of all liver tissue phantoms. 
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Figure 3.2: Average CT voxel values of phantoms containing dH2O, agarose [2%(w)] and varying 

concentrations of NaCl [1.5% - 2.0% (w)]. Data for ten phantoms were collected over three X-ray tube 

potentials: 80, 100, and 120 kVp. Error bars represent the standard deviation of the CT voxels values in the 

phantom volume. 

 

To achieve a uniform spatial distribution of microspheres within the phantoms, 

microsphere samples ranging from 5.5 ± 0.1 to 40.6 ± 0.1 mg were measured using a 

precision scale. This range of values was chosen to approximate microsphere concentration 

values that were observed in the preclinical animal study. Concentrations in clinical 

scenarios may differ depending on tumour size and vascularity. Samples were individually 

deposited into 1.5 mL conical plastic vials with a cross-sectional inner diameter of 8.5 mm 

and a depth of 4.1 cm. Plastic vials were subsequently filled with the agarose solution and 

vigorously mixed using a vortex mixer for a period of approximately 10 s until the 

microspheres appeared to be uniformly mixed within the solution upon visual inspection. 

Immediately after mixing, the vials were submerged into an ice bath (∼0 °C) to accelerate 

gelation and minimize microsphere settling to the most inferior point of the vial. Complete 

gelation occurred within seconds when submerged in the ice bath. Eight phantoms with 

varying concentrations of uniformly distributed microspheres were developed for this 

study with an additional phantom without microspheres serving as a control. 
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3.4.3 CT Imaging and Analysis 

Phantoms were surrounded with slabs of solid water (Solid Water® HE, Sun 

Nuclear Corporation, Melbourne, FL, USA) to model X-ray scattering present in the 

clinical imaging of the abdomen. A 30 × 30 × 2 cm3 square acrylic annulus was machined 

that allowed for the phantoms to be inserted into the central annulus space. Solid water 

slabs with thicknesses of 5 and 10 cm were placed above and beneath the 2 cm thick acrylic 

annulus allowing for simulated patients thicknesses of 12 and 22 cm. CT images were 

acquired from a 128-slice CT scanner (SOMATOM Definition AS+,  Siemens Healthcare 

Ltd, Erlangen, Germany) using the CT acquisition parameters listed in Table 3.1. All scans 

were acquired in a helical scan mode with an exposure setting of 450 mAs. Images were 

reconstructed in voxels with dimensions 0.297 mm × 0.297 mm × 1.50 mm using FBP with 

a standard abdominal reconstruction kernel, B40f. CT imaging was performed within one 

hour of phantom preparation. Acquired CT images were analyzed in OsiriX (Pixmeo 

SARL, Bernex, Switzerland). A CT Volume-of-Interest (VOI) with axial dimensions equal 

to the microscope’s FOV and a longitudinal dimension equal to the sum of a phantom’s 

agarose slice thicknesses was used to determine the average CT voxel value in each 

phantom. Calibration curves for each CT acquisition were generated through a linear least-

squares fit of the average HU and microsphere concentration in all VOIs. 

 

CT Acquisition 
Tube Potential 

[kVp] 

Reconstructed 

FOV [cm] 

Slice Thickness 

[mm] 

Phantom 

Thickness [cm] 

1 100 15 1.50 12 

2 120 15 1.50 22 

Table 3.1: Siemens SOMATOM Definition AS+ CT acquisition parameters. 

 

3.4.4 Microscopy Imaging and Analysis 

Post-CT imaging, the agarose hydrogels were carefully removed from the plastic 

vials. To ensure uniformity of the microsphere spatial distribution within each hydrogel, 

only the cylindrical region below the hydrogel meniscus and above the conical region 

within each vial was analyzed. Each cylindrical region was further divided into individual 

slices with an average thickness of 1.34 ± 0.13 mm (n = 71). Agarose residue was not 
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observed on the razor blade used to slice the hydrogel suggesting there was no loss of 

microspheres during this process. Individual agarose slices were imaged by brightfield 

microscopy (Eclipse Ti Inverted Microscope, Nikon Instruments Inc., Melville, NY, USA) 

to quantify the number of microspheres within a specified FOV. This process is pictorially 

described in Figure 3.3 and a sample microscopy image of an agarose slice is shown in 

Figure 3.4.  

 

 

Figure 3.3: Pictorial representation of the microsphere concentration analysis. (a) Vial containing the agarose 

hydrogel. The analyzed cylindrical region is between the two horizontal red lines. (b) Individual agarose 

slices. Slices between the red arrows were analyzed. (c) Brightfield microscopy image of a single agarose 

slice. The red rectangle (14.20 mm2) indicates the size and location of the microscope’s FOV relative to the 

agarose slice. 
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Figure 3.4: Brightfield image of an agarose slice at 2x magnification. 

 

Microscopy images were imported into MATLAB R2018b (MathWorks Inc., 

Natick, MA, USA) where an in-house script quantified the number of microspheres within 

the microscope’s 14.20 mm2 FOV using a circular Hough transform.143 The transform was 

individually calibrated for each microsphere concentration by manually counting the 

number of microspheres in a subset of the FOV, then optimizing the sensitivity and edge 

threshold parameters of the circular Hough transform to replicate those counts. 

Microsphere counting errors were determined by the percent difference of the manual 

counting and the counting determined using the Hough transform, which was 

approximately 3%, independent of microsphere concentration. The analyzed volume used 

to determine the microsphere concentration in a phantom was calculated by measuring the 

thickness of the agarose slices with a caliper, summing up all slice thicknesses, then 

multiplying this thickness by the area of the microscope’s FOV. To transform the 

microsphere concentration from units of microspheres/milliliter [MS/mL] to units of 

microspheres/CT voxel [MS/voxel], the microsphere concentration was multiplied by a 

factor of 1.32 × 10−4 mL/voxel determined from the nominal CT voxel dimensions of 0.297 

× 0.297 × 1.50 mm. The measured cylindrical volumes, range of microsphere counts within 
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these volumes, and calculated microsphere concentrations for all phantoms are given in 

Table 3.2. 

To ensure all microspheres were quantified in the analyzed volume of a phantom, 

microscopy images were originally captured at 7 equally spaced depths within a single 

agarose slice using a consistent FOV and a 2x objective lens. Microspheres were counted 

in these 7 images and duplicate counts were removed in neighboring microscopy images 

by comparing the pixel coordinate pairs of all microspheres and removing coordinate pairs 

that differed by less than the average radius of a microsphere (15 𝜇m). Microspheres were 

then counted at every second depth, i.e. depths 1, 3, 5 and 7, and duplicate counts were 

again removed. This process was repeated at every third depth, i.e. depths 1, 4, and 7. 

Assuming the 7-depth counts were the most accurate, the 4-depth and 3-depth counts 

deviated by less than 4%. The difference in microsphere counts when applying this 

approach are shown in the bar graph of Figure 3.5 for slice 8 of the phantom containing 

15.2 mg of microspheres. 

 

Microsphere Mass in Phantom 

[± 0.1 mg] 

Analyzed Volume 

 [± 0.003 mL] 

Microspheres in 

Analyzed Volume  

[± 5% MS] 

Microsphere 

Concentration  

[MS/Voxel] 

5.5 0.1621 17602  14 ± 1 

11.1 0.1428 28954   27 ± 1 

15.2 0.1379 40578   39 ± 2 

20.3 0.1719 49577    38 ± 2 

26.1 0.1813 62477   46 ± 2 

31.5 0.1750 73589  56 ± 3 

35.5 0.1501 62468   55 ± 3  

40.6 0.1561 80598   68 ± 3 

Table 3.2: Microsphere concentration data for the eight agarose phantoms containing microspheres. 
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Figure 3.5: Differences in microsphere counts when using 7, 4, and 3 depths to quantify the total number of 

microspheres within slice eight of the phantom containing 15.2 mg of microspheres. A pictorial 

representation of depth selection in an agarose slice is shown to the right of the bar graph. 

 

This microsphere quantification method was validated in the remaining eight slices 

of this phantom and the mean microsphere counts using 7, 4, and 3 depths were compared 

across all slices. Tukey’s multiple comparison test demonstrated that there were no 

significant differences between the mean microsphere counts when using different depths 

to quantify the number of microspheres. As a result, the microscopy images in the 

remaining phantoms were collected and analyzed only for 3 equally spaced depths within 

a single agarose slice. Across all agarose phantoms investigated in this study, capturing 

microscopy images at 3 equally spaced depths within a single agarose slice rather than 7 

reduced the number of microscopy images to be analyzed from 777 to 333. This reduced 

microscopy image acquisition and analysis time by more than half (13.4 to 5.7 hours) while 

still maintaining high quantitative accuracy in determining the total number of 

microspheres. 

The pyramid-like shape of the 7-depth counts in Figure 3.5 can be attributed to the 

order in which microspheres were removed from adjacent microscopy images. A 

microsphere count was first established in the middle image (4/7) resulting in the highest 

count. Microspheres with similar pixel coordinates detected in the adjacent superior (5/7) 
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and inferior (3/7) images were removed from those images. Similarly, microspheres 

detected in (5/7) with similar pixel coordinates as those detected in (6/7) were removed 

from (6/7), and microspheres detected in (3/7) with similar pixel coordinates as those 

detected in (2/7) were removed from (2/7). This iterative process was applied until the 

uppermost (7/7) and lowermost (1/7) images were reached. Hence, the fewest microspheres 

were detected in the images that are the farthest away from the middle image. 

3.4.5 Limit of Detection 

The International Organization for Standardization defines the limit of detection 

(LOD) as the net concentration of a component in a material that will lead to the conclusion 

that the concentration of analyzed component is greater than that of a control sample.144 

This LOD concept has previously been applied to iodinated contrast agents in CT145, and 

was invoked to describe the limit of microsphere detectability and is calculated using 

Equation 3.1. 

 𝐿𝑂𝐷𝐻𝑈 = 𝐿𝑂𝐵𝐻𝑈 + 1.645𝑙𝑜𝑤 3.1 

 

Here, 𝐿𝑂𝐷𝐻𝑈 is the LOD in terms of HU, 𝐿𝑂𝐵𝐻𝑈 is the limit of blank (LOB) determined 

from repeat measurements of a control sample, 1.645 is the Z-score for a one-sided 

standard normal distribution with a false positive detection rate of 𝛼 = 0.05, and 𝑙𝑜𝑤 is 

the HU standard deviation when microspheres are present in the phantom at the lowest 

microsphere concentration. The parameter α corresponds to the probability of committing 

false positives. For 𝛼 = 0.05, the 𝐿𝑂𝐷𝐻𝑈 is calculated assuming only a 5% probability of 

committing false positives. The LOB in terms of HU (𝐿𝑂𝐵𝐻𝑈) is defined in Equation 3.2. 

 

 𝐿𝑂𝐵𝐻𝑈 = 
𝑎𝑔𝑎𝑟

+ 1.645𝑎𝑔𝑎𝑟  3.2 

 

Here, 
𝑎𝑔𝑎𝑟

 and 𝑎𝑔𝑎𝑟 are the average and standard deviation of repeat measurements of 

the control phantom in HU. Calculating 𝐿𝑂𝐵𝐻𝑈 and 𝐿𝑂𝐷𝐻𝑈 requires data to be normally 

distributed. Once the 𝐿𝑂𝐷𝐻𝑈 has been calculated, calibration curves are used to determine 

the corresponding LOD in terms of microsphere concentration, 𝐿𝑂𝐷𝑀𝑆/𝑣𝑜𝑥 and 𝐿𝑂𝐷𝑀𝑆/𝑚𝐿. 
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3.4.6 Statistical Analysis 

A Student’s t-test was used to compare the slopes and intercepts of the calibration 

curves relating average CT voxel values and microsphere concentration, as described by 

Andrade et al.146 When comparing slopes derived from three microsphere formulations, 

the analysis of covariance (ANCOVA) and a post-hoc Tukey’s test were implemented due 

to the increased number of comparisons.146 Tukey’s test was also used to compare the mean 

microsphere counts between agarose slices within a phantom and also between different 

depths within a single agarose slice. A one-sample Kolmogorov-Smirnov test was used to 

determine the normality of the distribution of CT voxel values.147 The correlation between 

CT voxel values and microsphere concentration was quantified using the coefficient of 

determination, r2. All statistical analyses were performed in MATLAB. The results of all 

statistical tests were considered significant when their p-values were less than 0.05. 

3.5 Results 

3.5.1 Microsphere Distribution 

In all phantoms containing microspheres, the spatial uniformity of the microsphere 

distribution was examined through the analysis of CT and microscopy images. To illustrate 

the CT uniformity, line profiles were drawn down the central longitudinal axis of all 

phantoms. Line profiles of two example phantoms are shown in Figure 3.6. The mean of 

the standard deviations of all line profiles is 11 ± 3 HU with a standard deviation range of 

7 to 15 HU. Only CT voxels below the agarose hydrogel meniscus and above the conical 

region were used to calculate each HU standard deviation. This distance was consistent 

across all phantoms with a mean of 0.95 ± 0.02 cm. However, if the agarose at the most 

inferior point of the phantom containing 11.1 mg of microspheres is included in the line 

profile, the standard deviation of the CT voxel values increases by 235% from 7 to 23 HU. 

This is caused by the settling of a small portion of the microspheres that in turn produced 

a spike in the line profile of Figure 3.6. Such a large percent change was only observed in 

2 of 8 phantoms (potentially due to variations in sample preparation), but still validates the 

need to restrict the data analysis to the cylindrical region of each phantom. 
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Figure 3.6: CT image line profiles (shown in inset) down the central longitudinal axis of two phantoms, 

beginning at the bottom of the hydrogel meniscus and terminating at the most inferior point of the plastic 

vial. Images were acquired using the CT acquisition parameters of acquisition 2. 

 

For a spatial uniformity analysis on the microscopic scale, microspheres in the 

microscope’s FOV were counted at 3 equally spaced depths of each agarose slice of the 

cylindrical region in each phantom. Results of these counts are shown in Figure 3.7. The 

horizontal bar represents the mean number of microspheres in each phantom. Error bars 

represent the standard deviation of the counts over the 3 depths of each slice and do not 

incorporate the 3% uncertainty in counts arising from the Hough transform. Tukey’s 

multiple comparison test was employed to compare the microsphere counts in each slice 

of a phantom. Results show there is no statistically significant difference in the number of 

microspheres between the constituent slices of any single phantom, excluding slice 4 of the 

phantom containing 26.1 mg of microspheres. In this isolated case, slice 4 had a 

significantly different number of microspheres relative to slices 2 (𝑝 = 0.001), 3 (𝑝 = 

0.039), 5 (𝑝 = 0.030), 6 (𝑝 = 0.007), 7 (𝑝 = 0.019), and 9 (𝑝 = 0.007). Regardless, all slices 

of this phantom were included when quantifying the microsphere concentration as the CT 

VOI used to determine the average HU in the phantom was continuous, and the volumes 

used to determine the microsphere concentration and average HU must be equivalent when 

developing calibration curves. 
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Figure 3.7: Microsphere counts in each slice of the cylindrical region of the phantoms. Slices have an average 

thickness of 1.34 ± 0.13 mm (n = 71). The asterisk indicates a statistical outlier and the horizontal bar 

indicates the mean number of microspheres in the phantom. Error bars represent the standard deviation of 

the counts over the three depths in each slice. 
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3.5.2 Calibration Curves 

Microsphere concentrations used to generate the calibration curves are the 

concentrations in the cylindrical region of the agarose hydrogel of each phantom, as shown 

in Figure 3.3(a). The relationship between the average CT voxel value and the microsphere 

concentration in that voxel is shown in Figure 3.8 for both CT acquisitions listed in Table 

3.1. The corresponding coefficients of determination are both equal to 0.949, indicating 

that a strong, positive correlation exists between CT voxel values and microsphere 

concentration. Numerical values for the calibration curves’ coefficients of determination, 

slopes, intercepts, and confidence intervals (CI) are presented in Table 3.3. 

 

 

Figure 3.8: CT calibration curves relating average CT voxel value to microsphere concentration in the 

phantoms for (a) Acquisition 1 and (b) Acquisition 2. The HU error bars are standard deviations of the CT 

voxel values in the VOI. Error bars associated with microsphere concentration are calculated from volumetric 

and microsphere counting uncertainty. 

 

CT Acquisition r2 
Slope (95% CI) 

[MS/Voxel] 

Intercept (95% CI)  

[HU] 

1 0.949 2.36 (1.87 – 2.85) 17.79 (-3.35 – 38.93) 

2 0.949 1.68 (1.33 – 2.02) 18.38 (3.35 – 33.41) 

Table 3.3: Coefficients of determination, slopes, intercepts, and corresponding confidence intervals for the 

linear fits of the calibration curves. 
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3.5.3 Limit of Detection 

The distribution of the CT voxel values constituting each phantom met the 

condition of normality according to a one-sample Kolmogorov-Smirnov test, as required 

to determine their 𝐿𝑂𝐷𝐻𝑈. As phantoms were originally developed to cover a wide range 

of microsphere concentrations, 𝜎𝑙𝑜𝑤 in Equation 3.1 was approximated using the HU 

standard deviation of the phantom with the minimum microsphere concentration 

containing 5.5 mg of microspheres. The 𝐿𝑂𝐷𝐻𝑈 values are equal to 69 and 71 HU for CT 

acquisitions 1 and 2, respectively. These 𝐿𝑂𝐷𝐻𝑈 values are 38 and 42 HU greater than the 

average HU of the control phantoms for CT acquisitions 1 and 2, respectively. Due to 

different slope and intercept values between the two calibration curves, the 𝐿𝑂𝐷𝑀𝑆/𝑣𝑜𝑥 

values are equal to 22 to 31 microspheres per CT voxel for CT acquisitions 1 and 2, 

respectively. These values correspond to 1.63 × 105 and 2.37 × 105 MS/mL, respectively. 

3.6 Discussion 

3.6.1 Microsphere Distribution 

Due to the restriction of analyzing the phantoms in the cylindrical region of the 

agarose hydrogel, as shown in Figure 3.3(a), the microsphere spatial distribution in the 

phantoms did not demonstrate any significant changes in the number of microspheres as a 

function of depth, excluding slice 4 from the phantom containing 26.1 mg of microspheres. 

This spatial uniformity is macroscopically verified by the uniform HU values in the 

cylindrical region of the two representative phantoms in Figure 3.6. 

3.6.2 Calibration Curves 

According to Table 3.3, CIs for the slopes and intercepts overlap for all acquired 

CT scans. Results of a Student’s t-test show there are no significant differences between 

the intercepts associated with each calibration curve, but there is a significant difference 

between the slope values (𝑝 = 0.018). The presence of CT image noise will also affect the 

quantitative determination of the true microsphere concentration in a CT voxel. Increasing 

the simulated patient thickness results in a corresponding increase in image noise and hence 

an increase in 𝐿𝑂𝐷𝐻𝑈. To quantify the effect of  increasing phantom thickness on the 

detectable limit of these microspheres, various thicknesses of solid water slabs ranging 

from 5 to 20 cm were imaged with CT over a range of tube potentials (80, 100, 120 kVp) 
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for a fixed slice thickness (1.50 mm), exposure (450 mAs), and reconstructed FOV (15.0 

cm). The 𝐿𝑂𝐷𝐻𝑈 was calculated according to Equation 3.1 substituting 
𝑎𝑔𝑎𝑟

 and 𝜎𝑎𝑔𝑎𝑟 

for the corresponding values in the solid water slabs. In Figure 3.9, the 𝐿𝑂𝐷𝐻𝑈 is plotted 

against the phantom thickness for all X-ray tube potentials. These data suggest that the 

𝐿𝑂𝐷𝐻𝑈 increases linearly with phantom thickness due to an increase in image noise from 

additional X-ray scattering within the phantom. Increased X-ray tube current, thicker CT 

slices and smoother reconstruction kernels can be implemented to further reduce CT image 

noise and its effect in determining the true microsphere concentration within a voxel and 

corresponding LOD.148 However, increasing slice thickness and using smoother 

reconstruction kernels can result in a tradeoff between image noise and spatial resolution. 

 

 

Figure 3.9: 𝐿𝑂𝐷𝐻𝑈 as a function of phantom thickness for three X-ray tube potentials: 80, 100, and 120 kVp. 

 

3.6.3 CT Imaging Parameters 

The CT slice thickness was kept at a constant value of 1.50 mm in this study. In 

clinical situations where a liver tumour may not be fully encompassed in a single slice, 

partial volume effects may decrease image contrast. Reduced slice thicknesses have been 

shown to improve tumour detection in these cases.149 The CT reconstructed FOV was also 
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kept constant at 15 cm to match the annulus’ radial dimension and to maximize the CT 

image spatial resolution. 

The default Siemens’ abdominal protocol image reconstruction kernel was found 

to produce satisfactory results for this study. CT image reconstruction of an early 

generation of point-source agarose models was attempted with sharper (B80f) and 

smoother (B10f) kernels, but the B80f kernel overly accentuated image noise and the B10f 

kernel smoothed out unintentionally induced non-uniformities within the agarose hydrogel. 

Profiles through the maximum HU value in a single point-source microsphere distribution 

from the first generation of phantoms are provided in Figure 3.10(a). Their corresponding 

CT images reconstructed with B10f and B80f kernels are shown in Figure 3.10(b) and 

Figure 3.10(c), respectively. The profiles show that the image reconstructed with the 

sharper kernel has a maximum value 61.5 HU greater than the corresponding maximum in 

the image reconstructed with the smooth kernel. In a uniform region void of microsphere 

uptake, the sharp kernel reconstruction has a standard deviation 2.5 HU greater than the 

smooth kernel reconstruction. 

 

 

Figure 3.10: (a) CT voxel intensity [HU: -100 to 300] through the maximum value of a point-source 

microsphere distribution in agarose. (b) CT image of the point-source distribution reconstructed with the 

smooth B10f kernel. (c) CT image of the point-source distribution reconstructed with the sharp B80f kernel. 
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These earlier generation of phantoms were also imaged with a variation in CT slice 

thickness and FOV, but when the value of these parameters was halved, no significant 

change was detected in the average CT voxel value of the microsphere distribution. This 

implies that CT slice thickness and FOV can be doubled without impacting the 

quantification of MS concentration in these phantoms, as long as the VOI in the phantom 

is consistently defined. 

3.6.4 Limit of Detection 

As the 𝐿𝑂𝐷𝐻𝑈 is a function of both the mean and standard deviation of the CT voxel 

values of the control phantom, this parameter depends on the assumption of the liver 

tumour’s average HU, which was arbitrarily defined between 20 and 30 HU, depending on 

the X-ray tube potential. Altering this baseline value will consequently alter the 𝐿𝑂𝐷𝐻𝑈. 

Furthermore, reducing the standard deviation of the CT voxel values will improve the 

accuracy of the 𝐿𝑂𝐷𝐻𝑈 (for a fixed CT acquisition). Noise reduction techniques previously 

mentioned can be implemented to this end. 

3.6.5 Application to Recent Formulations 

As this proposed methodology to determine the inherent radiopacity of radiopaque 

microspheres proved successful in the original microsphere formulation (Formulation 1), 

it was applied to more recent microsphere formulations (Formulations 2 and 3) whose 

composition was optimized in an effort to increase their inherent radiopacity relative to 

Formulation 1. Figure 3.11 demonstrates the difference in radiopacity over these three 

microsphere formulations. The X-ray tube potential used to image Formulations 2 and 3 

was 80 kVp, but the slice thickness and FOV were altered relative to the values used to 

image Formulation 1, resulting in different voxel sizes. As the CT voxel sizes differ for 

Formulations 2 and 3 relative to Formulation 1, the microsphere concentrations are given 

in terms MS/mL. In terms of this concentration unit, the 𝐿𝑂𝐷𝑀𝑆/𝑚𝐿 values for 

Formulations 1, 2, and 3 are 2.65 × 105, 7.39 × 104, and 5.39 × 104 MS/mL, respectively. 

Formulations 2 and 3 have a smaller LOD compared to Formulation 1 not only due to their 

increased radiopacity, but also to an improvement in phantom development which 

increased confidence in determining the true microsphere concentration and enabled a 

smaller 𝜎𝑎𝑔𝑎𝑟 used in Equation 3.2. 
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Determining the radiopacity of these additional microsphere formulations allowed 

for the refinement of this methodology, a reduction in uncertainties, and an opportunity to 

further investigate calibration curve linearity at higher and lower microsphere 

concentrations. A comparison of the slope and intercept values using ANCOVA revealed 

no significant differences in the intercept values, but did reveal significant differences 

between the slopes (𝐹(2,6) = 25.67, 𝑝 = 0.001). The post hoc Tukey test reveals a p-value 

less than 0.001 for the Formulation 1 and Formulation 2 comparison, 𝑝 = 0.243 for the 

Formulation 1 and Formulation 3 comparison, and 𝑝 = 0.910 for the Formulation 2 and 

Formulation 3 comparison. The lack of significance in the comparison of the slopes derived 

from Formulation 1 and Formulation 3 is attributed to the reduced range of microsphere 

concentrations in the analysis of Formulation 3. 

 

 

Figure 3.11: CT calibration curves for three microsphere formulations relating average CT voxel values to 

microsphere concentration. The HU error bars are standard deviations of the voxel values in the VOI and 

error bars associated with microsphere concentration are calculated from volumetric and microsphere 

counting uncertainty. 
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3.6.6 Study Limitations 

The greatest uncertainty in developing calibration curves relating CT voxel values 

to microsphere concentration is in quantifying the number of microspheres uniformly 

distributed within the agarose hydrogel. When present, ridges and troughs on the surfaces 

of the agarose slices can produce false positives when quantifying the number of 

microspheres using a circular Hough transform. More careful slicing or a more accurate 

methodology for microsphere quantification may provide increased confidence in a 

calibration curve’s slope and intercept.  

Agarose was chosen as the primary material in the phantoms due to its tissue-

equivalent properties, ease of access, and its ability to incorporate other trace elements to 

alter the X-ray imaging properties of the material. However, agarose is not ideal from a 

material stability standpoint. Due to its large water fraction, phantom dehydration poses a 

problem if they are not vacuum sealed and are to be imaged over the course of several 

hours, depending on local humidity conditions. This quality limits the practical use of 

agarose as a liver tissue surrogate in developing calibration curves for radiopaque 

microspheres. 

Microscopy studies of ex vivo liver samples have shown that glass microspheres 

tend to aggregate in small clusters of up to 20 microspheres, depending on liver tumour’s 

vascularity.54 Previous work by our group has investigated CT voxel enhancement due to 

small clusters (15–1500) of the initial formulation of radiopaque microspheres in liver 

tissue-equivalent phantoms. Preliminary results show good agreement in terms of 

calibration curve parameters with microsphere clusters as large as several hundred 

microspheres. Additional work is required to investigate this relationship for more recent 

microsphere formulations. 

In this work, a singular liver tumour HU value is assumed. Each patient will likely 

have a unique tumour HU, and this will scale the calibration curves to higher or lower HU 

values, depending upon attenuation characteristics of the tumour. Furthermore, the HU 

heterogeneity within a tumour will likely be much larger than that observed in the 

fabricated agarose phantoms. As these CT calibration curves are relative to a background 

value, curves would have to be calculated on a patient-by-patient basis. To that end, NaCl 

phantom concentration could be altered to achieve a variety of background values. 
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Alternatively, pre- and post-CT imaging of a liver tumour before and after microsphere 

administration would give a relative HU enhancement, ΔHU, which could be an alternative 

metric in developing future calibration curves for these microspheres. It has also been 

shown that the CT scanner’s manufacturer can influence HU accuracy.150 The development 

of a single, transportable calibration phantom could address this problem by providing a 

means to calibrate CT scanners from a range of manufacturers across multiple institutions. 

Since a relatively small fraction of administered activity is usually shunted to the 

lungs, it is entirely possible that CT-based evaluation of microsphere distribution in the 

lungs after treatment will not be practical. The challenge of calculating lung dose after 

treatment remains similar to that faced by current 90Y-based microsphere administrations. 

Future work aims to apply these calibration curves to CT scans of animal models 

embolized with radiopaque microspheres and extract an accurate radiation dose. 

3.6.7 Impact 

Despite many studies having demonstrated a positive correlation between the 

absorbed dose and objective tumour response in patients treated with 90Y glass 

microspheres in TARE, a precise dose threshold for objective tumour response is yet to be 

defined. Absorbed tumour doses resulting in tumour response range from 100 – 500 Gy, 

although these values are estimates of an average dose determined by PET or SPECT 

imaging.45,70,102,103,135 The true dose heterogeneity cannot be quantified with these low-

resolution imaging modalities. However, microscopy studies of ex vivo liver samples have 

found that an actual delivered HCC tumour dose was in the range of 100 – 8000 Gy, while 

the intended tumour dose was 150 Gy.54 Another microscopy study estimated that the 

minimum HCC tumour dose was less than half of the average tumour dose.90 Quantifying 

the true tumour dose heterogeneity is vital as low dose regions correlate with reduced local 

control and increase the chance of local recurrence.151 High-resolution CT imaging of 

microsphere distributions will provide increased confidence in the true spatial distribution 

of the microspheres, hence the distribution of 90Y activity in the tumour. This is an essential 

prerequisite in determining the absorbed tumour dose and will allow for an improved 

characterization of the absorbed dose heterogeneity in TARE. 
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If high-resolution, post-administration CT imaging can better characterize the true 

microsphere distribution and corresponding absorbed dose, and liver tumour dose 

thresholds can be established for radiopaque 90Y microspheres, then a viable patient-

response relationship can be established and should translate into improved patient 

outcomes. 

3.7 Conclusion 

In this work, a methodology was proposed for the development of calibration 

curves relating microsphere concentration within a CT voxel to the corresponding HU of 

that voxel. This relationship was investigated through clinical CT imaging of microsphere 

distributions in liver tissue-equivalent phantoms. Results of this work show that HU values 

and microsphere concentration are positively correlated over a range of CT acquisition 

parameters. Our findings demonstrate the potential of CT to quantify the infusion of 

microspheres for more accurate dosimetry in TARE when used in conjunction with proper 

dosimetry software. This finding may improve our understanding of the relationship 

between absorbed dose and tumour response, which could ultimately translate into 

improved patient outcomes. The optimization of the prototype microsphere composition to 

maximize its inherent radiopacity will be an important step in realizing this goal. 
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Chapter 4 Manuscript 2: Post-Administration Dosimetry in 

Yttrium-90 Radioembolization through micro-CT Imaging of 

Radiopaque Microspheres in a Porcine Renal Model 

 

4.1 Prologue 

This manuscript describes the first implementation of CT-based dosimetry in 

TARE following micro-CT imaging of non-radioactive, radiopaque microspheres 

distributions a porcine renal model. The impact of the spatial resolution of an imaging 

system on the extraction of specific dose metrics was investigated. This manuscript 

demonstrates high-resolution micro-CT imaging of in vivo radiopaque microsphere 

distributions can provide increased confidence in characterizing the absorbed dose 

heterogeneity in 90Y TARE, and that dose-volume metrics are correlated with the spatial 

resolution of the imaging modality. 

This manuscript was published in Physics in Medicine & Biology. The reference is 

provided below. 

 

• Henry, E. C., Strugari, M., Mawko, G., Brewer, K. D., Abraham, R., 

Kappadath, S. C., & Syme, A. (2021). Post-administration Dosimetry in 

Yttrium-90 Radioembolization through Micro-CT Imaging of Radiopaque 

Microspheres in a Porcine Renal Model. Physics in Medicine & Biology, 66(9), 

095011. 

 

4.2 Abstract 

Purpose: To perform post-administration dosimetry in 90Y TARE through micro-

CT imaging of non-radioactive, radiopaque microspheres distributions in a porcine renal 

model, and to explore the impact of spatial resolution of an imaging system on the 

extraction of specific dose metrics. 

 Methods: Following the administration of non-radioactive, radiopaque 

microspheres to the kidney of a hybrid farm pig, the kidney was explanted and imaged with 

micro-CT. To produce an activity distribution, 400 MBq of 90Y activity was distributed 

throughout segmented voxels of the embolized vasculature based on an established linear 
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relationship between microsphere concentration and CT voxel value. This distribution was 

downsampled to coarser isotropic grids ranging in voxel size from 2.5 mm to 15 mm to 

emulate nominal resolutions comparable to those found in 90Y PET and bremsstrahlung 

SPECT imaging. Dose distributions were calculated through the convolution of activity 

distributions with DVKs generated using the GATE Monte Carlo toolkit. Contours were 

computed to represent normal tissue and target volumes. Dose-volume histograms, dose 

metrics, and dose profiles were compared to a ground truth dose distribution computed 

with GATE. 

Results: The mean dose to the target for all studied voxel sizes was found to be 

within 5.7% of the ground truth mean dose. The dose-volume metric 𝐷70 was shown to be 

strongly correlated with image voxel size of the dose distribution (r2 = 0.897). 𝐷70 is cited 

in the literature as an important dose metric and its dependence on voxel size suggests 

higher resolution dose distributions may provide new perspectives on dose-response 

relationships in 90Y TARE.  

Conclusion: This study demonstrates that dose distributions with large voxels 

incorrectly homogenize the dose by attributing escalated doses to normal tissues and 

reduced doses in high-dose target regions. High-resolution micro-CT imaging of 

radiopaque microsphere distributions can provide increased confidence in characterizing 

the absorbed dose heterogeneity in 90Y TARE. 

4.3 Introduction 

HCC – the most prevalent of all primary liver cancers – is the third leading cause 

of cancer deaths worldwide and its mortality rates have increased faster than mortality rates 

for any other common cancer.152,153 Curative treatments include surgical resection and 

transplantation, although most patients do not meet the criteria for these procedures.20,154 

TARE is an alternative treatment for nonresectable liver cancer where 90Y-labeled 

microspheres are administered through a microcatheter placed within the hepatic arterial 

vasculature to selectively target and irradiate liver tumours while sparing the surrounding 

healthy liver parenchyma. The successful infusion of microspheres in the tumour’s 

microvasculature can be attributed to the unique perfusion of the liver in which tumoural 
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tissue derives its blood supply almost exclusively from the hepatic artery while healthy 

liver parenchyma derives approximately 80% its blood supply from the portal vein.31 

There are two commercially available microspheres in TARE: TheraSphere® glass 

microspheres (Boston Scientific Corp., Marlborough, MA, USA) and SIR-Spheres® resin 

microspheres (Sirtex Medical Inc., Woburn, MA, USA). Both products utilize 90Y as the 

therapeutic agent, which is a pure 𝛽− emitter decaying to stable 90Zr with a physical half-

life of 64.2 ± 0.30 hours (2.68 days).58 The average and maximum 𝛽− emission energies 

are 0.9267 ± 0.0008 MeV and 2.2787 ± 0.0013 MeV, respectively, which correspond to a 

𝛽− particle range of 2.4 mm and 11.0 mm in water.59,60 The radial distance at which 90% 

of the emitted 90Y energy is absorbed, X90, is equal to 5.4 mm.61  

Due to the limited range of these 𝛽− particles, it is essential to fully characterize 

the microsphere spatial distribution if one is to perform accurate post-treatment dosimetry 

in 90Y TARE. PET and SPECT imaging of microsphere spatial distributions can provide 

estimates of the mean absorbed dose to the tumour and surrounding healthy tissue. Despite 

accumulating evidence supporting a strong, positive correlation between absorbed dose 

and tumour response in patients treated with TheraSphere microspheres, precise tumour 

dose thresholds have not been consistently defined.55,70,103,135,155 This may be partially 

attributed to the nominal and spatial resolutions of PET and SPECT in which the nominal 

resolution (voxel size), among other factors, affects the achievable spatial resolution 

performance. The spatial resolution measured by the FWHM is reported to lie between 5.0 

and 10.0 mm in 90Y PET imaging and between 7.0 and 30.0 mm in bremsstrahlung SPECT 

imaging.9–11 

These values are larger than the average range of 90Y 𝛽− emissions and are orders of 

magnitude larger than the distance scale over which changes in microsphere concentration 

have been observed.54,91 The resultant blurring of the 90Y activity distribution image can 

diminish true variations in the absorbed dose and incorrectly ascribe a more homogeneous 

distribution. Accordingly, there exists an unmet clinical need to provide substantially 

higher spatial resolution imaging of microsphere distributions to facilitate high-accuracy 

dose calculations in 90Y TARE. The superior spatial resolution of X-ray imaging modalities 

has the potential to address this shortcoming. 



78 

 

X-ray-based evaluations of TheraSphere and SIR-Spheres distributions are not 

currently performed as the visualization of microsphere-loaded vasculature is insufficient 

to be of clinical use.38,156 However, a novel, prototype glass microsphere is currently under 

development by ABK Biomedical (Halifax, NS, Canada) that incorporates high-Z elements 

within its material composition to confer substantial radiopacity to the microsphere. In turn, 

this allows high-resolution X-ray imaging to be used to visualize the microsphere’s in vivo 

spatial distribution with improved accuracy relative to PET and SPECT imaging. The 

radiopacity of previous radiopaque microsphere formulations has been verified in clinically 

relevant concentrations through CT imaging of tissue-equivalent phantoms.157 

Post-administration CT imaging of radiopaque microsphere distributions can 

directly impact our current understanding of the dose-response relationship in 90Y TARE, 

which is crucial for the accurate determination of tumour doses and healthy tissue 

tolerances to improve normal tissue complication probability (NTCP) and TCP models. 

Furthermore, post-administration CT imaging could immediately reveal undertreated 

regions within the tumour volume which could be quickly addressed with adjuvant 

therapies, such as ablation or SBRT. It is important to identify these regions as they have 

been shown to correlate with reduced local control and an increased probability of local 

recurrence in the treatment of HCC.151  

The objective of this study is to perform high-accuracy dosimetry in 90Y TARE by 

convolving DVKs with simulated 90Y activity distributions derived from micro-CT (µCT) 

imaging of non-radioactive, radiopaque microspheres distributions within a porcine renal 

model, and to explore the impact of the spatial resolution of an imaging system on the 

extraction of specific dose metrics. 

4.4 Methods and Materials 

4.4.1 Radiopaque Microspheres 

The radiopaque microspheres used in this study were multi-component, yttrium-89 

(89Y)-infused microspheres composed of an experimental, proprietary blend of yttrium-

strontium-gallium-silicate oxide glass and were similar in size and density to TheraSphere 

microspheres (20-30 μm diameter, ρ = 3.3 g/cm3). A total of 480 mg of these microspheres 

were administered into the segmental arteries of the left kidney in a hybrid farm pig. These 
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microspheres did not undergo neutron activation to produce 90Y as the primary goal of the 

animal study was to evaluate the radiopacity of the radiopaque microsphere formulation, 

not to perform dosimetry based on 90Y activity distributions determined through nuclear 

medicine imaging. 

4.4.2 Porcine Renal Model 

The porcine model utilized in this study was a 4-month-old female Landrace-

Yorkshire hybrid farm pig weighing 70 kg. Pre-procedural X-ray angiographic imaging 

(AXIOMArtis, Siemens Healthcare Ltd., Erlangen, Germany) following the administration 

of an iodine-based vascular contrast agent (ISOVUE-200®, Bracco Diagnostic Inc., Milan, 

Italy) allowed for the identification of the optimal microsphere administration site within 

the segmental artery of the left kidney.  A 2.5 Fr 0.021” microcatheter placed coaxially 

within a 4 Fr parent catheter (Cook Medical LLC, Bloomington, IN, USA) was guided to 

the site where the microspheres were administered. Following administration, the kidney 

was explanted and flash frozen at -70°C until the time of imaging. The Centre hospitalier 

de l'Université de Montréal Ethics Committee approved the animal protocol whose data 

were analyzed for this study. 

4.4.3 Micro-CT Imaging 

The kidney was imaged with µCT (Triumph X-O, Gamma Medica-Ideas Inc., Los 

Angeles, CA, USA) using a 92 mm axial FOV and 0.18 mm isotropic voxels. The X-ray 

tube potential was set to 80 kVp with an exposure of 13 mAs over 512 projections, which 

were reconstructed using FBP. The embolized arterial vasculature was segmented through 

voxel intensity thresholding to serve as 90Y source voxels. An external, whole-body (𝑊𝐵) 

contour was drawn ± 2 cm from the hilum in the cranial-caudal direction as the inferior 

and superior poles of the kidney were largely void of embolization. A 1 cm-diameter 

spherical volume was placed in a region of the kidney where no embolization was present 

to serve as a “normal tissue” VOI, designated as 𝑁𝑇. A 2 cm-diameter spherical volume 

was placed at the centroid of 𝑊𝐵 to serve as a “target” VOI, designated as 𝑇. Figure 4.1 

shows both VOIs within 𝑊𝐵 using a maximum intensity projection displayed in HU for 

both coronal and sagittal planes. The contours 𝑇, 𝑊𝐵, and 𝑁𝑇 are coloured red, green, and 

magenta, respectively.  
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Figure 4.1: VOIs within the kidney shown on a µCT maximum intensity projection [HU: -1000 to 5000]: 

Red – target, Magenta – normal tissue, Green – whole-body. (a) Sagittal view. (b) Coronal view. The apparent 

presence of embolized tissue within the normal tissue is due to the projection of the 3D VOI onto a 2D plane. 

 

4.4.4 Activity Distributions 

Previous work demonstrated that the intensity of CT image voxels containing 

radiopaque microspheres increases linearly with microsphere concentration.157 Based on 

these findings, 400 MBq of 90Y activity was linearly distributed throughout delineated 90Y 

source voxels based on voxel intensity. Volume and activity parameters for the VOIs are 

given in Table 4.1. 

 

Volume of Interest 
Volume 

[mL / % of WB] 

Total Activity 

[MBq / % of WB] 

WB 69.16 / 100 400.0 / 100 

NT 0.52 / 0.75 0 / 0 

T 4.19 / 6.06 19.0 / 4.74 

Table 4.1: Volume and activity parameters for the normal tissue, target, and whole-body VOIs. 

 

The high-resolution activity distribution 𝐴0.18 determined from µCT imaging was 

down sampled to coarser resolutions using trilinear interpolation to emulate a wide range 

of nominal resolutions comparable to those encountered in nuclear medicine imaging. In 

this study, six additional 90Y activity distributions were generated with isotropic voxel sizes 

of 2.50, 5.00, 7.50, 10.00, 12.50, and 15.00 mm, referred to as 𝐴2.50, 𝐴5.00, 𝐴7.50, 𝐴10.00, 

𝐴12.50, and 𝐴15.00, respectively. As microspheres are permanent implants in TARE, the 
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cumulated activity distribution 𝐴̃ was determined by multiplying each activity distribution 

by the mean lifetime of 90Y. 

4.4.5 Monte Carlo Dosimetry 

Simulations of 90Y radiation transport were performed using the GATE v9.0 Monte 

Carlo toolkit installed in Ubuntu 18.04.5 LTS.158 This version of GATE makes use of 

Geant4 version 10.06.p01. The Geant4 standard electromagnetic physics package option 

4, designed for applications requiring higher accuracy of electron tracking, was used in all 

simulations. The GATE DoseActor scored dose in a voxelized digital phantom derived 

from the µCT kidney volume. All voxels within 𝑊𝐵 were defined as water, voxels outside 

of 𝑊𝐵 were defined as air, and source voxels were defined as 90Y. Neither the glass 

microsphere nor kidney tissue composition were modeled. The 90Y source, incorporating 

all radioactive decay pathways and atomic de-excitation, was linearly and uniformly 

distributed amongst segmented µCT voxels. One billion histories (90Y decays) were 

simulated from the source voxels using a random number generator to randomly sample 

the 90Y decay pathways. The produced decay products followed particle transport 

management which is distinguished on several levels: run, track, and step.159 In the run 

level, the initialization and termination of each history is managed. The event level governs 

the simulation of a single history, where each history includes the tracks of the primary and 

secondary particles created during that history. In the final level, the step size of the history 

is calculated. Particles were explicitly tracked until they left the µCT kidney geometry or 

had an energy less than 1 keV. The absorbed dose per interaction was scored in each voxel 

and the mean absorbed dose per history was calculated from the total dose distribution. No 

variance reduction techniques were employed in this simulation. This MC-derived dose 

distribution 𝑑𝑑𝑀𝐶 served as the ground truth dose distribution. The simulation was 

performed using two Intel® Xeon® E5-2630 2.30 GHz hexa-core CPUs taking ~80 hours 

to compute.  

4.4.6 Dose-Voxel Kernels 

GATE was used to compute 90Y DVKs consisting of isotropic voxels with 

dimensions of 0.18, 2.50, 5.00, 7.50, 10.00, 12.50, and 15.00 mm, referred to as 𝐷𝑉𝐾0.18, 

𝐷𝑉𝐾2.50, 𝐷𝑉𝐾5.00, 𝐷𝑉𝐾7.50, 𝐷𝑉𝐾10.00, 𝐷𝑉𝐾12.50, and 𝐷𝑉𝐾15.00, respectively. In each of 
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these simulations, a 90Y source uniformly distributed within a single voxel was placed at 

the origin of a spherical water phantom and 40 million histories were set to decay in this 

voxel. Voxels whose center of mass was ≤ 25 mm from the origin were assigned to water 

and all others were set to air. The mean absorbed dose per history was calculated for each 

DVK and voxels whose center of mass was > 25 mm were set to zero to ensure application 

of homogeneous and spherically symmetric DVKs during convolution. All 90Y radiation 

transport parameters were identical to those used in producing 𝑑𝑑𝑀𝐶. The absorbed dose 

per voxel along cardinal axes in 𝐷𝑉𝐾0.18 was benchmarked against a MC-derived 90Y dose-

point kernel59 (DPK) with the dosimetric uncertainty expressed as the standard deviation 

𝜎𝑑𝑜𝑠𝑒 in the kernel’s voxels along the six cardinal axes, as defined by Equation 4.1, 

 

 

 

𝜎𝑑𝑜𝑠𝑒 = √
1

𝑁 − 1
∑(𝐷𝑖(𝑟) − 𝐷̅(𝑟))2

𝑁

𝑖=1

 4.1 

 

where 𝑁 = 6 is the number of cardinal axes, 𝑟 is the radial distance from the origin along 

each cardinal axis, 𝐷𝑖 is the absorbed dose to voxel 𝑖, and 𝐷̅ is the mean dose across voxels 

from all cardinal axes. The relative statistical uncertainty 𝜎𝑠𝑡𝑎𝑡 in the MC simulation was 

calculated on a per voxel basis and is defined in Equation 4.2. 

 

 

 

𝜎𝑠𝑡𝑎𝑡 =
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𝑛 − 1 [(
∑ 𝑑𝑖

2
𝑖

𝑛 ) − (
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∑ 𝑑𝑖𝑖

𝑛

 
4.2 

 

Here, 𝑑𝑖 is the energy deposited in a voxel and 𝑛 is the number of interactions within the 

voxel. 
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4.4.7 Convolutional Dosimetry 

For a non-uniform radioisotope activity distribution in an infinite, homogeneous 

medium, the absorbed dose distribution D can be determined by convolving 𝐴̃ with a 𝐷𝑉𝐾 

according to Equation 4.3,   

 

 𝐷(𝑥, 𝑦, 𝑧) = ∑ ∑ ∑ 𝐴̃(𝑥′, 𝑦′, 𝑧′) ∗ 𝐷𝑉𝐾(𝑥 − 𝑥′, 𝑦 − 𝑦′ , 𝑧 − 𝑧′)

𝑧′𝑦′𝑥′

 4.3 

 

where 𝐴̃ is the cumulative radionuclide activity distribution and 𝐷𝑉𝐾 is the spatially 

invariant kernel that describes the absorbed dose in each voxel from disintegrations in the 

source voxel. Convolution of the cumulative 90Y activity distributions with their 

corresponding 90Y kernels was performed in the frequency domain with the fast Fourier 

transform to produce 𝑑𝑑0.18, 𝑑𝑑2.50, 𝑑𝑑5.00, 𝑑𝑑7.50, 𝑑𝑑10.00, 𝑑𝑑12.50, and 𝑑𝑑15.00, 

corresponding to dose distributions with voxels sizes of 0.18, 2.50, 5.00, 7.50, 10.00, 12.50, 

and 15.00 mm, respectively. Convolution calculations were performed in MATLAB 

R2020b (MathWorks Inc., Natick, MA, USA). 

4.4.8 Statistical Analysis 

Dosimetric evaluations of the VOIs within the kidney volume were compared using 

several standard dose metrics, including the minimum dose 𝐷𝑚𝑖𝑛, median dose 𝐷𝑚𝑒𝑑, 

maximum dose 𝐷𝑚𝑎𝑥, mean dose 𝐷µ, and standard deviation 𝜎. The coefficient of variation 

(COV) is defined as 𝜎/𝐷µ. Metrics were expressed using the generic format 𝑑𝑉𝑂𝐼𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

𝑀𝑒𝑡𝑟𝑖𝑐 . 

For example, the mean dose 𝐷µ to the tumour 𝑇 in the 2.5 mm voxel dose distribution 𝑑𝑑2.5 

is 𝑑𝑇2.5

µ
. Cumulative dose-volume histograms (cDVHs) were also calculated for all VOIs to 

characterize the dose distributions and extract the minimum dose to 70% and 1% of the 

entire volume, 𝐷70 and 𝐷1, respectively. The correlation between dose metrics and image 

voxel size was quantified using the coefficient of determination r2. Dose distributions were 

displayed using MIM Software v6.9.4 (MIM Software Inc., Cleveland, OH, USA). 
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4.5 Results 

4.5.1 Dose-Voxel Kernels 

Mean DVK profiles along cardinal axes are compared against a previously 

published 90Y DPK in Figure 4.2, where the error bars corresponds to the dosimetric error 

defined in Equation 4.1.59  Central voxel values of the DVKs differ by orders of magnitude 

relative to the DPK due to the use of concentric dose scoring shells surrounding a 

singularity opposed to a voxelized 3D grid surrounding a finite-sized source voxel. 

Statistical errors in the central voxel of all DVKs, as defined in Equation 4.2, are between 

0.016% and 0.011%. 

Beyond the central voxel, the reference DPK shows excellent agreement with 

𝐷𝑉𝐾0.18. However, as the DVK voxel size increases, the larger voxels begin to 

underestimate the dose near the origin and over-estimate the dose at greater radial 

distances. Ignoring bremsstrahlung losses, the total energy deposited remains constant as 

the same number of decay events (40 million) were generated for each DVK.  

 

 

Figure 4.2: 90Y DVK profiles averaged across the six cardinal axes compared against a reference DPK profile 

extending to a 90Y β- particle range of 11.0 mm. 
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Figure 4.3 presents 2D and 3D representations of 90Y DVKs for three cases: 𝐷𝑉𝐾0.18, 

𝐷𝑉𝐾2.50, 𝐷𝑉𝐾10.00. Figure 4.3 shows 3D surface plots through the central slice (a,c,e) and 

2D cross-sections of the central slice (b,d,f). 

 

 

 

Figure 4.3: (a,c,e): 3D surface plots of 𝐷𝑉𝐾0.18, 𝐷𝑉𝐾2.50, 𝐷𝑉𝐾10.00 through the central slice. (b,d,f): 2D 

cross-section of 𝐷𝑉𝐾0.18, 𝐷𝑉𝐾2.50, 𝐷𝑉𝐾10.00 through the central slice. 
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4.5.2 Dose Distributions 

For a qualitative assessment of the 90Y dose distributions, a common axial slice 

from all dose distributions is shown in Figure 4.4. Qualitatively, it is difficult to distinguish 

𝑑𝑑𝑀𝐶 from 𝑑𝑑0.18 except in low dose regions where the statistical variations in 𝑑𝑑𝑀𝐶 

become apparent. Although hot spots exceeding 2000 Gy present in the tumour VOIs in 

𝑑𝑑𝑀𝐶 and 𝑑𝑑0.18 are still discernable in 𝑑𝑑2.50, their maximum intensity is drastically 

reduced through volume-averaging. Conversely, voxels void of dose in the hilum in the 

right-hand side of Figure 4.4(a-d) are no longer nonzero in 𝑑𝑑7.50, 𝑑𝑑10.00, 𝑑𝑑12.50, and 

𝑑𝑑15.00 as volume-averaging results in an increasingly homogeneous dose distribution. 

Quantitively, 𝑑𝑇𝑀𝐶

µ
= 245 ± 511 Gy, 𝑑𝑇𝑀𝐶

𝑚𝑖𝑛  = 0 Gy, and 𝑑𝑇𝑀𝐶

𝑚𝑎𝑥 = 10,041 Gy. The 

percent difference of 𝑑𝑇0.18

µ
 relative to 𝑑𝑇𝑀𝐶

µ
 is -1.0%. In the remaining dose distributions, 

𝐷µ differs from 𝑑𝑇𝑀𝐶

µ
 by -5.7% to 5%, suggesting that the mean dose in this macroscopic, 

embolized volume can be ascertained with reasonable confidence independent of the image 

resolution. Changes in the metric 𝐷70 are more sensitive to changes in the spatial resolution 

of the dose distributions. The percent difference of 𝑑𝑇0.18

70  relative to 𝑑𝑇𝑀𝐶

70  is -1.2%, while 

the relative percent difference between 𝑑𝑇𝑀𝐶

70  and 𝐷70 to 𝑇 within the remaining dose 

distributions ranges from 40.6% to 299.5%. The percent difference of 𝑑𝑇0.18

1  relative to 

𝑑𝑇𝑀𝐶

1  is  -0.8%, while the percent differences between 𝑑𝑇𝑀𝐶

1  and 𝐷1 to 𝑇 within the 

remaining dose distributions ranges from -38.2% to -89.8%.  

Figure 4.5 shows an axial slice through the centroid of 𝑁𝑇 in all dose distributions. 

This VOI is largely void of dose in Figure 4.5(a,b), with 𝑑𝑁𝑇𝑀𝐶

𝑚𝑎𝑥 = 3.2 𝐺𝑦 and 𝑑𝑁𝑇0.18

𝑚𝑎𝑥 = 1.3 

Gy. The dose distributions 𝑑𝑑2.50 and  𝑑𝑑5.00 in  Figure 4.5(c,d) show the effect of dose 

spill-in from embolized tissue outside of 𝑁𝑇, although there remain voxels within the VOI 

that are void of dose, i.e. 𝑑𝑁𝑇2.50

𝑚𝑖𝑛 = 0 Gy and 𝑑𝑁𝑇5.00

𝑚𝑖𝑛 = 0 Gy. The minimum dose to 𝑁𝑇 

becomes nonzero for 𝑑𝑑7.50, 𝑑𝑑10.00, 𝑑𝑑12.50, and 𝑑𝑑15.00 while the maximum dose to 𝑁𝑇 

is 𝑑𝑁𝑇12.50

𝑚𝑎𝑥 = 214.5 Gy. Dose metrics for 𝑇 and 𝑁𝑇 from all dose distributions shown in 

Figure 4.4 and Figure 4.5 are listed in Table 4.2 and Table 4.3, respectively. All units in 

Table 4.2 and Table 4.3 are in Gy, except for the unitless COV.
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Figure 4.4: Axial fusion of µCT and dose distributions containing planar contours of the target (Red) [HU: 0 to 1500]. (a) 𝑑𝑑𝑀𝐶  (b) 𝑑𝑑0.18 (c) 𝑑𝑑2.50 (d) 𝑑𝑑5.00 (e) 

𝑑𝑑7.50 (f) 𝑑𝑑10.00 (g) 𝑑𝑑12.50 (h) 𝑑𝑑15.00. 
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Isotropic Voxel Size [mm] Dµ σ COV D70 D1 Dmin Dmed Dmax 

MC (0.18) 245.3 511 2.08 55.3 2556.1 0.1 107.8 10041.0 

0.18 242.9 507 2.09 54.6 2534.4 1.3 106.5 9928.1 

2.50 239.8 322 1.34 77.8 1580.1 2.0 136.7 1978.6 

5.00 257.5 241 0.94 142.9 775.7 13.0 191.5 967.4 

7.50 254.5 185 0.73 189.7 584.6 34.5 193.9 747.8 

10.00 236.7 167 0.71 170.9 363.0 65.7 207.8 533.7 

12.50 251.2 124 0.50 214.0 323.2 96.1 251.5 773.0 

15.00 231.4 54 0.23 220.9 260.0 92.0 256.6 275.7 

Table 4.2: Dose metrics for the target across all dose distributions. All units are in Gy, except the unitless 

COV. 

 

 

 

 

 

 

Isotropic Voxel Size [mm] Dµ σ COV D70 D1 Dmin Dmed Dmax 

MC (0.18) 0.0 0.1 - 0.3 1.0 0.0 0.0 3.2 

0.18 0.0 0.1 8.00 0.3 1.0 0.0 0.0 1.3 

2.50 0.2 0.5 3.40 0.3 3.3 0.0 0.1 9.9 

5.00 1.7 2.1 1.27 0.8 10.9 0.0 1.2 24.2 

7.50 13.2 22.3 1.68 3.5 95.0 1.2 1.7 95.5 

10.00 22.9 13.8 0.60 15.2 48.0 8.1 15.9 48.8 

12.50 35.9 43.4 1.21 14.0 167.1 13.4 17.3 214.5 

15.00 47.3 8.1 0.17 43.0 55.0 43.9 26.0 182.1 

Table 4.3: Dose metrics for normal tissue across all dose distributions. All units are in Gy, except the unitless 

COV. 
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Figure 4.5: Axial fusion of µCT and dose distributions containing planar contours of the normal tissue (Cyan) [HU: 0 to 1500]. (a) 𝑑𝑑𝑀𝐶  (b) 𝑑𝑑0.18 (c) 𝑑𝑑2.50 (d) 

𝑑𝑑5.00 (e) 𝑑𝑑7.50 (f) 𝑑𝑑10.00 (g) 𝑑𝑑12.50 (h) 𝑑𝑑15.00. 
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Dose metrics for 𝑇 from the convolution-based dose distributions are plotted as a 

function of image voxel size in Figure 4.6. The relationship between 𝐷70 and voxel size is 

well described by a linear fit (r2 = 0.897). 𝐷µ was found to be independent of voxel size as 

demonstrated by an insignificant correlation (r2 = 0.066). Tumour hot spot (𝐷1), however, 

had a non-linear relationship with voxel size. The magnitude of the hotspot decreased 

rapidly with increasing voxel size between 0.18 mm and 5.00 mm voxels.  For larger 

voxels, the hotspot continues to decrease, but at a slower rate. The homogeneity of the 

absorbed dose can be expressed by the COV which is given in Table 4.2. For 𝑇, the COV 

is a monotonically decreasing function of the voxel size, i.e. convolution-based 

distributions with larger voxel sizes have consistently more homogeneous dose 

distributions. 

  

 

Figure 4.6: 𝐷µ ± 𝜎 , 𝐷70 , and 𝐷1 as a function of image voxel size for the target for all convolution-based 

dose calculations. Coefficients of determination are provided for both linear fits. 

 

4.5.3 Dose Profiles 

Dose profiles from an example, non-homogeneous axial slice are shown in Figure 

4.7(a) and Figure 4.7(b) for a continuous line segment through 𝑊𝐵 hot spots, illustrated in 
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Figure 4.7(c). The same dose peaks and troughs are clearly discernable in both 𝑑𝑑𝑀𝐶 and 

𝑑𝑑0.18, although differences exist between the two profiles due to statistical variations in 

𝑑𝑑𝑀𝐶. The maximum dose values along the profiles in 𝑑𝑑𝑀𝐶 and 𝑑𝑑0.18 are 5,356 Gy and 

5,313 Gy, respectively. Although these dose peaks are present in 𝑑𝑑2.50, the magnitudes of 

each peak are drastically reduced with a maximum value of only 1761 Gy, a factor of ~3 

less than the maximum in 𝑑𝑑𝑀𝐶.The remaining dose distributions have maxima ≤ 1000 Gy 

and the appearance of the dose peaks and troughs present in 𝑑𝑑𝑀𝐶 begin to become 

imperceptible. The dose distribution 𝑑𝑑15.00 produces the most homogeneous profile with 

values ranging from 18 to 532 Gy. 
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Figure 4.7: Continuous dose profile through all dose distributions. (a) 𝑑𝑑𝑀𝐶  and 𝑑𝑑0.18 (b) 𝑑𝑑2.50, 𝑑𝑑5.00, 

𝑑𝑑7.50, 𝑑𝑑10.00, 𝑑𝑑12.50, and 𝑑𝑑15.00. (c) Axial slice from 𝑑𝑑𝑀𝐶  demonstrating the path of the dose profile 

(dotted black). 

4.5.4 Dose-Volume Histograms 

Figure 4.8 shows cDVHs for 𝑇 and 𝑁𝑇 for all dose distributions. For 𝑑𝑑𝑀𝐶 and 

𝑑𝑑0.18, the cDVHs in Figure 4.8(a) are in excellent agreement, as verified in the dose 

profiles of Figure 4.7(a) and the axial dose distributions in Figure 4.4(a) and Figure 4.4(b). 

As the voxel size is increased, the shoulder region (shown within the inset of Figure 4.8(a)) 

of the cDVHs becomes more pronounced, which falsely indicates an increased minimum 

dose to the entire volume of 𝑇. Furthermore, the tails (high dose regions) of the cDVHs are 

no longer present. These combined effects produce a more homogeneous dose distribution 
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across 𝑇. For 𝑁𝑇, as the voxel size is reduced, the curves in Figure 4.8(b) become less 

steep with increased maximum values. 

 

 

Figure 4.8: Cumulative dose-volume histograms for the (a) target (b) normal tissue. The insets in (a) and (b) 

show the histograms with a dose scale reduced by a factor of four to better observe the shoulder region.  

 

4.6 Discussion 

4.6.1 Activity Distributions 

TheraSphere microspheres are available in six standard activity vials ranging from 

3 to 20 GBq (at time of calibration) containing ~1.2 to ~8 million microspheres, 

respectively.52 The physician can customize the microsphere specific activity by choosing 

which activity vial to be used based on the desired quantity of microspheres and activity to 

be administered at time of treatment. For radiopaque microspheres, the specific activity 

will directly impact the number of administered microspheres, consequently influencing 

the CT image contrast and microsphere visibility. A lower specific activity microsphere, 

for example, requires the administration of an increased number of microspheres 

(improved visibility) to achieve a target dose. However, there is an upper limit on the 

number of microspheres that should be administered in TARE to avoid potential healthy 

tissue toxicity and microsphere reflux into surrounding healthy tissue.160,161 

Accurately defining the 90Y activity distribution is essential as any errors associated 

with the activity will propagate into dosimetric errors. A standardized methodology should 



94 

 

be implemented in order to accurately quantify the 90Y activity with post-administration 

CT. Equipped with knowledge of the microsphere’s specific activity at the time of 

administration, a calibration phantom with known concentrations of radiopaque 

microspheres could be imaged and analyzed to relate HU to the microsphere concentration, 

hence 90Y activity, within a CT voxel. For this purpose, an experimental calibration 

phantom was designed. An axial CT slice of this phantom, acquired from a clinical CT 

scanner (Optima CT580 RT, GE Healthcare, Chicago, IL, USA), is shown in  

Figure 4.9(a). For three microsphere concentrations of 0.5 mg/mL (green), 5.0 

mg/mL (red), and 25.0 mg/mL (blue), there are nine cylinders with diameters ranging from 

2 mm to 15 mm to further examine the effect of cylinder size on quantification accuracy. 

An additional VOI (magenta) was placed at the center of the phantom to quantify the HU 

of the solid, uniform background region. The calibration curve in  

Figure 4.9(b) was calculated through a linear least-squares fit of the average HU the 

microsphere concentration within the VOIs. This calibration curve was collected at a tube 

potential of 100 kVp and demonstrates strong linearity (r2 > 0.999) of CT voxel values 

across the investigated microsphere concentrations. It has also been shown that HU 

quantification accuracy can be influenced by CT scanner manufacturer, hence the 

calibration phantom should be imaged at each institution using the same CT scanner and 

image acquisition parameters employed in post-administration CT imaging of a patient.150 

The International Organization for Standardization defines the LOD as the net 

concentration of a component in a material that will lead to the conclusion that the 

concentration of analyzed component is greater than that of a control sample.144 This 

method has been successfully implemented in identifying the minimum detectable iodine 

concentration in anthropomorphic phantoms162 and can also be applied in the analysis of 

these calibration phantoms to determine the minimum detectable radiopaque microsphere 

concentration in a CT voxel. Inherent noise within a CT voxel can further reduce the 

confidence with which an activity level can be attributed to a voxel with a given HU value, 

which in turn will place a limit on the confidence with which low dose levels can be 

quantified.   
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Figure 4.9: (a) Clinical CT slice of a calibration phantom containing a uniform background region (magenta) 

and three microsphere concentrations: 0.5 mg/mL (green), 5.0 mg/mL (red), and 25.0 mg/mL (blue). There 

are nine cylinders per concentration having diameters ranging from 2 mm to 15 mm (b) Calibration curve 

with coefficient of determination r2 > 0.999. Average voxel values were extracted for the largest cylinders 

only. 

 

4.6.2 Monte Carlo Dosimetry 

Particle transport through the kidney was performed assuming the kidney tissue 

was composed entirely of water. Although the density of kidney tissue (1.066 g/mL) is 

slightly greater than that of water (1.000 g/mL), this is unlikely to have a significant effect 

in the absorbed dose calculation. A recent study comparing 90Y DPK values between water 

and liver tissue (1.079 g/mL) has shown that relative mean differences are between 0.6 ± 

0.1% and 2.0 ± 0.1%.163 These differences are unlikely to be clinically relevant. 

The elemental composition of the microspheres was not considered during 90Y 

particle transport within the kidney. If one assumes a typical microsphere concentration of 

254 ± 18 MS/mm3 at the tumour-normal tissue interface91 and a microsphere volume of 

1.41 x 10-5 mm3 (30 µm diameter), then 0.36% of a 1 mm3 volume would consist of 

microspheres. Although there are higher microsphere concentrations in some of the 90Y 

source voxels in this study, at a typical concentration of 254 ± 18 MS/mm3, the material 

designation of water for source voxels within 𝑊𝐵 is justified. 
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A MC simulation was performed only for the nominal voxel size of the acquired 

µCT data. A comparison of the MC simulation results with those of the DVK dosimetry 

method, using the same voxel size (0.18 mm), shows negligible differences between dose 

metrics, DVHs, and dose profiles. As MC simulations were not performed for the larger 

voxel sizes, no ground truth comparison was made for 𝑑𝑑2.50, 𝑑𝑑5.00, 𝑑𝑑7.50, 𝑑𝑑10.00, 

𝑑𝑑12.50, and 𝑑𝑑15.00. However, a recent study was conducted for post-administration 

dosimetry of 17 TARE patients through 90Y bremsstrahlung SPECT imaging with an 

isotropic voxel size of 4.8 mm.164 The authors determined the DVK-based mean absorbed 

dose to the tumour and normal liver differed by < 5% relative to their corresponding MC 

mean dose, which was calculated using the same activity distribution and voxel size. In 

another study, MIRD S-values were used to perform post-administration dosimetry, and 

these results were also compared to MC simulation results.165 The activity distribution was 

estimated through 99mTc-MAA SPECT imaging with voxel sizes of 3.0 mm and 6.0 mm.166 

Authors concluded that performing the MC simulation using the SPECT-derived activity 

distribution produced dosimetric results similar to the SPECT-derived distribution alone, 

with differences likely due to different material composition of the phantom in their MC 

simulation. Based on these results, we can conclude that differences in the dose metrics of 

our study are likely due to the change in voxel size and are not a result of the limitations of 

convolutional dosimetry. 

4.6.3 Dosimetric Analysis 

The mean tumour dose is the most common dose metric reported in the literature.167 

According to the MIRD methodology115, the mean absorbed dose 𝐷𝑀𝐼𝑅𝐷 to a target is given 

by Equation 4.4, 

 
𝐷𝑀𝐼𝑅𝐷 =

𝐴0 ∙ 50

𝑀
 4.4 

 

where 𝐴0 is the administered 90Y activity in GBq and 𝑀 is the mass of the target in kg. 

Given the administered activity and tumour volume in Table 4.1 and assuming a tissue 

density of 1.0 g/mL, the tumour mass can be determined. Using these values as inputs into 

Equation 4.4, the dose to 𝑇 is 226.7 Gy, which is underestimated by 7.6% when compared 

to the ground truth result 𝑑𝑇𝑀𝐶

µ
= 245.3 𝐺𝑦. Equation 4.4 also fails to capture any 
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inhomogeneity in attempting to understand the significant variability in clinical outcomes 

as a function of tumour dose observed in TARE. 

The mean tumour dose is expected to be equivalent when implementing any voxel-

based dosimetry formalism as long as the 90Y activity within the VOI is consistent across 

imaging modalities. A recent study compared quantitative SPECT and non-TOF PET 

imaging of 90Y patients and showed that, when corrected for photon scatter, attenuation, 

and collimator response, quantitative SPECT and non-TOF PET have a mean activity 

difference of 0 ± 9%, despite a substantial change in voxel size.168 Another patient study 

comparing TOF PET and SPECT, also corrected for scatter, attenuation, and collimator 

response, demonstrated that the mean absorbed dose determined by PET and SPECT varied 

by no more than 4 Gy in low dose regions within the liver, again, despite a large difference 

in voxel size.169 The expectation of an equivalent mean tumour dose is valid assuming only 

the spatial resolution of the imaging system changes. The absorbed dose calculation is 

dependent on other factors including, but not limited to, the image reconstruction 

algorithm170, energy window81, and collimator type.171  

High-resolution dose distributions derived from CT imaging allow for the 

calculation of cDVHs to extract other useful metrics, such as 𝐷70, that have been shown to 

correlate with clinical outcomes.105,172,173 However, this study has demonstrated that 𝐷70 is 

also correlated with the voxel size of the imaging modality (r2 = 0.897) with a range of 

165.5 Gy between the ground truth dose distribution 𝑑𝑑𝑀𝐶, and the dose distribution with 

the largest voxel size, 𝑑𝑑15.00. For example, if we imaged the renal model in this study 

with clinical CT using a standard abdominal voxel volume of 0.625 mm3, Figure 4.6 would 

suggest 𝐷70 = 76.3 Gy. This value overestimates the ground truth equivalent 𝑑𝑇𝑀𝐶

70 = 55.3 

Gy by 21.0 Gy, but it is still a substantial improvement when compared to 𝑑𝑇15.00𝑚𝑚

70 = 220.9 

Gy. 

Implementing high-resolution imaging modalities for post-administration 

dosimetry would provide the most accurate representation of extracted dose metrics, which 

could lead to an improved understanding of the dose-response relationship in 90Y TARE. 

A review of recent dose-response studies for patients receiving TheraSphere microspheres 

shows that the reported mean dose required to elicit a tumour response varies by 500 
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Gy.62,167 This work suggests that 𝐷µ may not be the most appropriate parameter in defining 

the dose-response relationship. Additional research is needed to accurately refine the dose 

metrics used to establish the dose-response relationship in 90Y TARE. 

4.7 Conclusion 

High-resolution µCT imaging of in vivo radiopaque microsphere distributions can 

provide increased confidence in characterizing the absorbed dose heterogeneity in 90Y 

TARE relative to dosimetry based on nuclear medicine imaging. Precise knowledge of the 

absorbed dose distribution in 90Y TARE is essential for identifying undertreated tumour 

volumes, identifying radiation toxicity in adjacent healthy tissue, and developing NTCP 

and TCP models to establish precise tumour dose and healthy tissue toxicity thresholds. 
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Chapter 5 Manuscript 3: Precision Dosimetry in Yttrium-90 

Radioembolization through CT Imaging of Radiopaque 

Microspheres in a Rabbit Liver Model 

 

5.1 Prologue 

The following manuscript provides a first comparison of CT- and PET-based 

dosimetry in 90Y TARE. The results from this work demonstrate the benefits of CT-based 

dosimetry, which include improved visualization of the dose distribution, reduced partial 

volume effects, and a better representation of dose heterogeneity allowing for the extraction 

of more accurate dose-volume metrics. Effects of respiratory motion are also mitigated 

when compared to 90Y PET imaging.   

 

The manuscript was accepted for publication in the European Journal of Nuclear 

Medicine & Medical Imaging – Physics. The reference is provided below. 

• Henry, C., Strugari, M., Mawko, G., Brewer, K., Abraham, R., Liu, D., Gordon, 

A., Bryan, J., Kappadath, S., Syme, A. (2021). Precision Dosimetry in Yttrium-

90 Radioembolization through PET/CT Imaging of Radiopaque Microspheres 

in a Rabbit Liver Model. European Journal of Nuclear Medicine & Medical 

Imaging - Physics. DOI: 10.21203/rs.3.rs-806070/v1 

 

5.2 Abstract 

Purpose: To perform precision dosimetry in 90Y TARE through CT imaging of 

radiopaque microspheres in a rabbit liver model, and to compare extracted dose metrics to 

those produced from conventional PET-based dosimetry. 

Methods: A CT calibration phantom was designed to contain posts having nominal 

microsphere concentrations of 0.5 mg/mL, 5.0 mg/mL, and 25.0 mg/mL. The mean HU 

was extracted from the post volumes to generate a calibration curve to relate HU to 

microsphere concentration. A nominal bolus of 40 mg of microspheres was administered 

to the livers of eight rabbits followed by PET/CT imaging. A CT-based activity distribution 

was calculated through the application of the calibration curve to the CT liver volume. 
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Post-treatment dosimetry was performed through the convolution of 90Y DVKs and the 

PET- and CT-based cumulated activity distributions. The mean dose to the liver in PET- 

and CT-based dose distributions was compared through linear regression, ANOVA, and 

Bland-Altman analysis. 

Results: A linear least-squares fit to the average HU and microsphere concentration 

data in the calibration phantom confirmed a strong correlation (r2 > 0.999) with a slope of 

14.13 HU/mg/mL. A poor correlation was found between the mean dose derived from CT 

and PET (r2 = 0.374) while the ANOVA analysis revealed statistically significant 

differences (p < 10-12) between the MIRD-derived mean dose and the PET- and CT-derived 

mean dose. Bland-Altman analysis predicted an offset of 15.0 Gy between the mean dose 

in CT and PET. The dose within the liver was shown to be more heterogeneous in CT than 

in PET with an average coefficient of variation equal to 1.99 and 1.02, respectively. 

Conclusion: The benefits of a CT-based approach to post-treatment dosimetry in 

90Y TARE include improved visualization of the dose distribution, reduced partial volume 

effects, a better representation of dose heterogeneity, and the mitigation of respiratory 

motion effects. Post-treatment CT imaging of radiopaque microspheres in 90Y TARE 

provides the means to perform precision dosimetry and extract accurate dose metrics used 

to refine the understanding of the dose-response relationship, which could ultimately 

improve future patient outcomes. 

5.3 Introduction 

World-wide, HCC is the sixth most frequently diagnosed cancer in men and the 

ninth in women with more than 906,000 new cases each year.12 It is responsible for the 

third most frequent cause of cancer related deaths and is one of a small number of cancers 

with a growing rate of incidence, particularly in Europe and North America where there 

have been historically low rates of incidence.12 Although liver transplant or surgical 

resection are considered the most effective treatments, 95% of patients are diagnosed after 

the disease has progressed beyond the point where these treatments are an option.32,36,47,174 

For many of these patients, embolic therapies may prolong life expectancy.174 

90Y TARE – indicated for primary and metastatic liver cancer – is a radiation-based 

embolic therapy that has been integrated into clinical practice for more than 20 years.46 In 
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TARE, 90Y-labeled microspheres are administered into the hepatic arterial vasculature to 

preferentially target liver tumours while sparing the surrounding liver parenchyma. This 

preferential uptake is achieved by exploiting the process of tumour tissue angiogenesis, 

resulting in tumoural vascular inflow derived exclusively from the hepatic artery while the 

healthy liver parenchyma receives approximately 80% of its vascular inflow from the 

portal vein.31 The liver’s dual blood supply is exploited to overcome the inherent limitation 

of EBRT – the irradiation of healthy tissue when treating the intended target. 

The two commercially available microspheres are TheraSphere® glass 

microspheres (Boston Scientific Corp., Marlborough, MA, USA) and resin-based SIR-

Spheres® microspheres (Sirtex Medical Inc., Woburn, MA, USA). As a therapeutic agent, 

both microspheres employ 90Y – a pure 𝛽− emitter that decays to 90Zr with a physical half-

life of 64.24 ± 0.30 hours (2.7 days), achieving 95% decay of the radioactivity within 11.5 

days.58 Maximum and average 𝛽− energies are 2.2787 ± 0.0013 MeV and 0.9267 ± 0.0008 

MeV, respectively, corresponding to a range in water of 11.0 mm and 2.4 mm.59,60 The 

therapeutic range 𝑋90 in water is 5.4 mm, where 𝑋90 is defined as the radius of a sphere 

containing 90% of the absorbed dose.61  

With this localized energy deposition, the microsphere spatial distribution within 

the tumour plays a critical role in determining the absorbed dose. It has been previously 

demonstrated that microsphere distributions observed in ex vivo tissue samples can be 

highly heterogeneous with a wide range of microsphere cluster sizes.54,90,91,175 Furthermore, 

microspheres preferentially accumulate in the tumour’s periphery and tend to remain 

localized within the portal tracts of the liver’s vasculature.175,176 These combined effects 

result in a highly heterogeneous dose distribution. To demonstrate, Roberson et al. 

estimated that in a small tumour nodule, the minimum tumour dose was less than half of 

the average dose.90 A study performed by Kennedy et al. found that a TheraSphere 

administration intended to deliver a nominal dose of 150 Gy actually delivered doses 

between 100 and 8000 Gy, although only a small fraction of the volume received a dose 

exceeding 1000 Gy.54 Cremonesi et al. later demonstrated the dose rate around a point 

source of 90Y varied by approximately five orders of magnitude over a distance of only 2 

mm.177 
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To facilitate patient-specific estimates of the absorbed dose, post-treatment 90Y 

PET and bremsstrahlung SPECT imaging can approximate the 90Y activity distribution. 

Voxel-based dosimetry formalisms can then be employed to calculate the absorbed dose 

distribution.100 Accumulated evidence from retrospective dose-response studies in 90Y 

TARE for the treatment of HCC with TheraSphere microspheres suggests a positive 

correlation between absorbed dose and tumour response, but the range of reported dose 

thresholds varies by a full order of magnitude.101 Some variance in the data may be 

attributed to tumour size, follow-up time, response assessment criteria, and the 

heterogeneity of study design, however, the poor spatial resolution of 90Y PET and 

bremsstrahlung SPECT arguably poses the most significant limitation to accurately 

quantifying dose thresholds for the prediction of toxicity, response, and survival in 90Y 

TARE.62 The spatial resolution, as measured by the FWHM, is reported to lie between 5.0 

and 10.0 mm in 90Y PET imaging and between 7.0 and 30.0 mm in bremsstrahlung SPECT 

imaging.9–11 In either case, the resolution is insufficient to accurately estimate the true 90Y 

activity distribution as the FWHM is consistently greater than the average 90Y 𝛽− emission 

range (2.4 mm) and orders of magnitude greater than the distance scale (microns) over 

which changes in microsphere concentration take place.54,91 This limitation results in the 

blurring of the true 90Y activity distribution, which will diminish variations in the absorbed 

dose and incorrectly yield a more homogeneous dose distribution. Consequently, there 

exists an unmet clinical need to provide substantially higher spatial resolution imaging of 

microsphere distributions to facilitate high-accuracy, high-precision dosimetry in 90Y 

TARE.  

CT-based imaging can provide significantly enhanced spatial resolution imaging 

relative to PET and bremsstrahlung SPECT imaging, but CT-based evaluations of 

commercial microspheres are not performed as the microspheres lack sufficient radiopacity 

for their visualization to be of clinical use.38,156 Fortunately, a preclinical radiopaque 

microsphere product called Eye90 microspheres™ has recently been developed by ABK 

Biomedical (Halifax, NS, Canada). By virtue of the high atomic numbers of the elements 

within the material composition of these microspheres, they provide substantial radiopacity 

which permits high-resolution CT imaging to visualize the microspheres’ spatial 
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distribution. This accurate portrayal of the microsphere’s spatial distribution, and hence 

90Y activity distribution, enables precise CT-based dosimetry.178 Furthermore, due to the 

fast scan time of CT relative to PET, uncertainties attributed to respiratory motion during 

the PET image acquisition can be effectively eliminated in CT as acquisitions can be 

performed with a breath hold technique. 

Beyond the mean absorbed dose provided by PET and bremsstrahlung SPECT 

dosimetry, CT-based dosimetry can provide accurate measures of dose-volume metrics, 

such as  𝐷70 – the minimum dose absorbed by at least 70% of the target volume. Previous 

work has shown that the poor spatial resolution of PET and SPECT imaging may provide 

inaccurate estimates of 𝐷70 as this metric has been shown to be positively correlated with 

the voxel size of the imaging modality.178 

The purpose of this study is to perform precision dosimetry in 90Y TARE through 

CT imaging of radiopaque microspheres in a rabbit liver model and compare extracted dose 

metrics to those produced from PET-based dosimetry. This is the first study to provide an 

in vivo comparison of PET and CT-based dosimetry in 90Y TARE. 

5.4 Methods and Materials 

Numerical values are reported as mean ± standard deviation [minimum, maximum], 

unless otherwise stated. 

5.4.1 Radiopaque Microspheres 

Eye90 microspheres (Eye90) are composed of a proprietary, radiopaque glass 

composition and are similar in density and size to TheraSphere microspheres (20-30 µm 

diameter, 𝜌 = 3.3 g/cm3). The 90Y in Eye90 was produced through thermal neutron 

absorption of 89Y embedded within the microsphere’s glass matrix. A nominal bolus of 40 

mg (~981,000 microspheres) was measured for administration to each rabbit. The average 

microsphere specific activity 𝐴𝑀𝑆 at the time of administration was 156 ± 18 Bq [142, 182]. 

5.4.2 CT Calibration Phantom 

It has been previously demonstrated that a linear relationship, defined by Equation 

5.1, exists between HU and radiopaque microsphere concentration 𝑀𝑆𝑐𝑜𝑛 over a clinically 

relevant range of values,  
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 𝐻𝑈 = 𝑚𝑐𝑎𝑙 ∙ 𝑀𝑆𝑐𝑜𝑛 + 𝑏𝑐𝑎𝑙 5.1 

 

where 𝑚𝑐𝑎𝑙 and 𝑏𝑐𝑎𝑙 are the slope and intercept (defined below) of the calibration curve, 

respectively.157 Based on this relationship, a calibration phantom was designed to contain 

cylindrical posts composed of a tissue-equivalent resin (𝑍𝑒𝑓𝑓 = 6.45, 𝜌 = 1.03 g/cm3) and 

infused with Eye90 in nominal concentrations of 0.5 mg/mL, 5.0 mg/mL, 25.0 mg/mL. 

There were 9 posts per microsphere concentration with a post length of 40 mm and varying 

diameters ranging from 2 to 9 mm in 1 mm increments, with an additional post having a 

diameter of 15 mm. The central axis of all posts was placed equidistant (100 mm) from the 

central longitudinal axis and were embedded in the resin background material with a radius 

of 150 mm, as shown in Figure 5.1(a). 

This phantom was imaged with a clinical CT (Celesteion™ PET/CT, Canon 

Medical Systems, Ōtawara, Japan) using a tube potential of 100 kVp and an exposure of 

270 mAs. Images were reconstructed with FBP in a 16.2 cm FOV having voxel dimensions 

of 0.468 mm x 0.468 mm x 2.000 mm reconstructed with a sharp body filter. An axial CT 

slice of the phantom is shown in Figure 5.1(b) and is displayed with a voxel intensity range 

of -100 to 200 HU. Within the MIM Software platform v6.9.4 (MIM Software Inc., 

Cleveland, OH, USA), structures were created for all 27 posts based on the known 

geometry of the phantom. Segmented post structures were reduced by a 1 mm radial margin 

and 5 mm longitudinal margin to reduce partial volume effects between the background-

post and background-air interfaces, respectively. The 2 mm-diameter post segmentations 

were not reduced by the 1 mm radial margin as this would eliminate the structures entirely. 

Instead, they were reduced to a 1 mm-diameter cylinder centred on the post’s central 

longitudinal axis. An additional cylindrical structure with a 30 mm diameter was 

segmented in the centre of the background region to quantify the intensity of a uniform 

volume void of microspheres. All segmented structures within the calibration phantom are 

shown in Figure 5.1(c). 
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Figure 5.1: (a) Image of the calibration phantom overlaid with physical dimensions. (b) Axial CT slice [HU: 

-100 to 200] of the calibration phantom with segmented structures for a background region (magenta) and 

three microsphere concentrations: 0.5 mg/mL (green), 5.0 mg/mL (red), and 25.0 mg/mL (blue). (c) 

Segmented structures in the calibration phantom. 

 

The mean HU was extracted from each structure and a calibration curve based on 

Equation 5.1 was determined through a linear least-squares fit of the HU and 𝑀𝑆𝑐𝑜𝑛 data. 

The slope 𝑚𝑐𝑎𝑙 was extracted from the fit while the intercept 𝑏𝑐𝑎𝑙 was calculated 

independently for each rabbit according to Equation 5.2. 

 

 𝑏𝑐𝑎𝑙 = 
𝑏𝑘𝑔

+ 1.645𝑏𝑘𝑔 5.2 

 

Here, 
𝑏𝑘𝑔

 and 𝑏𝑘𝑔 are the mean and standard deviation, respectively, of voxel values in 

a non-embolized background region 𝐿𝑏𝑘𝑔 within each rabbit liver to account for HU 

variations in the liver parenchyma between rabbits. The factor 1.645 is the Z-score for a 

one-sided standard normal distribution with a false positive detection rate of 𝛼 = 0.05. As 

the voxel values within 
𝑏𝑘𝑔

 were normally distributed, voxels with HU > 𝑏𝑐𝑎𝑙  have a 

95% probability of containing Eye90. 

To produce a voxelized CT-based 90Y activity distribution 𝐴𝐶𝑇 with units of Bq, 

Equation 5.1 was solved for 𝑀𝑆𝑐𝑜𝑛 and multiplied by three scalar factors: the number of 

microspheres per milligram 𝑀𝑆𝑚𝑔, the microsphere’s specific activity 𝐴𝑀𝑆 measured at 

the time of administration, and the CT voxel volume 𝑉𝐶𝑇, as shown in Equation 5.3.  
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 𝐴𝐶𝑇 = 𝑀𝑆𝑐𝑜𝑛 ∙ [𝑀𝑆𝑚𝑔 ∙ 𝐴𝑀𝑆 ∙ 𝑉𝐶𝑇] 5.3 

 

Theoretically, the administered 90Y activity 𝐴0 should be recovered by summing 

𝐴𝐶𝑇 over the segmented rabbit liver volume 𝐿. A recovery coefficient 𝑅𝐶𝐶𝑇 was defined as 

the ratio of this sum to 𝐴0, expressed as a percentage and shown in Equation 5.4. 

 

 
𝑅𝐶𝐶𝑇 = 100 ∙ [

∑ 𝐴𝐶𝑇𝐿

𝐴0
] 5.4 

 

For comparison, Equation 5.4 was applied to the PET-derived activity distribution 𝐴𝑃𝐸𝑇 

for two structures, 𝐿 and 𝐿𝑠ℎ𝑒𝑙𝑙, where 𝐿𝑠ℎ𝑒𝑙𝑙 is defined as 𝐿 plus a 1 cm isotropic margin. 

The corresponding recovery coefficients are 𝑅𝐶𝑃𝐸𝑇 and 𝑅𝐶𝑃𝐸𝑇
𝑠ℎ𝑒𝑙𝑙, respectively.  

5.4.3 Rabbit Liver Model 

The University of Missouri Animal Care and Use Committee approved the animal 

protocol (#9786) whose data were analyzed for this study. Eight White New Zealand 

rabbits were included in this study (5 males, 3 females) weighing an average of 3.3 ± 0.2 

kg [3.0, 3.5]. Rabbits are subsequently referred to as R01 through R08. 

Prior to administration, each rabbit was induced with ketamine and dexmedetomidine 

then maintained on isoflurane and oxygen by mask. Eye90 was administered into either the 

left or proper hepatic arteries of the liver via a 2.4 Fr Progreat microcatheter. The average 

whole liver volume was 79 ± 11 mL [65, 97] and the average administered activity was 𝐴0 

= 144.2 ± 17.4 MBq [128.1, 171.0] after accounting for residual activity within the 

administration equipment, where the average residual activity was 8.9 ± 2.0 MBq [6.0, 

12.9]. The lung shunt fraction was expected to be negligible based on results from 

pathologic studies of a rabbit VX2 liver tumour model following the administration of iron 

oxide microspheres.179 In this study, both intra-procedural fluoroscopic imaging and post-

procedural PET imaging verified microsphere deposition only within 𝐿.  

5.4.4 Post-Treatment Imaging 

Following microsphere administration, each rabbit was imaged with an TOF 

PET/CT scanner (Celesteion™ PET/CT, Canon Medical Systems, Ōtawara, Japan) 
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equipped with a lutetium-yttrium oxyorthosilicate (LYSO) scintillator. The radioisotope 

90Y was selected for the PET acquisition. Data was acquired using four overlapping bed 

positions with seven minutes/position. The lower and upper energy level discriminators 

were set to 435 keV and 650 keV, respectively. Prior to reconstruction, sinograms were 

corrected for scatter, randoms, and attenuation. Images were reconstructed with the OS-

EM algorithm using 3 iterations and 10 subsets in a 128 x 128 x 240 matrix having isotropic 

voxel sizes of 2.039 mm x 2.039 mm x 2.039 mm. Postfiltering of reconstructed images 

was performed with a 4 mm FWHM Gaussian filter to reduce image noise. 

Following the PET/CT acquisition, an additional four-phase CT was acquired with 

acquisition parameters set to match the parameters used during CT imaging of the 

calibration phantom. CT scans included a baseline unenhanced, arterial, portal, and delayed 

venous phase. Within MIM, the liver volume 𝐿 was contoured using arterial phase CT to 

provide maximum contrast between liver parenchyma and surrounding soft tissue. The 

second structure 𝐿𝑠ℎ𝑒𝑙𝑙 was generated by isotropically extending 𝐿 by a 1.0 cm margin. 

This margin was chosen to account for the reduced PET spatial resolution relative to CT 

as well as perceived 90Y activity outside of 𝐿 resulting from respiration, which was shown 

during intra-procedural angiographic imaging to displace the rabbit livers by a maximum 

of 1.0 cm in the cranial-caudal direction. A third structure 𝐵 was generated around the 

exterior of the rabbit body. In the unenhanced CT, a final structure 𝐿𝑏𝑘𝑔 was generated in 

a non-embolized, homogeneous background region of the liver to account for HU 

variations in the non-embolized liver parenchyma between rabbits. In Figure 5.2, all 

structures in R03 and R05 are visible in a baseline, unenhanced axial CT slice with a voxel 

intensity range of -100 to 200 HU. 
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Figure 5.2: Baseline unenhanced axial CT slice [HU: -100 to 200] following the administration of Eye90 

showing four structures: the rabbit’s body 𝐵 (yellow), the liver 𝐿 (blue), the liver extended by an isotropic 1 

cm margin 𝐿𝑠ℎ𝑒𝑙𝑙  (red), and the non-embolized, homogeneous background region 𝐿𝑏𝑘𝑔 (magenta). (a) R03. 

(b) R05. 

 

5.4.5 Dosimetry 

5.4.5.1 MIRD 

Treatment planning for commercially available TheraSphere microspheres is based 

on a MIRD model that assumes a uniform 90Y activity distribution within a target volume.52 

In this model, the mean dose 𝐷𝑀𝐼𝑅𝐷 to a target volume is defined in Equation 5.5. 

 

 
𝐷𝑀𝐼𝑅𝐷 =

𝐴0 ∙ 50 ∙ (1 − 𝑅)

𝑀
 5.5 

 

Here, 𝐴0 is the administered 90Y activity in GBq, 𝑀 is the mass of the target in kg, and 𝑅 

is the fractional residual activity. To serve as a reference for PET- and CT-based dosimetry, 

𝐷𝑀𝐼𝑅𝐷 was calculated for each rabbit liver given 𝑅, 𝐴0, the treated liver volume 𝐿, and an 

assumed liver density of 1.03 g/mL. 

5.4.5.2 Convolution 

Pathohistological studies performed on explanted human livers following 90Y TARE 

demonstrated a highly heterogeneous in vivo microsphere distribution 54,91,180. Currently, 

no clinical imaging modality can resolve individual microspheres, so all relevant imaging 
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methods present a reduced resolution approximation of the true 90Y activity distribution. 

Within the constraints of this limitation, DVK convolutional dosimetry can be used to 

calculate the dose distribution based on a heterogeneous 90Y activity distribution. The dose 

distribution D was determined through the convolution of a cumulated activity distribution 

𝐴̃ with a spatially invariant DVK, as described in Equation 5.6. 

 

 𝐷 = 𝐴̃ ⨂ 𝐷𝑉𝐾 = ∑ ∑ ∑ 𝐴̃(𝑥′, 𝑦′, 𝑧′) ∙ 𝐷𝑉𝐾(𝑥 − 𝑥′, 𝑦 − 𝑦′ , 𝑧 − 𝑧′)

𝑧′𝑦′𝑥′

 5.6 

 

As microspheres are permanent implants, it was unnecessary to image at multiple 

time points post-administration to determine the cumulated activity. Instead, 𝐴̃ was 

calculated using Equation 5.7. 

 

 
𝐴̃(𝑥′, 𝑦′, 𝑧′) = ∫ 𝐴(𝑥′, 𝑦′, 𝑧′, 𝑡) 𝑒−𝜆𝑡 𝑑𝑡 =

𝐴(𝑥′, 𝑦′, 𝑧′)

𝜆
= 𝜏𝐴

∞

0

(𝑥′, 𝑦′, 𝑧′) 
5.7 

 

Here,  𝜆 is the decay constant and 𝜏 is the mean lifetime of 90Y. The convolution of 𝐴̃ and 

DVK was performed in the frequency domain using the fast Fourier transform. The 

resulting PET- and CT-based dose distributions are subsequently referred to as 𝐷𝐷𝑃𝐸𝑇 and 

𝐷𝐷𝐶𝑇, respectively. Dosimetry calculations were performed in MATLAB R2020b 

(MathWorks Inc., Natick, MA, USA). 

5.4.5.3 Dose-Voxel Kernels 

The DVKs in this study were calculated through simulations of 90Y radiation 

transport in a voxelized sphere of water with the GATE v9.0 Monte Carlo toolkit 

encapsulating Geant4 10.06.p01.158  Physics processes were enabled according to the 

standard electromagnetic physics list option 4 and electron transport was performed with 

an energy cutoff of 1 keV. The DVKs were calculated specific to voxel sizes of 𝐴𝐶𝑇 and 

𝐴𝑃𝐸𝑇, referred to as 𝐷𝑉𝐾𝑃𝐸𝑇 and 𝐷𝑉𝐾𝐶𝑇, respectively. Prior to each simulation, a 90Y 

source was uniformly distributed within the origin voxel of a spherical water phantom 

where 40 million histories were set to decay. Voxels whose centre of mass was ≤ 25 mm 



110 

 

from the origin were assigned to water and the remaining voxels were set to air. From the 

simulation output, the mean absorbed dose per decay was calculated in each voxel. Voxels 

whose centre of mass was > 25 mm were masked to zero to ensure convolution with 

spherically symmetric DVKs.  

5.4.6 Statistical Analysis 

Dosimetric evaluations were carried out through a comparison of standard dose 

metrics including the median dose 𝐷𝑚𝑒𝑑, maximum dose 𝐷𝑚𝑎𝑥, mean dose 𝐷µ, standard 

deviation 𝜎, and COV defined as 𝜎/𝐷µ. cDVHs were calculated to determine 𝐷70. The 

mean dose 𝐷µ across all rabbits was compared between 𝐷𝐷𝑃𝐸𝑇 and 𝐷𝐷𝐶𝑇 through linear 

regression, ANOVA, and Bland-Altman analysis. For 𝐷𝐷𝐶𝑇, 𝐷µ was calculated for the liver 

volume 𝐿. For 𝐷𝐷𝑃𝐸𝑇, 𝐷µ was calculated for the structure 𝐿𝑠ℎ𝑒𝑙𝑙 to account for reduced 

spatial resolution and respiratory motion during PET image acquisition.  

5.5 Results 

5.5.1 CT Calibration Phantom 

In Figure 5.3, the mean HU is given as a function of post diameter for all three 

microsphere concentrations within the phantom. The data show that the mean HU is 

independent of the post diameter for diameters > 2 mm. 
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Figure 5.3: The mean HU within post structures as a function of post diameter for the three microsphere 

concentrations within the CT calibration phantom – 0.5 mg/mL, 5.0 mg/mL, and 25.0 mg/mL. Error bars 

represent the standard deviation of the voxel values within a post. 

The least-squares linear fit presented in Figure 5.4 shows a strong correlation (r2 > 

0.999) between HU and 𝑀𝑆𝑐𝑜𝑛. The slope is 𝑚𝑐𝑎𝑙 = 14.13 with 95% CI between 13.14 and 

15.12. For display purposes, data were offset such that µ𝑏𝑘𝑔 = 0. 

 

Figure 5.4: Calibration curve derived from the analysis of the calibration phantom (r2 > 0.999). Voxel values 

were extracted for the 15 mm-diameter posts only. 
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The microsphere concentration 𝑀𝑆𝑐𝑜𝑛 within the liver volume 𝐿 was determined 

using Equation 5.1 with 𝑚𝑐𝑎𝑙 = 14.13 and 𝑏𝑐𝑎𝑙 specific to each rabbit according to 

Equation 5.2. Rabbit liver backgrounds 𝜇𝑏𝑘𝑔 varied by 40.6 HU with a range of 69.2 to 

109.9 HU, while 𝜎𝑏𝑘𝑔 was relatively constant across all rabbits. Values for 
𝑏𝑘𝑔

, 𝑏𝑘𝑔, and 

𝑏𝑐𝑎𝑙 are reported in Table 5.1. 
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Rabbit 

Index 

𝝁𝒃𝒌𝒈 ± 𝝈𝒃𝒌𝒈 

[HU] 

𝒃𝒄𝒂𝒍 

[HU] 

𝑨𝟎 

[MBq] 

𝑨𝑪𝑻 (95% CI) 

[MBq] 

𝑨𝑷𝑬𝑻 

[MBq] 

𝑨𝑷𝑬𝑻
𝒔𝒉𝒆𝒍𝒍 

[MBq] 

𝑹𝑪𝑪𝑻 

[%] 

𝑹𝑪𝑷𝑬𝑻 

[%] 

𝑹𝑪𝑷𝑬𝑻
𝒔𝒉𝒆𝒍𝒍 

[%] 

R01 99.1 ± 5.6 110.0 132.4 122.6 (114.6 – 131.9) 93.5 138.4 92.6 70.6 104.6 

R02 69.2 ± 3.0 75.1 171.0 119.8 (111.9 – 128.8) 124.3 176.1 70.1 72.7 103.0 

R03 84.4 ± 3.7 91.7 155.9 141.9 (132.6 – 152.6) 86.5 143.2 91.1 55.5 91.9 

R04 103.8 ± 4.2 112.1 128.1 117.9 (108.7 – 126.8) 51.4 81.9 92.1 40.1 63.9 

R05 96.5 ± 3.3 102.9 133.7 132.5 (123.8 – 143.9) 99.9 144.8 99.1 74.7 108.3 

R06 109.9 ± 3.8 117.2 171.0 158.2 (147.9 – 171.5) 109.9 164.6 92.6 64.3 96.2 

R07 105.4 ± 4.0 113.1 131.6 119.2 (110.4 – 128.2) 103.3 145.0 90.6 78.5 110.2 

R08 94.8 ± 4.9 104.3 130.2 100.8 (91.7 – 108.4) 61.5 101.4 77.4 47.2 77.9 

Table 5.1: Average HU, calibration curve intercepts, activity parameters, and recovery coefficients for all rabbits. 
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5.5.2 Activity Distributions 

The CT recovery coefficient 𝑅𝐶𝐶𝑇 was equal to 70.1% in R02 and 77.4% in R08. 

In the remaining six rabbits, it was found that 𝑅𝐶𝐶𝑇 ≥ 90.0% while the average 𝑅𝐶𝐶𝑇 across 

all eight rabbits was 88.2  8.9% [70.1, 99.1]. There was more variation in 𝑅𝐶𝑃𝐸𝑇 with an 

average of 62.9  13.0% [40.1, 74.7], although only R02 had 𝐴𝑃𝐸𝑇 within the 95% CI of 

𝐴𝐶𝑇. Within 𝐿𝑠ℎ𝑒𝑙𝑙, the recovery coefficient 𝑅𝐶𝑃𝐸𝑇
𝑠ℎ𝑒𝑙𝑙 had an average of 94.5  15.1% [63.9, 

110.2] and R03, R06, and R08 had 𝐴𝑃𝐸𝑇
𝑠ℎ𝑒𝑙𝑙 within the 95% CI of 𝐴𝐶𝑇. Activity parameters 

(𝐴0, 𝐴𝐶𝑇, 𝐴𝑃𝐸𝑇, 𝐴𝑃𝐸𝑇
𝑠ℎ𝑒𝑙𝑙) and recovery coefficients ( 𝑅𝐶𝐶𝑇, 𝑅𝐶𝑃𝐸𝑇, 𝑅𝐶𝑃𝐸𝑇

𝑠ℎ𝑒𝑙𝑙) are reported in 

Table 5.1. 

5.5.3 Dose-Voxel Kernels 

The absorbed dose per decay in the central voxel of 𝐷𝑉𝐾𝐶𝑇 and 𝐷𝑉𝐾𝑃𝐸𝑇 was 2.21 

x 10-8 Gy/History and 3.55 x 10-9 Gy/History, respectively. Both 𝐷𝑉𝐾𝐶𝑇 and 𝐷𝑉𝐾𝑃𝐸𝑇 had 

statistical uncertainties ≤ 0.01% in the central voxel. A 3D surface plot and 2D cross-

section through the central voxel are shown for 𝐷𝑉𝐾𝐶𝑇 in Figure 5.5(a, b). The analogous 

plots for 𝐷𝑉𝐾𝑃𝐸𝑇 are shown in Figure 5.5(c, d). The vertical axis limits in the surface plots 

of Figure 5.5(a, c) share the same maximum to emphasize differences in the magnitude of 

the central voxel as a result of discrete sampling.  
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Figure 5.5: (a) 3D surface plot through the central voxel in 𝐷𝑉𝐾𝐶𝑇 . (b) 2D cross section through the central 

voxel in 𝐷𝑉𝐾𝐶𝑇 . (c) 3D surface plot through the central voxel in 𝐷𝑉𝐾𝑃𝐸𝑇 . (d) 2D cross section through the 

central voxel in 𝐷𝑉𝐾𝑃𝐸𝑇 . 

 

5.5.4 Dose Distributions 

For R05, the dose distribution 𝐷𝐷𝐶𝑇 is shown in Figure 5.6(a-c) and 𝐷𝐷𝑃𝐸𝑇  is 

shown in Figure 5.6(d-f). For R06, 𝐷𝐷𝐶𝑇 is shown in Figure 5.7(a-c) while 𝐷𝐷𝑃𝐸𝑇 is shown 

in Figure 5.7(d-f). Dose distributions are overlaid on an axial CT slice with a voxel intensity 

range of -100 to 200 HU. Rabbits R05 and R06 are presented as they qualitatively represent 

the worst and best agreement between 𝐷𝐷𝐶𝑇 and 𝐷𝐷𝑃𝐸𝑇. Both dose distributions are 

displayed with a dose range between 50 and 500 Gy. 

In Figure 5.6(a-c), from a qualitative perspective, 𝐷𝐷𝐶𝑇 appears to contain 

significant dose gradients and is highly correlated with the embolized vasculature as it was 
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derived directly from the radiopaque microsphere distribution. In Figure 5.6(d-f), the 

corresponding PET-based dose distribution 𝐷𝐷𝑃𝐸𝑇 demonstrates a clear discordance with 

multiple regions containing embolized vasculature. Furthermore, 𝐷𝐷𝑃𝐸𝑇 is more 

homogeneous with a COV of 0.98 relative to 1.63 in 𝐷𝐷𝐶𝑇. At the intersection of the red 

crosshair in Figure 5.6, there is an absolute dose difference of 134.3 Gy between 𝐷𝐷𝑃𝐸𝑇 

and 𝐷𝐷𝐶𝑇. 

In Figure 5.7(a-f), the dose distributions 𝐷𝐷𝑃𝐸𝑇  and 𝐷𝐷𝐶𝑇  in R06 share more 

correspondences than in R05, although 𝐷𝐷𝐶𝑇 is mostly confined within 𝐿 while 

𝐷𝐷𝑃𝐸𝑇 shows dose spilling beyond 𝐿, thereby predicting a low dose to the surrounding soft 

tissue. This may be attributed to respiratory motion due to the longer scan duration in PET 

imaging. At the intersection of the red crosshair in Figure 5.7, the absolute dose difference 

is 1411.2 Gy between 𝐷𝐷𝑃𝐸𝑇 and 𝐷𝐷𝐶𝑇. Quantitative dose metrics from all rabbits are 

reported in Table 5.2.  
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Figure 5.6: (a-c) Axial, sagittal, and coronal views of the CT-based dose distribution 𝐷𝐷𝐶𝑇  in R05 overlaid 

on an axial CT [HU: -100 to 200]. (d-f) Axial, sagittal, and coronal views of the PET-based dose distribution 

𝐷𝐷𝑃𝐸𝑇  in R05 overlaid on an axial CT [HU: -100 to 200].  
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Figure 5.7: (a-c) Axial, sagittal, and coronal views of the CT-based dose distribution 𝐷𝐷𝐶𝑇  in R06 overlaid 

on an axial CT [HU: -100 to 200]. (d-f) Axial, sagittal, and coronal views of the PET-based dose distribution 

𝐷𝐷𝑃𝐸𝑇  in R06 overlaid on an axial CT [HU: -100 to 200]. 

 

Rabbit Modality Structure Dmed Dmax Dμ σ COV D70 

R01 

CT 

L 5.4 1124.3 42.0 78.9 1.9 0.8 

Lshell 0.0 1124.3 10.9 42.9 3.9 0.4 

B 0.0 1124.3 3.5 24.9 7.1 0.3 

PET 

L 36.7 372.0 65.3 66.0 1.0 11.3 

Lshell 6.0 372.0 24.3 44.7 1.8 2.2 

B 1.6 372.0 8.9 27.3 3.1 1.1 

R02 

CT 

L 9.6 1155.8 32.6 57.8 1.8 1.8 

Lshell 0.0 1155.8 9.2 33.2 3.6 0.4 

B 0.0 1155.8 3.1 19.6 6.4 0.3 

PET 

L 53.3 309.0 68.3 63.0 0.9 16.4 

Lshell 9.3 309.1 27.3 44.4 1.6 3.7 

B 1.9 309.0 10.2 27.8 2.7 1.1 

R03 CT 

L 2.6 1585.5 32.5 84.7 2.6 0.9 

Lshell 0.0 1585.5 10.5 48.2 4.6 0.4 

B 0.0 1585.5 4.5 31.8 7.2 0.3 
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PET 

L 15.9 345.0 42.0 55.0 1.3 10.3 

Lshell 8.2 345.0 21.3 37.7 1.8 5.3 

B 3.1 345.0 10.4 25.8 2.5 2.0 

R04 

CT 

L 14.3 754.8 41.9 68.3 1.6 4.3 

Lshell 0.0 754.8 11.3 39.0 3.4 0.2 

B 0.0 754.8 3.9 23.5 6.0 0.1 

PET 

L 23.4 266.0 36.9 36.3 1.0 15.4 

Lshell 8.5 266.0 15.8 23.8 1.5 6.1 

B 3.7 266.0 7.4 15.0 2.0 2.0 

R05 

CT 

L 2.9 1812.3 38.4 96.3 2.5 0.8 

Lshell 0.1 1812.3 16.4 64.3 3.9 0.4 

B 0.0 1812.3 3.7 31.0 8.4 0.3 

PET 

L 21.7 389.0 58.5 66.0 1.1 9.4 

Lshell 6.5 389.3 22.7 43.0 1.9 2.1 

B 1.6 389.0 9.0 27.1 3.0 1.0 

R06 

CT 

L 13.6 1375.6 49.7 91.2 1.8 3.3 

Lshell 0.0 1375.6 13.5 50.5 3.7 0.5 

B 0.0 1375.6 4.4 29.7 6.7 0.3 

PET 

L 67.5 337.0 72.0 54.2 0.8 39.3 

Lshell 9.9 336.8 28.4 41.3 1.5 4.6 

B 1.9 337.0 10.5 26.2 2.5 1.0 

R07 

CT 

L 6.1 1005.1 30.8 63.2 2.0 1.1 

Lshell 0.0 1005.1 9.1 36.1 4.0 0.2 

B 0.0 1005.1 3.2 21.9 6.8 0.2 

PET 

L 30.6 316.0 54.5 55.0 1.0 12.4 

Lshell 6.5 316.4 22.1 38.5 1.7 3.4 

B 1.9 316.0 8.8 24.5 2.8 1.2 

R08 

CT 

L 11.8 966.2 30.2 49.1 1.6 4.0 

Lshell 0.1 966.2 8.3 27.7 3.3 0.2 

B 0.0 966.2 3.5 18.5 5.3 0.2 

PET 

L 22.5 304.0 39.9 41.2 1.0 11.8 

Lshell 7.7 304.4 16.7 27.2 1.6 5.0 

B 3.2 304.0 8.4 18.6 2.2 2.0 

Table 5.2: Dose metrics for all structures within the CT-based dose distribution 𝐷𝐷𝐶𝑇  and the PET-based 

dose distribution 𝐷𝐷𝑃𝐸𝑇  across all rabbits. All values are in units of Gy except for the unitless COV. 
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The results from linear regression are shown in Figure 5.8(a) and results from 

Bland-Altman analysis are shown in Figure 5.8(b). Linear regression revealed a poor 

correlation between 𝐷𝜇 in 𝐷𝐷𝐶𝑇 and in 𝐷𝐷𝑃𝐸𝑇 with a coefficient of determination of r2 = 

0.374. The slope of the curve is 0.586 with 95% CI between 0.482 and 0.693. Bland-

Altman analysis predicts a mean offset of 15.0 Gy between 𝐷𝜇 in 𝐷𝐷𝐶𝑇 and in 𝐷𝐷𝑃𝐸𝑇 with 

95% CI between 1.8 Gy and 28.2 Gy. 

 

 

Figure 5.8: (a) Linear regression analysis with 95% CI (dashed) and identity line (dotted) for 𝐷𝜇 in 𝐷𝐷𝐶𝑇  

and 𝐷𝐷𝑃𝐸𝑇 . (b) Bland-Altman analysis with 95% CI (dashed). 

 

Figure 5.9 shows a box-and-whisker plot of 𝐷𝜇 from 𝐷𝐷𝐶𝑇 and 𝐷𝐷𝑃𝐸𝑇, as well as 

the MIRD-derived dose 𝐷𝑀𝐼𝑅𝐷 . The data indicate a larger dispersion in 𝐷𝜇 for 𝐷𝐷𝐶𝑇 

relative to 𝐷𝐷𝑃𝐸𝑇. Median values for PET, CT and MIRD are 22.5 Gy, 35.5 Gy, and 90.0 

Gy, respectively, with interquartile ranges between 19.0 and 25.5 Gy, 31.5 and 42.0 Gy, 

and 79.5 and 96.5 Gy, respectively. Results from ANOVA indicate 𝐷𝑀𝐼𝑅𝐷 and 𝐷𝜇 from 

𝐷𝐷𝐶𝑇 and 𝐷𝐷𝑃𝐸𝑇 are all significantly different with 𝐹(2,21) = 113.2, 𝑝 = 5.65 x 10-12. If 

the absorbed dose is averaged over every constituent voxel of the dose matrices 𝐷𝐷𝐶𝑇 and 

𝐷𝐷𝑃𝐸𝑇, the discrepancy in 𝐷𝜇 is resolved. In this case, the average difference in 𝐷𝜇 between 

𝐷𝐷𝐶𝑇 and 𝐷𝐷𝑃𝐸𝑇 is only 1.6  0.2 Gy [1.31, 1.95]. 
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Figure 5.9: Box-and-whisker for 𝐷𝜇 across all rabbits extracted from 𝐷𝐷𝐶𝑇 , 𝐷𝐷𝑃𝐸𝑇 , and 𝐷𝑀𝐼𝑅𝐷 . The red line 

represents the median value, the blue box contains data between the 25th and 75th percentiles, and the black 

whiskers extend to the most extreme data points that are not considered outliers. 

 

5.5.5 Dose-Volume Histograms 

Shown in Figure 5.10 are cDVHs in 𝐿 and 𝐿𝑠ℎ𝑒𝑙𝑙 for all rabbits. The broader shoulder 

of the cDVH curves for 𝐷𝐷𝑃𝐸𝑇  indicates a bias toward lower doses relative to 𝐷𝐷𝐶𝑇. The 

long tail of the liver cDVH derived from 𝐷𝐷𝐶𝑇 implies that a small fraction of volume 

𝐿 received an exceedingly high dose, with the highest dose in R05 greater than 1800 Gy. 

However, maxima never exceed 389 Gy in 𝐷𝐷𝑃𝐸𝑇. In most cases, there is better agreement 

in the cDVH curves of 𝐿 for 𝐷𝐷𝐶𝑇  and 𝐿𝑠ℎ𝑒𝑙𝑙  for 𝐷𝐷𝑃𝐸𝑇. 
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Figure 5.10: Cumulative dose-volume histograms for 𝐿 and 𝐿𝑠ℎ𝑒𝑙𝑙  across all eight rabbits. 

 

5.6 Discussion 

5.6.1 CT Calibration Phantom 

The calibration curve used to determine the microsphere concentration within the 

rabbits was derived from an analysis of the 15 mm-diameter posts only, despite the 

presence of embolized vasculature with vessel diameters < 15 mm. An analysis of the 3 to 

15 mm-diameter posts in the calibration phantom shows that 𝑚𝑐𝑎𝑙 is independent of the 

post diameter (14.01 ≤ 𝑚𝑐𝑎𝑙 ≤ 14.26) as demonstrated in Figure 5.11(a). The adjacent 

scatter plot in Figure 5.11(b) shows that the 2 mm-diameter post (𝑚𝑐𝑎𝑙 = 11.63) has a slope 

outside the 95% CI of the slopes for the remaining posts, likely due to partial volume 

effects.  

 



123 

 

 

Figure 5.11: (a) Calibration curves derived for all post sizes within the calibration phantom. (b)  Calibration 

curve slope as a function of post diameter with error bars representing 95% CIs. 

 

To justify the use of 𝑚𝑐𝑎𝑙 for vessels with diameters ≤ 2 mm, additional contours 

were drawn around the 2 mm-diameter post containing 25.0 mg/mL in an attempt to 

recover the nominal mass of Eye90 within the post. Figure 5.12(a) shows the recovered 

mass in the post as a function of an expanding radial shell thickness up to ~2 mm and 

Figure 5.12(b) shows the placement of the shells relative to the true post boundary. The 

data indicate that, despite the use of 𝑚𝑐𝑎𝑙 derived exclusively from the 15 mm-diameter 

posts, the nominal mass of Eye90 within the smallest post can still be recovered within 3%. 

This suggests that diffusion of HU enhancement to surrounding voxels, in part due to CT 

image acquisition and reconstruction parameters, may introduce additional blurring of the 

dose over small distance scales (100% of the microsphere mass is recovered within a 0.85 

mm-thick shell), but the total microsphere quantification could be highly accurate. 
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Figure 5.12: (a) The microsphere mass in the 2 mm-diameter post with a microsphere concentration of 25.0 

mg/mL as a function of contour shell thickness.  The nominal mass of Eye90 within the contour is represented 

by the dashed horizontal line. (b) Axial CT slice [HU: -50 to 400] of the 2 mm-diameter post with a 

microsphere concentration of 25.0 mg/mL. The red contours represent extended shell thicknesses. 

 

In Figure 5.6 and Figure 5.7, many high intensity regions are clearly larger in cross 

sectional area than the equivalent area of the 2 mm-diameter post, further suggesting the 

impact of these partial volume effects may not be clinically consequential. This can be 

verified by the similar values for 𝑅𝐶𝐶𝑇 and 𝑅𝐶𝑃𝐸𝑇
𝑠ℎ𝑒𝑙𝑙 reported in Table 5.1. An experimental 

calibration phantom featuring conical inserts that taper to a point is under development to 

further explore the dependence of the calibration curve slope on diameters ≤ 2 mm.  

5.6.2 Minimum Detectable Activity 

An alternative approach in the development of CT calibration curves would require 

pre- and post-CT imaging of a liver tumour before and after microsphere administration to 

determine a relative HU enhancement, ΔHU. This approach was not taken in this work as 

respiratory motion artefacts produced undesirable results following image co-registration 

with the post-treatment CT. Human patients can perform breath holds during their pre- and 

post-treatment CT to reduce these image discrepancies. However, we can still apply the 

ΔHU calibration approach to the calibration phantom in an effort to determine a theoretical 

limit of detection (𝐿𝑂𝐷𝐻𝑈), as described by the Clinical and Laboratory Standards Institute 

181 and previously implemented in determining the detectable iodine concentrations within 

anthropomorphic phantoms.162 
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If the population of voxels within the background is normally distributed with a 

mean voxel value 
𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡

= 0 (following the ΔHU calibration approach) and a standard 

deviation 𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡, the limit of blank (𝐿𝑂𝐵𝐻𝑈) is the voxel value found when replicates 

of 
𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡

 are repeatedly measured, and is defined in Equation 5.8. 

 

 𝐿𝑂𝐵𝐻𝑈 = 
𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡

+ 1.645𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡 5.8 

 

The 𝐿𝑂𝐷𝐻𝑈 is the lowest microsphere concentration to be reliably distinguished from the 

𝐿𝑂𝐵𝐻𝑈, and is determined measuring replicates of a sample known to contain a low 

microsphere concentration (0.5 mg/mL), as defined in Equation 5.9.  

 

 𝐿𝑂𝐷𝐻𝑈 = 𝐿𝑂𝐵𝐻𝑈 + 1.6450.5 5.9 

 

We apply the calibration curve parameters to find 𝐿𝑂𝐷𝐻𝑈 in terms of microsphere 

concentration, 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 using Equation 5.10. 

 

 
𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 =

𝐿𝑂𝐷𝐻𝑈 − 𝑏𝑐𝑎𝑙

𝑚𝑐𝑎𝑙
 5.10 

 

The minimum detectable 90Y activity concentration from CT imaging 𝑀𝐷𝐴𝐶𝑇 can be 

determined from 𝑀𝑆𝑚𝑔, 𝐴𝑀𝑆, and 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿, as shown in Equation 5.11.   

 

 𝑀𝐷𝐴𝐶𝑇 =  𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 ∙ 𝑀𝑆𝑚𝑔 ∙ 𝐴𝑀𝑆 5.11 

 

Given 𝑀𝑆𝑚𝑔 = 24,526 MS/mg, the average specific activity of 𝐴𝑀𝑆 = 156 Bq, and 

𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 = 0.22 mg/mL, Equation 5.11 yields 𝑀𝐷𝐴𝐶𝑇 ≈ 0.84 MBq/mL. The 

corresponding value in TOF 90Y PET imaging has previously been estimated as 𝑀𝐷𝐴𝑃𝐸𝑇 

= 1.0 MBq/mL for small lesions.182 We can apply Equation 5.5 to determine the 

corresponding dose in a voxel volume given 𝐴0 = 𝑀𝐷𝐴𝐶𝑇 ∙ 𝑉𝐶𝑇, 𝑀 = 1.03 g/mL∙ 𝑉𝐶𝑇, and 

𝑅 = 0. For a single PET voxel, the MIRD dose corresponding to 𝑀𝐷𝐴𝑃𝐸𝑇 is 49 Gy, while 
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the MIRD dose for a single CT voxel is 40 Gy. These threshold dose values justify the 

lower limit of the dose distribution color bar in Figure 5.6 and Figure 5.7 and are also well 

below the estimated dose threshold required to produce a therapeutic response. This implies 

that CT is not inferior to PET in terms of detectable activity and dose levels while still 

being capable of producing more realistic heterogeneous dose distributions. The value of 

𝑀𝐷𝐴𝐶𝑇 also suggests that CT-based dosimetry will be sensitive enough to characterize 

regions of the target volume that may be at risk for disease progression. Accurately 

assessing the tumour coverage is essential as low dose regions correlate with reduced local 

control and an increased probability of local recurrence.151 

5.6.3 Dose Discrepancies 

As demonstrated in Figure 5.9, the median dose from 𝐷𝑀𝐼𝑅𝐷 is greater than 𝐷𝜇 

extracted from 𝐷𝐷𝐶𝑇 and 𝐷𝐷𝑃𝐸𝑇. This difference may be attributed to the inherent 

assumption in Equation 5.5, namely the uniform distribution of 90Y activity within the liver. 

This assumption prevents dose from spilling out of the liver contour into adjacent 

structures. This is in direct contrast with convolutional dosimetry, where significant 

microsphere uptake in the liver periphery resulted in dose being deposited outside of the 

liver contour. 

It has previously been shown that, following the administration of radiopaque 

microspheres into a porcine renal model, the mean dose within a VOI was to be within 5% 

of a ground truth mean dose as the voxel size increased from an isotropic 0.18 mm to 15 

mm.178 However, in this work, 𝐷𝜇 in 𝐷𝐷𝐶𝑇 was greater by an average of 39.2 ± 17.0% 

[12.6, 70.8] relative to 𝐷𝜇 in 𝐷𝐷𝑃𝐸𝑇. This suggests the differences in 𝐷𝜇 are not entirely 

due to difference in spatial resolution. Furthermore, since CT and PET imaging were 

performed 30 minutes apart in this study, differences between 𝐷𝐷𝐶𝑇 and 𝐷𝐷𝑃𝐸𝑇 cannot be 

attributed to changes in hepatic vascularization, catheter positioning, or flow characteristics 

between macroaggregates and microspheres, as is the case when comparing dose 

distributions derived from 90Y PET imaging and 99mTc-MAA SPECT imaging.62,183 

Instead, dose discrepancies can be attributed to imaging modality-specific characteristics.  
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5.6.3.1 PET 

The chief limitations in 90Y PET imaging result from the low positron fraction (~32 

ppm). At very low counts, PET images are noisy, and the resulting scatter correction might 

lead to significant under or overestimation of the scatter contribution.88 Moreover, 

bremsstrahlung photons and prompt gammas can result in a very high fraction of random 

coincidences when imaging 90Y. Corrections for scatter and randoms generate noise in the 

true coincidence sinogram of count-deprived images, with the potential for a large fraction 

of negative counts. Reconstruction algorithm positivity constraints truncate negative values 

which can cause an overestimation of 90Y activity due to a positive bias in low or zero 

activity regions in the reconstructed image.88 

An additional limitation lies in the choice of scintillator material. Most modern TOF 

PET scanners utilize lutetium-based scintillators, such as cerium-doped lutetium 

oxyorthosilicate (LSO[Ce]) or cerium-doped lutetium-yttrium oxyorthosilicate 

(LYSO[Ce]). Although these have desirable characteristics in terms of temporal resolution, 

light output, and detection efficiency, the presence of naturally occurring radioisotope 

176Lu produces undesirable intrinsic background counts within the scintillator that can 

reduce quantitative accuracy in the case of low counts and a high randoms fraction.184  

Furthermore, due to the low positron fraction in 90Y PET imaging, scan times 

typically require between 15 and 30 minutes over which many respiratory cycles occur.86 

This effectively smears the measured 90Y activity distribution over a larger volume, 

reducing the total activity within the CT-derived liver contour. To quantify the “loss” of 

activity in 𝐴𝑃𝐸𝑇, the ratio of 90Y activity outside of 𝐿𝑠ℎ𝑒𝑙𝑙 to the activity within 𝐵 was 

calculated and is reported in Table 5.3. On average, 14% of administered 90Y activity in 

𝐴𝑃𝐸𝑇 lies outside 𝐿𝑠ℎ𝑒𝑙𝑙. A rationale for the extreme activity loss in R04 (𝑅𝐶𝑃𝐸𝑇 = 40.1%) 

is the relatively high ratio (27%) of 90Y activity beyond 𝐿𝑠ℎ𝑒𝑙𝑙. The reduced spatial 

resolution of PET imaging relative to CT imaging may also contribute to this effect. 
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Rabbit Index PET Activity Ratio [%] 

R01 11 

R02 12 

R03 14 

R04 27 

R05 10 

R06 12 

R07 12 

R08 16 

Table 5.3: Ratio of 90Y activity outside of 𝐿𝑠ℎ𝑒𝑙𝑙  to the activity within 𝐵 to quantify extrahepatic 90Y activity 

in 𝐴𝑃𝐸𝑇. 

 

In this study, given the range of liver motion observed during intra-procedural 

angiographic imaging (1.0 cm), there may be a degree of dosimetric uncertainty as a result 

of PET/CT co-registration. A study by Vogel et al. reported 40% of patients encounter an 

absolute PET/CT co-registration error exceeding 1 cm in the cranial-caudal dimension 

when employing an expiration breath hold technique during CT imaging.185 Based on these 

results, deviations in 𝐷µ can be expected between 𝐷𝐷𝑃𝐸𝑇  and 𝐷𝐷𝐶𝑇, particularly for 

tumours proximal to the liver dome. 

5.6.3.2 CT 

An issue specific to post-treatment CT imaging in 90Y TARE is the use of vascular 

contrast agents when guiding the catheter through the hepatic arterial vasculature. 

Although a rabbit-specific 𝑏𝑐𝑎𝑙 accounts for varying 𝜇𝑏𝑘𝑔, contrast agent uptake within 𝐿 

was still observed. For example, the healthy liver background intensity appears larger in 

R05 compared to R03, as demonstrated in Figure 5.2. This artificial increase is attributed 

to contrast uptake in the healthy liver tissue and highlights the need for a rabbit-specific 

𝑏𝑐𝑎𝑙. It is unlikely that contrast uptake would be mistaken for radiopaque microsphere 

distributions as the contrast was uniformly distributed throughout the entire liver volume. 

The placement of  𝐿𝑏𝑘𝑔 must therefore be chosen in a homogeneous region void of 

radiopaque microsphere uptake to accurately reflect the baseline HU value of the healthy 

liver tissue. 
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An additional drawback in implementing a CT-based approach to dosimetry in 90Y 

TARE is that it requires an indirect method of 90Y activity quantification that requires the 

intermediate step of imaging and analyzing a calibration phantom. This may introduce 

additional uncertainty in 𝐷𝐷𝐶𝑇. For example, the calibration curve slope 𝑚𝑐𝑎𝑙 was 

calculated with 95% CI. In R05, when using the upper 95% CI in 𝑚𝑐𝑎𝑙 to determine 𝐷𝐷𝐶𝑇, 

𝐷µ decreased by 2.5 Gy, from 38.6 Gy to 35.9 Gy. When using the lower 95% CI in 𝑚𝑐𝑎𝑙, 

𝐷µ increased by 3.3 Gy, from 38.6 Gy to 41.7 Gy. The corresponding 𝐴𝐶𝑇 values for the 

upper and lower 95% CI are 123.8 MBq and 143.9 MBq, respectively, while 𝐴0 was 133.7 

MBq.  

CT image artifacts may present additional complications. High-Z objects proximal 

to the intended treatment target, such as clips, coils, or calcifications, could produce image 

artifacts that may be mistaken for radiopaque microsphere uptake. In these cases, image 

artifacts could be mitigated by implementing the ΔHU calibration approach discussed 

previously. A qualitative review of the CT images in this study failed to identify significant 

artifacts (resulting from microspheres) similar to those that can be seen in CT images in 

the presence of high-Z objects. 

5.6.4 Dose Heterogeneity 

This study has demonstrated that a significant benefit of CT-based dosimetry is its 

ability to reveal the high dose heterogeneity known to exist from pathohistological studies 

on explanted livers following 90Y TARE.54,91 The COV values in Table 5.2 verify this 

heterogeneity as the COV within 𝐿 in 𝐷𝐷𝐶𝑇 is consistently greater than the corresponding 

values in 𝐷𝐷𝑃𝐸𝑇 with an average of 1.99 ± 0.35 [1.63, 2.61] in 𝐷𝐷𝐶𝑇 and 1.02 ± 0.15 [0.75, 

1.31]  in 𝐷𝐷𝑃𝐸𝑇.  The high spatial resolution of CT also provides an opportunity to further 

investigate dose-volume metrics for predicting response in 90Y TARE. One of the earliest 

studies reporting dose-volume metrics in 90Y TARE  was performed by a Kao et al. where 

𝐷70 > 100 Gy was suggested as a threshold to predict treatment response in HCC.105 A 

subsequent study by Fowler et al. indicated dose-volume metrics predict response better in 

hypovascular lesions than in hypervascular ones, and suggested one incorporate a measure 

of tumor dose heterogeneity, such as the COV, into the dose-response analysis to improve 

the positive predictive value.173 Willowson et al. later found 𝐷70 resulted in a stronger 
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correlation with outcome than 𝐷𝜇 in metastatic colorectal cancer patients.106 More recently, 

a study performed by Kappadath et al. found 𝐷𝜇 and 𝐷20 to 𝐷80were correlated with 

mRECIST response criteria.103 We have previously shown that D70 is dependent on the 

spatial resolution of the imaging modality178, and in this study, the data show 𝐷70 in the 

liver volume 𝐿 (and in 𝐿𝑠ℎ𝑒𝑙𝑙) are consistently overestimated in 𝐷𝐷𝑃𝐸𝑇 relative to their 

corresponding values in 𝐷𝐷𝐶𝑇. Although these results are not derived from a hypervascular 

tumour model, they suggest that existing dose-response data based on dose-volume metrics 

derived from PET and bremsstrahlung SPECT may be improved with CT-based dosimetry 

in 90Y TARE. 

5.7 Conclusion 

The recovery of the radiopaque microsphere mass within the rabbits validates CT-

based dosimetry in 90Y TARE. Due to the high-resolution of CT imaging, the benefits of 

this novel approach include improved visualization of the dose distribution, reduced partial 

volume effects in dose reporting, and a better representation of dose heterogeneity allowing 

for the extraction of more accurate dose-volume metrics. Effects of respiratory motion are 

also mitigated when compared to post-treatment PET or bremsstrahlung SPECT imaging. 

Future work aims to validate these benefits in a hypervascular tumour model. 

Ultimately, post-treatment CT imaging of radiopaque microspheres provides the 

means to perform precision dosimetry in 90Y TARE and extract accurate dose metrics used 

to refine the understanding of the dose-response relationship in 90Y TARE. Understanding 

the dose-response relationship could translate into improved patient outcomes.  
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Chapter 6 Clinical Calibration Phantom Analysis  

6.1 Introduction 

Based on the strong linearity of the calibration curves derived from the analysis of 

the agarose phantom CT image data described in Chapter 3, multiple iterations of a resin-

based calibration phantom were designed. The purpose of this design was to allow for a 

single, transportable calibration phantom that could calibrate CT scanners from a range of 

manufacturers across multiple institutions, and to avoid the primary constraint of the 

agarose calibration phantoms – rapid dehydration which prevented long term usage. The 

resin-based phantom was first described in Section 4.6.1 with additional analysis provided 

in Chapter 5. Still, a more in-depth analysis of the calibration phantom image data is 

required to fully quantify the relationship between HU and radiopaque microsphere 

concentration over a range of clinical CT acquisition parameters. The CT-based dosimetry 

framework depends entirely on an accurate application CT calibration curve. To this end, 

a clinical calibration phantom was imaged across multiple CT platforms providing a wealth 

of CT image data. This work aims to study the impact of CT model, acquisition parameters, 

and phantom size on the magnitude of the calibration curve slope 𝑚𝑐𝑎𝑙, and to compare the 

limit of microsphere concentration detectability 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 across multiple CT models.  

6.2 Methods and Materials 

The CT calibration phantom geometry, structure segmentation, and mean HU 

extraction were previously described in Section 5.4.2. 

6.2.1 CT Image Protocol 

The three CT scanners in this study include a GE Optima CT580 (Optima CT580 

RT, GE Healthcare, Chicago, IL, USA), a Siemens SOMATOM AS+ (SOMATOM 

Definition AS+, Siemens Healthcare Ltd, Erlangen, Germany), and a Canon Celesteion 

PET/CT (Celesteion PET/CT, Canon Medical Systems, Ōtawara, Japan). CT image data 

of the calibration phantom was collected over a range of X-ray tube potentials, tube 

currents, CT slice thicknesses, and reconstructed FOVs. Image data was also collected and 

with and without an external scattering module to simulate variations in patient size. CT 

image acquisition parameters for all 12 scans in this study are provided in Table 6.1. 
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CT 

Scan 

Index 

Imaging 

Date 
CT Scanner 

Scattering 

Module 

Tube 

Potential 

[kVp] 

Tube 

Current 

[mA] 

Slice 

Thickness 

[mm] 

FOV 

[cm] 

1 09/16/2020 Siemens/SOMATOM Y 120 300 5.00 50 

2 09/16/2020 Siemens/SOMATOM Y 120 300 5.00 25 

3 09/16/2020 Siemens/SOMATOM Y 140 300 2.00 50 

4 01/12/2021 Toshiba/Celesteion N 100 400 0.50 16 

5 01/12/2021 Toshiba/Celesteion N 100 400 2.00 16 

6 12/21/2020 Toshiba/Celesteion N 100 270 2.00 16 

7 01/21/2020 GE/Optima CT580 Y 80 600 1.25 39 

8 05/11/2021 GE/Optima CT580 N 100 300 1.25 20 

9 01/21/2020 GE/Optima CT580 Y 120 600 1.25 39 

10 05/11/2021 GE/Optima CT580 N 120 600 1.25 39 

11 05/11/2021 GE/Optima CT580 Y 120 600 1.25 39 

12 01/21/2020 GE/Optima CT580 Y 140 600 1.25 39 

Table 6.1: Calibration phantom CT scan acquisition parameters. 

 

6.2.2 Image Co-Registration 

Calibration curves were calculated based on the mean HU from the 15 mm-

diameter posts only. To transfer the calibration phantom post structures (originally 

segmented in CT scan index 6) to other CT volumes, a rigid co-registration was performed 

using a three-point match. The calibration phantom was designed with a hemispherical 

notch on its circular periphery, as shown in Figure 5.1(b). Two match points were placed 

on the left and right corners of the hemisphere and the third was placed at the notch’s 

deepest, most inferior point. These notch positions were ideal for a point-match as they 

were easily identifiable and structurally rigid. The target registration error 𝑇𝑅𝐸 was 

calculated using Equation 6.1. 

 

𝑇𝑅𝐸 = √
1

3
∑(𝑑𝑃,𝑖 − 𝑑𝑆,𝑖)2

3

𝑖=1

 6.1 

 

Here, 𝑑𝑃,𝑖 and 𝑑𝑆,𝑖 are matching points in the primary and secondary CT image volumes, 

respectively. The average and maximum 𝑇𝑅𝐸 across the three points were tabulated for 

each rigid co-registration. 



133 

 

6.2.3 Image Analysis 

The magnitude of the slope of the calibration curves 𝑚𝑐𝑎𝑙 was compared through a 

Student’s t-test, except in the comparison of X-ray tube potentials where ANCOVA and a 

post-hoc Tukey’s test were required due to the increased number of comparisons.146 The 

results of statistical tests were considered significant when their p-values were less than 

0.05. Calibration curve intercepts 𝑏𝑐𝑎𝑙 were not included in the analysis as they are 

calculated based on a patient-specific HU background value, as described by Equation 5.2. 

The effects of altering the reconstructed FOV, slice thickness, and tube current on 

the magnitude of 𝑚𝑐𝑎𝑙 were determined through the analysis of CT indices 1 and 2, 4 and 

5, and 5 and 6, respectively. Similarly, the effect of imaging with the scattering module 

was determined through the comparison of calibration curves derived from CT indices 10 

and 11. X-ray tube potential comparisons were determined through the analysis of CT 

indices 7, 9, and 12. CT scanner manufacturer was compared through the analysis of CT 

indices 6 and 8, and 3 and 12. Temporal stability was determined through the analysis of 

CT indices 9 and 11. Radial and longitudinal line profiles were measured within the 

calibration post structures to investigate the uniformity of the microsphere concentration.  

The LOD concept was first introduced in Section 3.4.5 and was applied in Section 

5.6.2 to determine the minimum detectable 90Y activity through CT imaging of a rabbit 

liver model. Here, the LOD concept was applied to extract the detect the minimum 

detectable microsphere concentration 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 from the analysis of CT image data of 

the calibration phantom acquired from different CT scanners.  

6.3 Results 

6.3.1 Image Co-Registration 

Average (across the three match points) and maxima 𝑇𝑅𝐸 for all co-registrations 

are given in Table 6.2. Across all co-registrations, the average ± standard deviation of the 

𝑇𝑅𝐸 is 0.19 ± 0.09 mm. The corresponding values for the maximum 𝑇𝑅𝐸 are 0.25 ± 0.11 

mm. The average 𝑇𝑅𝐸 is less than the axial CT pixel dimension, suggesting contour 

manipulation was unnecessary following image co-registration. A visual inspection 

verified the image co-registration did not result in the incorrect placement of post contours. 
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CT Scan Indices 
Target Registration Errors [mm] 

Average Maximum 

6 – 1,2,3 0.31 0.39 

6 – 4,5 0.26 0.33 

6 – 8 0.21 0.26 

6 – 9,12 0.15 0.21 

6 – 10 0.05 0.07 

6 – 11 0.17 0.26 

Average ± Standard Deviation 0.19 ± 0.09 0.25 ± 0.11 

Table 6.2: CT volume target registration errors. 

 

6.3.2 Calibration Curves 

The magnitude of 𝑚𝑐𝑎𝑙 and its associated CI, derived from a linear least-squares fit 

of the calibration phantom CT image data, are reported in Table 6.3. The value of 𝑚𝑐𝑎𝑙 

varies by 5.05 HU/mg/mL (9.08 to 14.13) across the CT scans reported in Table 6.1.  

 

CT Scan Index 
𝒎𝒄𝒂𝒍 

[HU/mg/mL] 

𝒎𝒄𝒂𝒍 (95% CI) 

[HU/mg/mL] 

1 10.64 9.79, 11.48 

2 10.70 9.85, 11.55 

3 9.18 8.41, 9.94 

4 14.11 13.13, 15.10 

5 14.11 13.13, 15.08 

6 14.13 13.14, 15.12 

7 11.81 10.57, 13.04 

8 13.25 12.50, 14.01 

9 10.65 9.57, 11.74 

10 12.25 11.50, 12.99 

11 10.71 9.71, 11.70 

12 9.08 8.07, 10.10 

Table 6.3: Calibration curve slopes and associated CIs. 

 

Calibration curves calculated from CT acquisitions with varying tube current, slice 

thickness and FOV are displayed in Figure 6.1(a-c). Results from the Student’s t-test 

illustrate that a change in these acquisition parameters (within the given range) has no 
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significant effect on the value of the slope, where 𝑝 = 0.949 for the tube current comparison, 

𝑝 = 0.981 for the slice thickness comparison, and 𝑝 = 0.825 for the FOV comparison.  

Figure 6.1(d) shows calibration curves calculated with identical CT acquisition parameters 

where the imaging was performed 479 days apart. The values of 𝑚𝑐𝑎𝑙 were not statistically 

different (𝑝 = 0.644), indicating this phantom has temporal stability over the time scale in 

question.  

 

Figure 6.1: (a) Calibration curves derived from CT indices 5 and 6 comparing the slope magnitude due to 

changes in tube current. (b) Calibration curves derived from CT indices 4 and 5 comparing the slope 

magnitude due to changes in slice thickness. (c) Calibration curves derived from CT indices 9 and 11 

comparing the slope magnitude due to changes in the time of imaging. 

 

The calibration curves derived from imaging with and without the scatter module 

are shown in Figure 6.2(a) while curves derived over multiple X-ray tube potentials (80, 
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120, 140 kVp) are shown in Figure 6.2(b). The data indicate the presence of the scatter 

module significantly reduces 𝑚𝑐𝑎𝑙 (𝑝 = 0.006) from 12.25 HU/mg/mL to 10.71 

HU/mg/mL. Similarly, the magnitude of 𝑚𝑐𝑎𝑙 decreases as tube potential is increased 

(𝐹(2,6) = 27.75, 𝑝 = 0.009). The post hoc Tukey test reveals a p-value of 0.012 for the 80-

120 kVp comparison,  𝑝 = 7.52 x 10-4 for 80-140 kVp comparison, and 𝑝 = 0.045 for the 

120-140 kVp comparison. 

 

Figure 6.2: (a) Calibration curves derived from CT indices 10 and 11 comparing the slope magnitude due to 

the presence of the calibration phantom scatter module. (b) Calibration curves derived from CT indices 7, 9, 

and 12 comparing the slope magnitude due to changes in tube potential. 

 

In Figure 6.3(a), calibration curves from a Toshiba Celesteion and a GE Optima 

CT580 are shown. The calibration curve slopes were found to be significantly different (𝑝 

= 0.039), while in Figure 6.3(b), calibration curves derived from a Siemens SIOMATOM 

AS+ and a GE Optima CT580 show there is no significant difference in 𝑚𝑐𝑎𝑙 (𝑝 = 0.770). 
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Figure 6.3: (a) Calibration curves derived from CT indices 6 and 8 comparing the slope magnitude due a 

change in CT scanner. (b) Calibration curves derived from CT indices 3 and 12 comparing the slope 

magnitude due a change in CT scanner. 

 

6.3.3 Limit of Detection 

The LOD in terms of microsphere concentration was previously reported to be 

𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 = 0.22 mg/mL for the Toshiba Celesteion PET/CT following repeat scans of 

the calibration phantom with the acquisition parameters for CT scan index 6, as reported 

in Table 6.1. The calibration curve for this scan is displayed in Figure 6.4(a), in addition to 

the values 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 = 0.22 mg/mL and corresponding 𝐿𝑂𝐷𝐻𝑈 = 3.1 HU values related 

by Equation 5.10. This calculation was also performed from repeated calibration phantom 

imaging using the GE Optima CT580 with acquisition parameters from CT scan index 8, 

resulting in a 𝐿𝑂𝐷𝐻𝑈 = 2.4 HU and 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 = 0.18 mg/mL, as shown in Figure 6.4(b). 



138 

 

 

Figure 6.4: Calibration curves overlaid with horizontal (dashed) and vertical (dotted) lines indicating the 

microsphere detectability values in terms of voxel intensity [HU] and microsphere concentration [mg/mL]. 

(a) Calibration curve derived from CT scan index 6. (b) Calibration curve derived from CT scan index 8. 

 

6.3.4 Uniformity 

Figure 6.5(a,b) show an average HU and standard deviation measured from each 

slice containing the structure of the 15 mm-diameter post for CT scan index 6, across all 

three microsphere concentrations. The data show that the HU values are stable along the 

length of the post structure indicating strong uniformity of the microsphere concentration. 

The standard deviations of the HU values along the posts are also relatively constant with 

variations on the order of 2 HU. The average COV values across the profiles are -4.10, 

0.13, and 0.05 for the posts having microsphere concentrations of 0.5 mg/mL, 5.0 mg/mL, 

and 25.0 mg/mL, respectively. The negative COV value for the post with a microsphere 

concentration of 0.5 mg/mL simply results from the negative mean intensity value (-0.28 

HU). Similar longitudinal uniformity was observed in the remaining posts with diameters 

less than 15 mm. 
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Figure 6.5: (a) Average HU in post structures as a function of post length. (b) HU standard deviation in post 

structures as a function of post length. 

 

In Figure 6.6(a-c), radial profiles through the central CT slice of all nine post 

structures containing microsphere concentrations of 25.0 mg/mL, 5.0 mg/mL, and 0.5 

mg/mL, respectively. The mean HU of the background region is also given as a baseline 

reference value. In the profile shown in Figure 6.6(a,b), HU values appear relatively 

constant for post structures having diameters greater than 2 mm. Average COV values 

within the post structure range from 0.02 to 0.06. Although still relatively uniform, the 

profiles through posts containing 5.0 mg/mL shown in Figure 6.6(b) begin to demonstrate 

the impact of CT image noise as the range of COV values increases from 0.04 to 0.11. The 

profiles through posts containing 0.5 mg/mL shown in Figure 6.6(c) are nearly 

indistinguishable from the CT image noise with COV values spanning more than two 

orders of magnitude (0.12 to 25.62). However, when averaging radial profiles over the 

entire length of a post, as shown in Figure 6.6(d), the profiles become distinctly 

recognizable relative to the background, although COV values still span two orders of 

magnitude (0.13 to 19.40). All COV values from the radial profiles are reported in Table 

6.4. 
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Figure 6.6: Radial profiles across the nine posts in the calibration phantom. (a) Profiles through posts having 

a microsphere concentration of 25.0 mg/mL. (b) Profiles through posts having a microsphere concentration 

of 5.0 mg/mL. (c) Profiles through posts having a microsphere concentration of 0.5 mg/mL. (d) Average over 

entire post length of radial profiles through posts having a microsphere concentration of 0.5 mg/mL. 

 

Post 

Diameter 

[mm] 

25.0 mg/mL 

COV 

5.0 mg/mL 

COV 

0.5 mg/mL 

COV 

0.5 mg/mL (averaged) 

COV 

15 0.03 0.08 7.58 19.40 

9 0.03 0.09 12.07 0.81 

8 0.03 0.09 25.62 0.58 

7 0.03 0.08 3.21 0.81 

6 0.02 0.11 3.01 1.18 

5 0.02 0.07 2.05 2.31 

4 0.03 0.04 0.37 0.42 

3 0.06 0.09 1.52 0.59 

2 0.06 0.06 0.12 0.13 

Table 6.4: COV measurements for radial profiles within the post structures having microsphere 

concentrations of 25.0 mg/mL, 5.0 mg/mL, and 0.5 mg/mL. 
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6.4 Discussion 

6.4.1 Image Co-Registration 

The uncertainty associated with the image co-registration, as defined by the 𝑇𝑅𝐸, 

was on the order of a CT pixel dimension (~0.5 mm). The magnitude of this error suggests 

a negligible impact from image co-registration on the determination of 𝑚𝑐𝑎𝑙.  

6.4.2 Calibration Curves 

Figure 6.1 suggest that varying tube current, slice thickness and FOV have no 

significant effects on the magnitude of 𝑚𝑐𝑎𝑙. These results validate those from agarose 

phantom imaging where halving the FOV and slice thickness had no significant effect on 

𝑚𝑐𝑎𝑙. However, altering these parameters does influence the noise characteristics within 

the image (as well as the spatial resolution), and will consequently affect the LOD values 

as defined in Equations 5.9 and 5.10.  

The calibration curves in Figure 6.2(b) indicate the lower the X-ray tube potential, 

the greater the magnitude of 𝑚𝑐𝑎𝑙, suggesting that scans with lower tube potentials will 

improve microsphere concentration resolution, potentially enabling more accurate 

dosimetry estimates. As these scans were acquired with the scattering module to simulate 

a realistic patient size, the increase in image noise (particularly at the low tube potential of 

80 kVp) produces additional uncertainty. Furthermore, the calibration curves in Figure 

6.2(a) imply a family of curves should be generated to for large and small patients to 

account for the impact of scatter on the magnitude of 𝑚𝑐𝑎𝑙. 

As Figure 6.3 demonstrates, calibration curves derived from different CT models 

may have the same magnitude of 𝑚𝑐𝑎𝑙 for one tube potential, but different slope 

magnitudes at another (e.g., 100 kVp in Figure 6.3(b) and 140 kVp in Figure 6.3(a)). It is 

therefore essential to image the calibration phantom for each CT model, and not simply 

scale a calibration curve derived from another CT model by a HU offset. The cause of the 

slope deviation between tube potentials may be attributed to X-ray tube filtration. 

Differences between CT scanner filtration will produce differences in the X-ray energy 

spectra. This will result in changes in the microsphere attenuation properties, and hence the 

reconstructed voxel value. The temporal stability of the calibration phantom indicates it is 
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feasible to ship to a single calibration phantom to CT scanners at other institutions for 

imaging without any degradation to the phantom over time.  

6.4.3 Limit of Detection 

Despite the analysis being performed on image data acquired from different CT 

models and different tube potentials, Figure 6.4 suggests microsphere concentration 

detectability is approximately equal and the relationship between HU and microsphere 

concentration is stable across CT platforms. The difference of 0.04 mg/mL in 𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 

is not clinically relevant. As in Section 5.6.2, we can apply Equation 5.11 to determine the 

corresponding 90Y activity concentration given a microsphere concentration of 0.04 

mg/mL, the number of microspheres per milligram 𝑀𝑆𝑚𝑔 = 24,526 MS/mg, an average 

microsphere specific activity 𝐴𝑀𝑆 = 156 Bq. The calculation produces a 90Y activity 

concentration equivalent to 0.15 MBq/mL, well below the detectability limits of both PET 

and CT (~1.0 MBq/mL).  

6.4.4 Uniformity 

The longitudinal HU profiles in Figure 6.5(a) indicate the microsphere uniformity 

is stable along the length of the calibration phantom posts. Although the standard deviation 

of HU values along the post increases with greater microsphere concentration, as 

demonstrated in Figure 6.5(b), the low COV values further suggest longitudinal 

homogeneity. Although there is a notable reduction of HU intensity in the radial profile of 

the 2 mm-diameter posts in Figure 6.6(a, b), the total microsphere mass (hence 90Y activity) 

within the post structure can be recovered, as described in Section 5.6.1. The radial profiles 

of the posts (0.5 mg/mL) in Figure 6.6(c) are almost indistinguishable from the 

background, illustrating the challenge of quantification in low 90Y activity regions. 

However, when averaged over multiple slices, the profiles are readily visible. This 

indicates that dose estimates in low activity regions are more likely to be accurate for larger 

features (i.e. the low microsphere uptake that produces a signature macroscopic “blush” 

region in CT images.). 

The COV values in Table 6.4 for the calibration phantom posts having a 

microsphere concentration of 0.5 mg/mL span a wide range when compared to the posts 
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with larger microsphere concentrations. There are issues with this metric when applied to 

low microsphere concentration posts, particularly those with the smallest diameters. As the 

mean value approaches zero, the COV approaches infinity, hence the COV for these posts 

is sensitive to small changes in the mean.  Furthermore, for posts with diameters not much 

greater than the axial voxel size, there is a lack of profile plateau due to partial volume 

effects. This produces a poor estimate of the mean HU value.  

6.4.5 Future Work 

Despite the results provided in this study, there is room for further analysis. For 

example, additional calibration phantoms based on the same schematic need to be analyzed 

to quantify the fabrication reproducibility. If multiple phantoms are to be used for CT 

calibration, it is essential to validate these phantoms are identical within a specified 

tolerance. Additionally, a longitudinal imaging study should be performed to ensure 

constancy in HU values over longer time scales. 

The calibrations curves are generated based nominal microsphere concentration 

values of 0.5 mg/mL, 5.0 mg/mL, and 25.0 mg/mL. The high spatial resolution of µCT 

imaging can provide the means to quantify the true microsphere concentration of future 

calibration posts. This task is particularly important since the uncertainty of the glass 

concentrations within the calibration posts will be a major determinant of the confidence 

limits of the CT calibration method.  

Finally, the impact of image reconstruction filters on the magnitude of 𝑚𝑐𝑎𝑙 has yet 

to be investigated. Preliminary work described in Section 3.6.3 revealed the smooth and 

sharp kernels (B10f and B80f, respectively) either overly accentuated image noise or 

unintentionally induced non-uniformities within the agarose hydrogel. The consequence of 

filter shape has on the magnitude of 𝑚𝑐𝑎𝑙 should be explored, particularly for calibration 

post structures with small diameters.   

6.5 Conclusion 

The resin-based calibration phantom has several properties that are well-suited to 

the needs of CT-based dosimetry in 90Y TARE. The microsphere-loaded calibration posts 

appear to be uniform over a range of microsphere concentrations, they are physically robust 
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and unlikely to suffer from material decomposition over substantial periods of time, and 

the calibration curve slopes are immune to changes in slice thickness, tube current, and 

FOV, although altering these parameters will influence CT image noise and consequently 

impact the LOD. Calibration curves should be generated specific to a single CT scanner, 

and also for multiple effective patient thickness and range of X-ray tube potentials. The 

uncertainty associated with the measurement of the calibration curve slopes are minimal as 

indicated by the small range of slope confidence intervals. 
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Chapter 7 Discussion 

7.1 Summary 

The purpose of this thesis was to develop, implement, and validate a CT-based 

framework for post-treatment dosimetry in 90Y TARE. The proposed framework provides 

the means to perform precision dosimetry and extract accurate dose metrics that may be 

used to refine the understanding of the dose-response relationship in 90Y TARE.  

The first manuscript developed a methodology to quantify the inherent radiopacity 

of radiopaque microspheres through CT imaging. This methodology produced a calibration 

curve that relates microsphere concentration within a CT voxel to the corresponding of HU 

for that voxel. Tissue-equivalent phantoms were designed to determine CT voxel 

enhancement from microspheres uniformly distributed within the phantoms. Phantoms 

were imaged with CT to determine the average HU and with brightfield microscopy to 

accurately quantify the microsphere concentration. The mean HU and microsphere 

concentration were found to be positively correlated (r2 = 0.949) over a range of CT 

acquisition parameters. This findings in this manuscript provide a means to quantify the 

radiation dose from the infusion of radiopaque microspheres for more accurate dosimetry 

in 90Y TARE, which may improve our understanding of the relationship between absorbed 

dose and tumour response. Furthermore, the results presented in the first manuscript 

motivated the construction of a clinical calibration phantom. The analysis of data provided 

by CT imaging of this clinical calibration phantom validated the work summarized by the 

first manuscript, while also demonstrating that the phantom is well-suited to the needs of 

CT-based dosimetry in 90Y TARE. 

The second manuscript described the implementation of a calibration curve to 

perform post-administration dosimetry in 90Y TARE through µCT imaging of non-

radioactive, radiopaque microsphere distributions in a porcine renal model, and also 

explored the impact of spatial resolution of an imaging system on the extraction of specific 

dose metrics. To produce an activity distribution, 400 MBq of 90Y activity was distributed 

throughout segmented voxels of the embolized vasculature based on an established linear 

relationship between microsphere concentration and CT voxel value. This distribution was 
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downsampled to coarser isotropic grids ranging in voxel size from 2.5 mm to 15 mm to 

emulate nominal resolutions comparable to those found in 90Y PET and bremsstrahlung 

SPECT imaging. Dose distributions were calculated through the convolution of activity 

distributions with DVKs generated using the GATE Monte Carlo toolkit. Contours were 

computed to represent normal tissue and target volumes. Dose-volume histograms, dose 

metrics, and dose profiles were compared to a ground truth dose distribution computed 

with GATE. The mean dose to the target for all studied voxel sizes was found to be within 

~5% of the ground truth mean dose. 𝐷70 was shown to be strongly correlated with image 

voxel size of the dose distribution (r2 = 0.897). As 𝐷70 is cited in the literature as an 

important dose metric, its dependence on voxel size suggests higher resolution dose 

distributions may provide new perspectives on dose-response relationships in 90Y TARE. 

The work in this manuscript demonstrates that dose distributions with large voxels 

incorrectly homogenize the dose by attributing escalated doses to normal tissues and 

reduced doses in high dose target regions, and that CT imaging of radiopaque microsphere 

distributions can provide increased confidence in characterizing the absorbed dose 

heterogeneity in 90Y TARE. 

The third manuscript described the validation of a CT-based approach to dosimetry 

in 90Y TARE through CT imaging of radiopaque microspheres in a rabbit liver model, and 

also compared extracted dose metrics to those produced from conventional PET-based 

dosimetry. A CT calibration phantom was designed to contain posts having nominal 

microsphere concentrations of 0.5 mg/mL, 5.0 mg/mL, and 25.0 mg/mL. The mean HU 

was extracted from the post volumes to generate a calibration curve to relate HU to 

microsphere concentration. A nominal bolus of 40 mg of microspheres was administered 

to the livers of eight rabbits followed by PET/CT imaging. A CT-based activity distribution 

was calculated through the application of the calibration curve to the CT liver volume. 

Post-treatment dosimetry was performed through the convolution of 90Y DVKs and the 

PET- and CT-based cumulated activity distributions. The mean dose to the liver in PET- 

and CT-based dose distributions was compared through linear regression, ANOVA, and 

Bland-Altman analysis. A linear least-squares fit to the average HU and microsphere 

concentration data in the calibration phantom confirmed a strong correlation (r2 > 0.999) 

with a slope of 14.13 HU/mg/mL. A poor correlation was found between the mean dose 
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derived from CT and PET (r2 = 0.374) while the ANOVA analysis revealed statistically 

significant differences between the MIRD-derived mean dose and the PET- and CT-

derived mean dose. Bland-Altman analysis predicted an offset of 15.0 Gy between the 

mean dose in CT and PET. The dose within the liver was shown to be more heterogeneous 

in CT than in PET with an average COV equal to 1.99 and 1.02, respectively. This 

manuscript revealed the benefits of a CT-based approach to post-treatment dosimetry in 

90Y TARE. These include improved visualization of the dose distribution, reduced partial 

volume effects, a better representation of dose heterogeneity, and the mitigation of 

respiratory motion effects. Post-treatment CT imaging of radiopaque microspheres in 90Y 

TARE provides the means to perform precision dosimetry and extract accurate dose 

metrics used to refine the understanding of the dose-response relationship, which could 

ultimately improve future patient outcomes. 

7.2 Future Work 

The framework developed in this thesis has the potential to transform the current 

practice in post-treatment dosimetry in 90Y TARE. Still, there are multiple research 

avenues that could be further explored. 

As mentioned in Section 6.4.5, the clinical calibration phantom requires additional 

validation in terms of construction reproducibility, the measurement of the true 

microsphere concentration within the posts, and the impact of CT image reconstruction 

filters on HU quantification. A limitation of the calibration phantom that we developed 

previously is that the smallest post size is 2 mm in diameter, representing only the fourth 

or fifth branching generation of the hepatic artery.186 An examination of posts with 

diameters < 2 mm would validate application of the calibration curve across all 

microsphere concentrations, including those observed in the most distal arterioles. 

Additionally, a more complex and potentially more accurate calibration 

methodology could be explored using dual-energy CT imaging.187 In this approach, two 

post-treatment CT scans following 90Y TARE could be acquired, one with a high tube 

potential and one with a low tube potential. This would allow for dual-energy subtraction 

to extract a CT signal derived exclusively from radiopaque microspheres, but also presents 

additional challenges. Since most clinical CT scanners are not capable of simultaneous 
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dual-energy image acquisition, imaging would need to be performed twice with the 

implementation of a breath hold technique during each acquisition. This could pose 

significant CT image co-registration challenges which may render this technique 

impractical and highly inaccurate. 

Improvements can also be made in the implementation of convolutional dosimetry. 

The composition of Eye90 microspheres includes high effective atomic number elements, 

and following neutron activation, other radioisotopes are also present in the microspheres. 

Due to the variable half-lives and relative abundances of these radioisotopes, the dose 

profile around a microsphere will evolve over time. The presence of the high density (𝜌 ≅ 

3.3 g/cm3) glass will also cause some degree of self-shielding.  These combined effects 

suggest 90Y DVKs should be calculated to account for radiopaque microsphere 

composition. Recently, MC simulations have been performed for derived DPKs using early 

radiopaque microsphere formulations.188 The same methods could be used to study any 

future variations in radiopaque microsphere size and composition with respect to DVK 

generation, as well as the effect of clustering and self-shielding. 

Although there doesn’t seem to be any clinical consequence of performing 

convolutional dosimetry using DVKs calculated in water and soft tissue, inaccuracies will 

arise when the surrounding material differs significantly in its composition relative to 

water.163 Inhomogeneities in the form of microsphere-loaded vessels may perturb the dose 

distribution in the vicinity of the vessel. The Fourier transform methods used in 

convolutional dosimetry are limited in the sense that they require a spatially invariant 

kernel, which is technically violated with the surrounding medium differs from water. In 

this case, DVK scaling methods may be sufficient to overcome this limitation in 

convolutional dosimetry, but the impact of tissue inhomogeneities on the absorbed dose 

calculation (due to radiopaque microspheres) warrants further exploration.189–191  

A worthy avenue for future research is the pursuit of intra-procedural dosimetry in 

90Y TARE during the administration of radiopaque microspheres, as alluded to in Section 

1.3.3. The lack of visibility of commercially available microspheres through fluoroscopic 

imaging means that clinicians cannot determine (during treatment) if the quantity and 

location of microsphere deposition within the target matches their intended treatment plan. 
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The ability to visualize the microsphere during their administration would be an invaluable 

tool for clinicians as it would provide the necessary feedback to guide the intervention, a 

prospect that is currently nonexistent in the current clinical paradigm. Specifically, a direct 

visualization of the microspheres during administration would have significant impact on 

TARE in multiple ways. First, confirmation of tumour targeting and adequacy of tumour 

coverage would permit an informed termination of administration.  This would also reduce 

excess dose to healthy liver tissue that would result from further administration. 

Furthermore, the detection of sub-optimal targeting or coverage would prompt the 

interventional radiologist to reposition the microcatheter or identify and catheterize 

alternate arterial supply. In cases where adequate target coverage cannot be obtained, it 

would allow for the prioritization of these patients for additional therapy (additional 90Y 

TARE or other treatment modalities, such as ablation or SBRT).  In addition, microsphere 

visualization would permit quantitative evaluation of the 3D microsphere distribution 

during the procedure using CBCT. Together, intra-procedural fluoroscopy and CBCT 

imaging could provide a real-time estimate of the microsphere distribution.  This, in turn, 

would facilitate a visualization of an estimate of the dose distribution and provide intra-

procedural feedback to the interventional radiologist. The possibility of performing intra-

procedural dosimetry in 90Y TARE is not possible with commercially available 

microspheres due to their lack of inherent radiopacity. The implementation of microsphere 

tracking intra-procedural dosimetry in 90Y TARE represents a massive leap forward in 

treatment delivery that would permit adaptive response to improve the quality and 

standardization of treatment and will lead to safer, more efficacious treatments. 

7.3 Conclusions 

In the modern practice of radiation oncology, accurate knowledge of the 3D dose 

distribution is essential for maximizing the safety and efficacy of treatment. Unfortunately, 

the current practices in post-treatment dosimetry in 90Y TARE are lacking in predictive 

utility. The research presented in this thesis demonstrates the many advantages of 

implementing a CT-based approach to post-treatment dosimetry in 90Y TARE. 

Specifically, we have shown that post-treatment CT imaging of radiopaque microsphere 

distributions is feasible, can provide the means to perform precision dosimetry in 90Y 
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TARE, and allows for the extraction more accurate dose metrics relative to the 

conventional PET-based dosimetry. The presented framework has the potential to 

transform post-treatment dosimetry in 90Y TARE by providing the means to fill the existing 

clinical knowledge gap that results from the lack of high quality, patient-specific dosimetric 

data. Furthermore, it will inspire future clinical studies that will reshape our understanding 

of the dose-response relationship in 90Y TARE and potentially improve future patient 

outcomes. 
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Appendix B – List of Variables 

Variable names introduced in Chapters 3 through 6 are provided below with units 

and descriptions. Variables are listed in order of appearance. If the variable was introduced 

in multiple chapters, it is only described in the chapter where it was first introduced. 

 

Chapter 3 

𝐿𝑂𝐵𝐻𝑈 The highest apparent signal expected to be found when replicates of the 

control agarose phantom are repeatedly measured [HU] 

𝐿𝑂𝐷𝐻𝑈 The concentration of microspheres in agarose that leads to the conclusion 

that the microsphere concentration is greater than that of the agarose control 

phantom [HU] 

𝑙𝑜𝑤  Standard deviation of CT voxel values in the agarose phantom containing 

5.5 mg of microspheres [HU] 


𝑎𝑔𝑎𝑟

  Average value of repeated measurements of the agarose control phantom 

[HU] 

𝑎𝑔𝑎𝑟  Standard deviation of repeated measurements of the agarose control 

phantom [HU] 

𝐿𝑂𝐷𝑀𝑆/𝑣𝑜𝑥  The concentration of microspheres in agarose that leads to the conclusion 

that the microsphere concentration is greater than that of the agarose control 

phantom [MS/voxel] 

𝐿𝑂𝐷𝑀𝑆/𝑚𝐿  The concentration of microspheres in agarose that leads to the conclusion 

that the microsphere concentration is greater than that of the agarose control 

phantom [MS/mL] 

 

Chapter 4 

𝑊𝐵   External, whole-body contour of pig kidney [Contour] 

𝑁𝑇 A 1 cm-dimeter spherical volume located in a non-embolized, 

homogeneous background region of the pig kidney [Contour] 

𝑇 A 2 cm-dimeter spherical volume placed at the centroid of the pig kidney 

[Contour] 

𝐴0.18 Simulated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 0.18 mm [Bq] 

𝐴2.50 Interpolated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 2.50 mm [Bq] 



169 

 

𝐴5.00  Interpolated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 5.00 mm [Bq] 

𝐴7.50  Interpolated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 7.50 mm [Bq] 

𝐴10.00  Interpolated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 10.00 mm [Bq] 

𝐴12.50  Interpolated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 12.50 mm [Bq] 

𝐴15.00  Interpolated 90Y activity distribution within the pig kidney with an isotropic 

voxel size of 15.00 mm [Bq] 

𝐷𝑉𝐾0.18 90Y dose-voxel kernel with an isotropic voxel size of 0.18 mm [Gy/History] 

𝐷𝑉𝐾2.50 90Y dose-voxel kernel with an isotropic voxel size of 2.50 mm [Gy/History] 

𝐷𝑉𝐾5.00 90Y dose-voxel kernel with an isotropic voxel size of 5.00 mm [Gy/History] 

𝐷𝑉𝐾7.50 90Y dose-voxel kernel with an isotropic voxel size of 7.50 mm [Gy/History] 

𝐷𝑉𝐾10.00 90Y dose-voxel kernel with an isotropic voxel size of 10.00 mm 

[Gy/History] 

𝐷𝑉𝐾12.50 90Y dose-voxel kernel with an isotropic voxel size of 12.50 mm 

[Gy/History] 

𝐷𝑉𝐾15.00 90Y dose-voxel kernel with an isotropic voxel size of 15.00 mm 

[Gy/History] 

𝜎𝑑𝑜𝑠𝑒   Dosimetric uncertainty in a dose-voxel kernel [%] 

𝑁  Number of cardinal axis 

𝑟  Radial distance from the origin of a dose-voxel kernel along each cardinal 

axis [Voxels] 

𝐷𝑖   Absorbed dose to a voxel in a dose-voxel kernel [Gy] 

𝑖  Dose-voxel kernel voxel index 

𝐷̅   Average dose across voxels in dose-voxel kernel from all cardinal axes [Gy] 

𝜎𝑠𝑡𝑎𝑡   Relative statistical uncertainty in a dose-voxel kernel [%] 

𝑑𝑖   Energy deposited in a voxel in a dose-voxel kernel [J] 

𝑛   Number of interactions within a voxel in a dose-voxel kernel [#] 

𝑑𝑑𝑀𝐶 90Y dose distribution determined from a Monte Carlo simulation of 

radiation transport in the pig kidney [Gy] 
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𝑑𝑑0.18
 90Y dose distribution with an isotropic voxel size of 0.18 mm determined 

through convolution [Gy]  

𝑑𝑑2.50 90Y dose distribution with an isotropic voxel size of 2.50 mm determined 

through convolution [Gy] 

𝑑𝑑5.00 90Y dose distribution with an isotropic voxel size of 5.00 mm determined 

through convolution [Gy] 

𝑑𝑑7.50 90Y dose distribution with an isotropic voxel size of 7.50 mm determined 

through convolution [Gy] 

𝑑𝑑10.00 90Y dose distribution with an isotropic voxel size of 10.00 mm determined 

through convolution [Gy] 

𝑑𝑑12.50 90Y dose distribution with an isotropic voxel size of 12.50 mm determined 

through convolution [Gy] 

𝑑𝑑15.00 90Y dose distribution with an isotropic voxel size of 15.00 mm determined 

through convolution [Gy] 

𝐷µ  Average dose to the kidney volume [Gy] 

𝜎  Standard deviation of dose values in the kidney volume [Gy] 

𝐷𝑚𝑖𝑛   Minimum dose to the kidney volume [Gy] 

𝐷𝑚𝑎𝑥   Maximum dose to the kidney volume [Gy] 

𝐷𝑚𝑒𝑑   Median dose to the kidney volume [Gy] 

𝐷70  Minimum dose received by at least 70% of the entire kidney volume [Gy] 

𝐷1  Minimum dose received by at least 1% of the entire kidney volume [Gy] 

𝐷𝑀𝐼𝑅𝐷 Average dose determined through the Medical Internal Radiation Dose 

formalism [Gy] 

𝑀  Mass of target in the Medical Internal Radiation Dose formalism [kg] 

𝐴0 Administered 90Y activity in the Medical Internal Radiation Dose formalism 

[GBq] 

 

Chapter 5 

𝐴𝑀𝑆  Microsphere specific activity [Bq/MS] 

𝑀𝑆𝑐𝑜𝑛  Microsphere concentration [MS/mL] 

𝑚𝑐𝑎𝑙  Calibration curve slope [HU/MS/mg] 

𝑏𝑐𝑎𝑙  Calibration curve intercept [HU] 
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
𝑏𝑘𝑔

 Average value of CT voxels in a non-embolized, homogeneous background 

region of the liver [HU] 

𝑏𝑘𝑔 Standard deviation of CT voxel values in a non-embolized, homogeneous 

background region of the liver [HU] 

𝐿𝑏𝑘𝑔  A non-embolized, homogeneous background region of a rabbit liver 

[Contour] 

𝐴𝐶𝑇   90Y activity distribution determined from CT imaging [Bq] 

𝑀𝑆𝑚𝑔   Number of microspheres contained within one milligram [MS/mg] 

𝑉𝐶𝑇   CT voxel volume [mL] 

𝐴0  90Y activity administered to a rabbit [Bq] 

𝑅𝐶𝐶𝑇   CT recovery coefficient for the microsphere mass within the liver [%] 

𝐴𝑃𝐸𝑇  90Y activity distribution determined from PET imaging [Bq] 

𝐿  Rabbit liver [Contour] 

𝐿𝑠ℎ𝑒𝑙𝑙   The rabbit liver contour plus a 1 cm isotropic margin [Contour] 

𝑅𝐶𝑃𝐸𝑇   PET recovery coefficient for the microsphere mass within the liver [%] 

𝑅𝐶𝑃𝐸𝑇
𝑠ℎ𝑒𝑙𝑙  PET recovery coefficient for the microsphere mass within the liver [%] 

𝐵  An external, whole-body rabbit contour [Contour] 

𝑅 Residual activity following microsphere administration [MBq] 

𝐷𝐷𝑃𝐸𝑇  Dose distribution in a rabbit determined from PET imaging [Gy] 

𝐷𝐷𝐶𝑇  Dose distribution in a rabbit determined from CT imaging [Gy] 

𝐷𝑉𝐾𝑃𝐸𝑇 90Y dose-voxel kernel with dimensions equal to a PET voxel [Gy/History] 

𝐷𝑉𝐾𝐶𝑇  90Y dose-voxel kernel with dimensions equal to a CT voxel [Gy/History] 


𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡

 Average value of CT voxels in the background region of the calibration 

phantom [HU] 

𝑏𝑘𝑔_𝑝ℎ𝑎𝑛𝑡 Standard deviation of CT voxel values in the background region of the 

calibration phantom [HU] 

0.5  standard deviation of CT voxel values in the calibration post containing a 

microsphere concentration of 0.5 mg/mL of microspheres [HU] 

𝐿𝑂𝐷𝑚𝑔/𝑚𝐿 The concentration of microspheres in the calibration phantom that leads to 

the conclusion that the microsphere concentration is greater than that of the 

background [mg/mL] 
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𝑀𝐷𝐴𝐶𝑇  Minimum detectable 90Y activity concentration determined from CT 

imaging [MBq/mL] 

𝑀𝐷𝐴𝑃𝐸𝑇 Minimum detectable 90Y activity concentration determined from PET 

imaging [MBq/mL] 

 

Chapter 6 

𝑇𝑅𝐸 Target registration error for co-registration of CT images of the clinical 

calibration phantom [mm] 

𝑑𝑃,𝑖  Spatial location for the co-registration points in the primary image [mm] 

𝑑𝑆,𝑖   Spatial location for the co-registration points in the secondary image [mm] 

 

 


