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The crystal structure prediction (CSP) of organic molecular solids remains challenging, as the de-
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mand to predict more complex crystal structures increases. Low-cost (semi-)empirical methods

are now more commonly being used to unburden the computational bottlenecks in intermediate
stages of a CSP protocol, but remain inadequate for the energy ranking of crystal structures. With
the use of “composite approaches”, however, these relative energies can be refined with higher
levels of theory at the cost of a single-point energy calculation, provided that the low-level geome-
tries are amenable to such purposes. Herein, a composite method making use of the B86bPBE-
XDM density functional, and combining a low-level small-basis method using finite-support nu-
merical orbitals with high-level plane-wave calculations, is applied to predict crystal-energy land-
scapes of four active pharmaceutical ingredients: 5-fluorouracil, naproxen, carbamazepine, and
olanzapine. Results show that this composite method can aid in resolving realistic energy land-
scapes of drug-like molecules, consistently placing the experimentally isolable polymorphs as the
lowest-energy structures and, in addition, providing a sound stability ordering of polymorphs, in
reasonable agreement with available experimental data. This is in stark contrast to the energy
rankings provided by previously reported refined anisotropic force-field data or results obtained
from other small-basis set approaches, such as sHF-3c. While the B86bPBE-XDM composite
method is generally more expensive than (semi-)empirical approaches, it does not rely on any
parameter fitting or tuning with regards to a given system of interest, making it a suitable and
more generally applicable alternative for CSP.

1 Introduction

The phenomenon of polymorphism is ubiquitous in nature and is
exhibited by many organic solids of importance to the develop-
ment of active pharmaceutical ingredients, 1-* microporous mate-
rials, semiconductors,*> explosives,®8 pigments and dyes. %10
The ability to predict which polymorph will be formed under a
given set of experimental conditions, as well as defining its sta-
bility with respect to other crystalline forms, has been of grow-
ing interest and concern in many scientific communities, 11-22
most notably in the pharmaceutical industries. 1:18:23.24 However,
predicting the molecular crystal structure of a given compound
solely from computational grounds, or ‘crystal structure predic-
tion’ (CSP), is currently a great challenge in computational chem-
istry, 2225

A practical CSP algorithm must efficiently and accurately sam-
ple a high-dimensional crystal-energy landscape of the atomic
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positions and crystal lattice parameters to locate the minimum-
energy structures. Stringent limitations on the choice of compu-
tational methods?? for CSP are imposed by the increasing de-
mand to study larger and more complex systems.2%27 If exe-
cuted properly, one can benefit from using multilevel method-
ologies to perform CSP studies more efficiently. In this fashion,
one can gradually increase the accuracy of the computational
method used, while concomittantly reducing the initial pool of
candidate structures to more manageable numbers, to hone in on
the low-energy parts of the landscape. While density-functional
tight-binding (DFTB) 28 or small-basis-set (e.g., HF-3¢) 29,30 ap-
proaches are popular low-cost methods for CSP purposes, their
energetic accuracy for the intermediate stages of a search is of-
ten sub-optimal.3! This requires a larger subset of structures to
be brought forward in the CSP protocol32 to avoid experimen-
tally isolable structures being thrown out during the refinement
steps.22 However, low-cost methods can yield reasonably accu-
rate geometries,31:33:3% particularly if the dispersion correction
parameters are fitted not only to energies, but also to reproduce
benchmark geometries of molecular dimers3%33 and/or geome-
tries of molecular crystals. 3034
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In previous work, 3> we made use of composite approaches with
small-basis-set methods (sHF-3c and PBE-D2/DZP), followed by
high-level plane-wave DFT single-point energy calculations (e.g.,
B86DPBE-XDM) to examine and assess their ability to provide
absolute and relative lattice energies of small molecular crys-
tals. These composite approaches were then applied to the pre-
viously reported CSP for a chiral organic semiconductor, 1-aza-
[6]-helicene, and were found to reduce the computational cost
of generating accurate electronic-energy landscapes, relative to
full plane-wave DFT calculations. From our previous experi-
ence on small molecular solids, and moreso for the systems pre-
sented herein, the composite approach (including the high-level
single-point energy calculation) can reduce the computational
time by one to two orders of magnitude relative to full plane-
wave DFT calculations alone, depending on the choice of low-cost
method. The composite methods were found to work best when
the geometries were transferable between the low- and high-level
methods. This prompted us to implement BS6bPBE-XDM in the
numerical-basis SIESTA code, 3637 to allow use of the same func-
tional for both low- and high-level calculations. 38

Others have also recently applied similar ideaologies to per-
form CSP studies. In the work by Iuzzolino and co-workers, 32
a reparametrized version of the D3-dispersion-corrected DFTB
method allowed for low-cost optimization of several thousands
of candidate structures generated during CSP studies of drug-like
molecules (compounds XX, XXIII, and XXVI of the most recent
CCDC blind tests, 2239 two tautomers of mebendezole, and a lead
compound in a pharmaceutical study). While DFTB did not im-
prove on the initial ranking from the CrystalPredictor-generated
structures, the geometries were amenable to higher-level single-
point calculations using a multipole-based atom-atom force field.
These single-point energy calculations aided in placing the exper-
imentally isolated polymorphs in the low-energy regions of the
CSP landscapes. The success of this DFTB reparametrization re-
lies on refitting dispersion damping parameters to minimize er-
rors in geometries of small molecular dimers or molecular crystals
within the X23 set, 404! rather than minimizing energies.32-34 It
would seem that this reparametrization of DFTB would be the
best choice for a low-cost method in a composite approach, given
the speedup it can offer in pre-optimizing geometries. However,
several challenges to its use in CSP remain. For instance, in the
study by Iuzzolino and co-workers, 3> DFTB was unable to provide
an improved energy landscape relative to the force fields used in
crystal structure generation. While DFTB improved the agree-
ment of computed crystal geometries with experimental X-ray
data, it generally caused the experimentally isolated polymorphs
to be destabilized significantly with respect to other candidate
structures on the energy landscape, meaning that a larger num-
ber of structures would need to be considered using the composite
approach. It should be noted that the DFTB method also altered
the covalent bonding in some situations.

In another study,*? the use of the sHF-3c method as a cheap
alternative to full DFT geometry optimizations allowed the unit-
cell volumes of zeolites to be reproduced within 2% of exper-
imental values. Additional high-level dispersion-corrected DFT
energy calculations were then used to improve upon the sHF-3c
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results, reducing the errors in formation enthalpies from ca. 5.9
kJ/mol to 0.8 kJ/mol per silica unit for the quartz-based zeo-
lites. Other fragment-based approaches using a combination of
low- and high-cost methods to efficiently compute lattice ener-
gies of the small molecular crystals of the X23 set,3! or apply-
ing machine-learning methods to correct energies of crystal struc-
tures on landscapes generated via anisotropic atom-atom force-
field methods,*® have been developed. In the latter study, two-
body interaction energies within a fragment-based method ini-
tially computed by force fields were corrected with high-level
methods (such as DFT or MP2) for a series of polymorphic struc-
tures of small organic molecules (oxalic acid, maleic hydrazide,
and tetrolic acid, to name a few). However, the large number of
dimer calculations and corrections applied with high-level meth-
ods prompted the authors to develop a machine-learned vari-
ant, capable of reproducing the high-level corrections much more
cheaply, and improving the accuracy of the relative energies of
these polymorphs on generated crystal-energy landscapes.

Herein, the robustness of composite approaches utilizing small-
basis set methods (in particular, BS6bPBE-XDM/DZP and sHF-
3c¢) in combination with plane-wave DFT calculations (B86bPBE-
XDM/PAW) to efficiently produce accurate energy landscapes is
validated for a selection of active pharmaceutical ingredients
(APIs): 5-fluorouracil, naproxen, carbamazepine, and olanzap-
ine. Each of these have several experimentally characterized poly-
morphs and have been the subject of previous CSP studies. *+47
The work presented herein focuses solely on energy-ranking
methods, and not on the generation of candidate structures. The
initial sets of structures were obtained from the Control and Pre-
diction of the Organic Solid State (CPOSS) database,” courtesy
of Prof. Sally L. Price and Dr. Louise S. Price, University Col-
lege London. The results presented herein show that the use of
composite approaches can lead to the generation of more realistic
energy landscapes for pharmaceutical-like molecules, in contrast
to previous force-field calculations. The experimentally isolated
polymorphs of the drugs are generally placed as the lowest in
energy and the proper experimental stability ordering between
polymorphs is well described (within the tolerance for thermal ef-
fects). Ultimately, these composite approaches could also serve as
a means to identify the limitations of (semi-)empirical methods,
by further examining the candidate structures which are most af-
fected by reranking.

2 Computational Methods

CPOSS database structures: Three of the four APIs selected,
5-fluorouracil, #* naproxen,4> and olanzapine,*® have had their
crystal-energy landscapes published, while the data for carba-
mazepine is currently unpublished. All of the force-field en-
ergy rankings were obtained from empirically fitted dispersion-
repulsion potentials, supplemented with distributed multipole
analysis (DMA) for the description of electrostatics, derived from
post-Hartree-Fock (e.g., MP2) wavefunction or DFT methods. 48
Details can be found in each of the references pertaining to
the initial CSP studies of the APIs. Briefly, (i) 5-fluorouracil: 44
crystal structures were generated with MOLPAK, using MP2/6-
31G(d,p) optimized molecular structures; lattice energy calcula-



tions were performed with DMAREL keeping the molecules com-
pletely rigid throughout. (ii) Naproxen: 4 a rigid molecule search
in MOLPAK was conducted, and further refinements were per-
formed with DMAflex-2, which allows minimization with some
molecular flexibility, i.e., alternating between geometry optimiza-
tions and charge density calculations with GAUSSIAN and lattice-
energy minimizations with DMACRYS. (iii) Olanzapine:46 a flex-
ible molecule search was performed with CrystalPredictor-I, then
lattice energies were computed and refined with CrystalOptimizer
using a DMA-refined force-field. (iv) Carbamazepine:47 a similar
procedure to what was used for olanzapine was performed, and
is detailed in Ref. 49.

The low-cost and high-level methods used for the composite ap-
proaches taken in this work are now detailed.

SIESTA calculations: B86bPBE>%-51.XDM, 52 with the DZP ba-
sis set, as implemented in an in-house version of the 4.0b-485
SIESTA code, 337 was used for the low-cost calculations. Simi-
lar parameters to what were used in previous work3>38 are also
used here. The “energy shift" parameter controlling the the con-
finement radius of the orbitals was set to 0.001 Ry, the real-space
integration-grid cutoff value was set to 400 Ry, and Trouillier-
Martins-type >>°4 norm-conserving pseudopotentials>>°° gener-
ated with the ATOM code®’ were utilized. The XDM damping
parameters, a; and a,, were set to 0.5000 and 2.5556 A, respec-
tively.38 The Broyden optimizer was used for geometry relax-
ations, and convergence thresholds for forces and stresses were
set to 0.04 eV/A and 0.02 GPa, respectively.

CRYSTAL calculations: sHF-3c,39°8:59 a5 implemented in the
CRYSTAL17%9 code, was also used for the low-cost calculations.
sHF-3c makes use of a minimal basis set (MINI(x)>85%) and
is supplemented with Grimme-D3 dispersion,©1:62 a geometri-
cal counterpoise correction, ®3%4 and a correction for short-range
basis-set incompleteness errors. 398,59 Becke-Johnson damping
was used for the D3 dispersion model, 6265 three-body interac-
tions were included, and a fit parameter of sg = 0.6143 was ap-
plied.30

Plane-wave calculations: High-level plane-wave B86bPBE-XDM
calculations using projector-augmented wave (PAW) data sets®®
were performed with the Quantum ESPRESSO® code, version
5.1. For single-point energy calculations, energy cutoffs for the
wavefunction and density were set to 60 Ry and 600 Ry, respec-
tively. For the full geometry relaxations of 5-fluorouracil, these
two parameters were set to 80 Ry and 800 Ry, respectively. The
XDM damping parameters, a; and a;, were set to 0.6512, and
1.4633 A, respectively. When structures were fully relaxed (e.g.,
in the case of 5-fluorouracil), convergence thresholds for energies
and forces of 10~ Ry and 10~* Ry/bohr, respectively, were used.
k-point grid sampling: A 4 x 4 x 4 MP k-point mesh sampling of
the Brillouin zone was used for all calculations.

Similarity metric between crystal-energy landscapes: In order
to compare the degree of similarity between crystal-energy land-
scapes a similarity index, S, is indicated on each of the panels of
the figures presented. The value of this index is given by

1 N
S=% Y/ (AEigy, — AEpign)?, 0
i=

where the sum runs over the N data points (ca. 50-60) present on
a crystal-energy landscape. Overall, the index represents a mean
deviation between AE’s on two different energy landscapes, from
low and high levels of theory, with the high level serving as the
reference landscape. AEj,, and AEy;g, are the energy differences
between a given data point on the landscape and the mean en-
ergy of all the points on this same landscape. The mean energy
is chosen to eliminate dependance (or sensitivity) on an arbitrary
choice of reference point. The larger this index, the more dissim-
ilar the points are with respect to their corresponding points on
the reference landscape. A value of zero indicates an exact match.

Relative energies and densities of crystal structures from the
generated energy landscapes for 5-fluorouracil, naproxen, carba-
mazepine, and olanzapine can be found in the Electronic Supple-
mentary Information (ESI)."

3 Results and Discussion

3.1 5-Fluorouracil

5-Fluorouracil, first synthesized in 1957 and used as an anti-
cancer API for over forty years,%8%9 forms two known poly-
morphs (Figure 1) to date. Its first crystal structure (Form-I)
was solved in 1973,79 but a second form (Form-II) was predicted
by computational means and subsequently isolated thirty years
later. 44 From this initial CSP study,** Form-II was predicted via
force-field computations to be the thermodynamic minimum, be-
ing ca. 6 kJ/mol more stable than Form-I at 0 K. However, ex-
perimental evidence from thermal analysis measurements, re-
ported in that same study, pointed to the opposite stability or-
dering and supported a monotropic relationship between the two
forms. That is, Form-I was found to be more stable than Form-II,
and no phase transitions were observed upon differential scan-
ning calorimetry measurements between 298 K and the melting
point of each form. The fitted force-field potential was able to
reproduce the geometries of crystal structures at room tempera-
ture within reasonable limits, given that thermal expansion was
neglected. However, the neglect of thermal expansion was not
deemed to be the main reason for the disagreement between
the experimental and computational results, as the quality of
the computed lattice energies did not improve upon comparing
to low-temperature (150 K) experimental crystal structures. In-
stead, it was suggested that the force field would not necessar-
ily describe the relative lattice energies of these two forms of 5-
fluorouracil properly, because it was fitted for geometries using a
set of molecules containing only a small number of perfluorohy-
drocarbons.

The prediction of a stable Form-II of 5-fluorouracil prompted
several investigations into why only Form-I had been isolable
for several decades past. In particular, as this second form
could only be prepared in dry nitromethane, it was postu-
lated that the solvation of 5-fluorouracil could affect the mech-
anisms of nucleation and crystal growth of both forms.** Sub-
sequent molecular dynamics simulations showed that the pres-
ence of water in organic solvents, or of water as a solvent itself,
could affect which polymorph of 5-fluorouracil would be kinet-
ically favoured.’%:72 Ultimately, the hydrogen bonding of water
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Fig. 1 5-Fluorouracil and its two known polymorphs. Form-I is the more
stable experimentally at 298 K.

Form-II

molecules to the C=0 and N-H sites leaves the 5-fluorouracil
molecules open to self-associate via E-F interactions only (as in
Form-I, Figure 1(b)). Conversely, in the absence of water, more
weakly-interacting solvents (such as nitromethane) do not disal-
low formation of hydrogen-bonded dimers between the parent
5-fluorouracil molecules, which translates to yield Form-II (Fig-
ure 1(c)) in the solid state.

The computational evidence for kinetically-controlled pre-
nucleation of 5-fluorouracil has offered a more complete un-
derstanding of crystallisation of 5-substitued uracils.”® Yet, de-
spite additional efforts in establishing free-energy differences be-
tween the two polymorphs, and accounting for thermal expansion
through the use of classical molecular-dynamics computations,
Form-II has continually been predicted to be more stable than
Form-I.7%74 This remains in disagreement with the experimental
evidence reported when Form-II was first isolated/solved. **

The force-field ranking results reported in Ref. 44 for the
crystal-energy landscape are presented in Figure 2(b). Fig-
ure 2(a), on the other hand, shows the reranking of crystal struc-
tures with fully-relaxed geometries obtained from plane-wave
DFT calculations (B86bPBE-XDM). In contrast to the force-field
results, Form-I is now predicted to be more stable than Form-II by
2.4 kJ/mol, which (while these results neglect thermal/entropic
effects) recovers the same relative stability of the crystals forms
as experiment.** A possible reason that the force fields utilized
in earlier studies predict the incorrect relative energy ordering
of Forms I and II could be an inability to describe halogen—
halogen interactions,”>~77 which impact the stability of Form-I
of 5-fluorouracil. 78

Gas-phase geometry optimizations were carried out for the
tetrameric arrangement of molecules present in Form-I of 5-
fluorouracil, and the equivalent arrangement for uracil molecules
(Figure 3). To retain the same symmetry found in the crys-
tal, the geometry of the tetramers was fixed to the S; point
group. The optimizations were performed using the BHandHLYP-
XDM functional 798! and aug-cc-pVDZ basis set, with the GAUS-
SIAN 09 software package®? and the postg code.83 This func-
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tional has previously been shown to provide a good description
of halogen bonding.8+ Subsequent single-point energy calcula-
tions with BHandHLYP-XDM/aug-cc-pVTZ indicate binding ener-
gies (per molecule) of -35.4 and -29.1 kJ/mol for these two sys-
tems, respectively. Only a small energy difference (< 3 kJ/mol)
in intermolecular binding was computed for the 5-fluorouracil
tetramer when comparing the optimized gas-phase geometry and
the rigid, crystallographic arrangement (-38.4 kJ/mol). The ma-
jority of the binding interactions are due to the base functional
used, with the XDM dispersion correction representing only -7.2
and -5.2 kJ/mol per molecule, respectively. It is rather unlikely
that the ca. 6 kJ/mol difference in binding energy between the
5-fluorouracil and uracil systems is due to halogen bonding be-
tween the fluorine atoms, given that these interactions are weak-
est for fluorine, 85 and that the interatomic distance between flu-
orines (ca. 2.94 A) is at the edge of what is typically observed for
fluorine—fluorine halogen bonding (ca. 2.95 1"3\).78 Instead, the
larger binding energy observed in 5-fluorouracil is likely due to
the C-H bonds being more acidic, due to the fluorine atom with-
drawing electron density, which results in stronger C-H---O in-
teractions between 5-fluorouracil molecules.

Having shown that plane-wave DFT calculations can afford a
crystal-energy landscape for 5-fluorouracil that agrees with avail-
able experimental findings, focus is now shifted to whether com-
posite approaches can reproduce similar-quality landscapes. As
has been shown in earlier work,3>38 it is important to choose
low-cost methods that will produce geometries of similar quality
to the higher-level methods (here, plane-wave DFT), so that the
application of a single-point energy calculation on the “cheaply”
optimized crystal structures yields reliable relative energies. The
best low-cost methods for use in composite approaches with
plane-wave B86bPBE-XDM methods were previously found to be
sHF-3c and PBE-D2/DZP. 3> This prompted the implementation of
B86bPBE-XDM in SIESTA.38 It is expected that these geometries
will generally be more compatible with plane-wave B86bPBE-
XDM, given the improved energetics obtained over PBE-D2 with
DZP and because there will be consistency in the choice of func-
tional and dispersion correction between low- and high-level cal-
The small-basis B86bPBE-XDM method alone (Fig-
ure 2(g)) affords a more realistic energy landscape than that
offered by the force-field calculations (Figure 2(b)), given that
both experimentally observed crystal forms fall within the lower-
energy regions. However, this is not the case for sHF-3c (Fig-
ure 2(e)), which gives many lower-energy structures than the ex-
perimentally isolated forms at larger cell volumes. An improved
description of the crystal-energy landscapes is obtained by per-
forming single-point energy calculations with BE6bPBE-XDM us-
ing a plane-wave basis set, as shown in Figure 2(d,f,h). In all
three cases, performing these single-point energy calculations re-
stores energy differences between the two isolable crystal forms
in very close agreement to the full plane-wave DFT results.

The overall agreement between energy landscapes can be ob-
served qualitatively by taking into account the heat map, where
each data point in Figure 2(a)-(h) has its color fixed to that of the
corresponding point for the full plane-wave results in Figure 2(a).
Alternatively, a distance metric is also presented for each panel

culations.



Fig. 2 Crystal-energy landscapes of 5-fluorouracil. Energy landscapes were generated via (a) plane-wave B86bPBE-XDM calculations (PAW); (b) a
force-field (FF, data obtained from the CPOSS database *4*7); and two small- and/or minimal-basis low-cost methods, (e) sHF-3c and (g) B86bPBE-
XDM/DZP (DZP). Crystal structures within panels (b,e,g) were then reranked with single-point energy calculations using plane-wave B86bPBE-XDM
to give panels (d,f,h), respectively. The force-field structures within panel (b) have also been reranked with single-point energy calculations using
B86bPBE-XDM/DZP to give panel (c). Data points that are encircled are labelled according to the experimentally isolated polymorphs with which they
are equivalent, i.e., Forms | and Il. The computed energies, AE, and densities, Ap, are expressed relative to Form-| for all methods. The similarity
index, S, and the heat-map colouring are relative to the crystal-energy landscape in panel (a). AEy_; is the energy difference between the two isolable

polymorphs, relative to Form-I.
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to give a more quantitative descriptor of similarity between the
low-level, or composite, and full plane-wave crystal-energy land-
scapes. Interestingly, it is clear from this distance metric that the
force-field energy ranking alone yields a similar-quality landscape
to that of plane-wave DFT calculations, given that the relative en-

ergies are only 1.9 kJ/mol away from the reference landscape
on average. This is on par with the average deviation computed
for the landscape generated with the small-basis BS6bPBE-XDM

method (2.0 kJ/mol).

The major issue encountered with the

force-field ranking is clearly its inability to describe the proper
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Fig. 3 Tetramers of (a) 5-fluorouracil and (b) uracil obtained from geom-
etry optimizations using the BHandHLYP-XDM functional 7°-81 (see text).
Bond lengths (in A), indicated by dashed lines, and Mulliken charges (in
atomic units), indicated for the boxed atoms, are shown.

energies for systems where close halogen-halogen contacts are
important, as in Form-I. 44 The sHF-3c landscape is comparatively
of poorer quality than the other two methods, with a distance
metric from the reference landscape of 3.5 kJ/mol. However, ap-
plication of DFT single-point energy calculations, in general, does
reduce deviations from the reference plane-wave DFT landscape.

Fig. 4 Naproxen and its known enantiopure and racemate crystal forms.
The racemate form is the more stable experimentally.

ﬁ 80 Do 5 ~ 5

Racemate (RS)

Overall, although more computationally expensive than the
force field and sHF-3c methods, BS6bPBE-XDM/DZP gives geome-
tries that seem to be most compatible with plane-wave B86bPBE-
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XDM, making it more amenable to be combined with this partic-
ular high-level method in a composite approach. That being said,
in order to remain competitive with other approaches making
use of the faster DFTB or sHF-3c¢c methods, one could instead re-
sort to pre-screening, by performing single-point energy calcula-
tions with BS6bPBE-XDM/DZP on the force-field geometries (Fig-
ure 2(c)). The force-field geometries in this case are amenable to
a composite approach with the small-basis DZP method, and re-
produce an energy landscape of similar quality to the one where
full DZP optimizations were performed (Figure 2(g)), with Form-I
again predicted to be more stable than Form-II. Then, a subset of
low-energy structures from the composite DZP//FF energy land-
scape (Figure 2(c)) could be subjected to full optimization with
DZP (Figure 2(g)) and subsequent single-point energy calcula-
tions with plane-wave basis sets (Figure 2(h)).

Because the B86bPBE-XDM composite approach, making use
of DZP geometries followed by plane-wave single-point energies,
has afforded the best results so far (including the study of small
molecular solids),38 this method will be used as a reference for
establishing energy landscapes for the following APIs: naproxen,
olanzapine and carbamazepine. Performing full plane-wave DFT
calculations for these molecules’ crystal-energy landscapes would
be extremely costly, as their unit cells contain several hundred
atoms. Thus, it is now shown that physically reasonable energy
landscapes, agreeing with available experimental evidence, can
be obtained via composite approaches, without having to rely on
high-level geometry optimizations.

3.2 Naproxen

The (S)-enantiomer of naproxen is marketed as a non-steroidal
anti-inflammatory drug. Its enantiopure crystal structure was first
reported in 1985,8¢ and refined two years later (Figure 4).8” In
2011, the existence of a racemate crystal structure for naproxen
was predicted by CSP and experimentally isolated.*> The race-
mate and enantiopure crystal structures were ultimately found to
have similar stabilities: (i) differential scanning calorimetry mea-
surements determined the racemate form to have a similar melt-
ing point (within < 1°C), while having a higher heat of fusion
than the enantiopure form (by ca. 1.5 kJ/mol), and (ii) solubility
measurements determined the relative heats of solution to be in
favor of the racemate by ca. 2.4 kJ/mol. Force-field computations
of the relative lattice energies estimated the racemate form as be-
ing 6.1 to 9.2 kJ/mol more stable than the enantiopure crystal
form, depending on the quality of the method used to describe
intra- and intermolecular forces. This overestimation of the rel-
ative energy difference has been attibuted to neglect of thermal
expansion and entropic contributions. 4

The crystal-energy landscape obtained from the previous force-
field computations, reported in Ref. 45 and reproduced in Fig-
ure 5(a), predicts both the experimental racemate and enantiop-
ure crystal forms as the overall minima of all candidate racemic
and enantiopure crystal structures, respectively. An even more
dramatic improvement in the quality of the energy landscape to
what was observed for 5-fluorouracil is observed for naproxen
when only B86bPBE-XDM/DZP single-point energy calculations,



Fig. 5 Crystal-energy landscapes of naproxen.

Energy landscapes were generated via (a) a force-field (FF, data obtained from the CPOSS

database *%*7) and two small- and/or minimal-basis low-cost methods, (d) sHF-3c and (f) B86bPBE-XDM/DZP (DZP). Crystal structures within panels
(a,d,f) were then reranked with single-point energy calculations using plane-wave B86bPBE-XDM (PAW) to give panels (c,e,g), respectively. The force-
field structures within panel (a) have also been reranked with single-point energy calculations using B86bPBE-XDM/DZP to give panel (b). Racemate
crystal structures are indicated by filled diamonds and enantiopure structures by open circles. Data points that are encircled are labelled according
to the experimentally isolated polymorphs with which they are equivalent, i.e., the racemate and enantiopure forms. The computed energies, AE, and
densities, Ap, are expressed relative to the racemate form, “RS", for all methods. “S" is the enantiopure form. The similarity index, S, and the heat-map
colouring are relative to the crystal-energy landscape in panel (g). AEs_gs is the energy difference between the two isolable crystalline forms, relative

to the racemate form.

250 |-(a) FF

200 |8 =48 AEs pg =82

15.0 |-
* >

10.0 |- ? 9,

5.0 |- s M. |*

0.0 *

-5.0 -

AE (kJ/mol)

RS

-008  -0.04 0.0
Ap (glem®)

(b) DZP//FF Jo50
S=1.3,AEg_gg=-1.5 1200
. —15.0
**
* o 20 * —110.0
Sl ‘,, - 50
Q)O 3% o ’
@S 0.0
-5.0
\ \
(c) PAW//FF Jo50
S=12,AEg_gg=0.8 1200
—15.0

A 4
"0 10.0

5.0

*

- ?:.,
*$se
@ bs hd 0.0
-5.0

-0.08 -0.04 0.00

25.0 |49 8HF-3¢
200 |8 =40 AEs ps =-22
E 15.0 [ -
£ | *e *
3 100 e, o
e SO A%
Y 50 N 0:0 .
0.0 S F7a N
*® Y
S
-5.0 |- (S
| |
-0.08 -0.04 0.0
Ap (g/cma)
250 L(f DzP
200 |8 =13 AEs ps =-20
3 15.0 |-
£ .
3 100 | ’S. :‘6' »
W 50 ox
< o AK3 .
0.0
X + S
5.0 |- (]
| |

Ap (g/oms)
£J
(e) PAW//sHF-3c 1250
S =26, AEg_pg = 0.9
S-RS 200
®ete. o 150
8 o * *
*e0 ¢ ,’s -10.0
M o - 5.0
*Oe,
® + 0.0
s “fs
-{-5.0
| |
-008  -0.04  0.00
Ap (g/oms)
(g) PAW//DZP 1250
S=0.0, AEg_pg = -0.8
S-RS 200
—15.0
- . 10.0
a3 |
Sutps | o0
. 0.0
S RS 150

instead of full geometry optimizations, are performed on force-
field geometries (Figure 5(b)). This indicates that an initial com-
posite DZP//FF approach could be taken on a larger number of
structures prior to moving forward only a subset of low-energy
structures to the PAW//DZP composite approach. Making use of
a composite approach with plane-wave DFT using the force-field
geometries (Figure 5(c)) also gives the enantiopure and racemate
crystal structures as the lowest-energy structures and maintains
the correct ordering. While the energy difference between these
two minima is overestimated with the force field, ** the composite
approach brings both forms into closer proximity (ca. 0.8 kJ/mol
apart), in good agreement with the experimental measurements.

The energy landscape generated solely from the low-cost

-0.08 -0.04 0.00
Ap (g/cms)

B86bPBE-XDM/DZP method (Figure 5(f)) produces a similar-
quality energy landscape to the reference (Figure 5(g)), show-
ing that relative energies need not be corrected for basis-set
superposition and or incompleteness errors (e.g., with counter-
poise corrections), which are typically needed to compute ac-
curate absolute lattice energies.338:88 The sHF-3c calculations
(Figure 5(d)), again do not yield as good results as the BS6bPBE-
XDM/DZP method (Figure 5(f)), when compared to the refer-
ence landscape, as quantified by the larger S value (viz. S =
4.0 vs. 1.3 kJ/mol). Applying the composite approach on force-
field or sHF-3c geometries leads to the racemate structure be-
ing slightly more favored than the enantiopure (Figures 5(c,e),
respectively), in agreement with experiment, whereas with the
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B86bPBE-XDM/DZP geometries, the reverse is true, and thus is
no longer in agreement with experiment. However, the enantiop-
ure structure is predicted to be more stable by only ca. 1 kJ/mol,
so thermal effects (typically found to affect relative energies of
molecular crystals on the order of, at most, 2-4 kJ/mol8%:90)
could potentially reverse the stability ordering of the two forms.
Conversely, full BS6bPBE-XDM/PAW geometry optimizations per-
formed on the racemic and enantiopure crystal structures places
the racemate form as 4.2 kJ/mol more stable than the enantiop-
ure form (without any thermal correction); this matches the ex-
perimental ordering, but slightly overestimates the energy differ-
ence between the two forms. This overestimation could due to
the use of a semi-local base density functional®! or, less proba-
bly, the choice of dispersion correction. However, given that there
are large differences in crystallographic symmetry between the
previously established lattice-energy minima and experimentally
determined structure,*> thermal effects are likely the predomi-
nant source for the disagreement between the computed energy
differences and those measured at finite temperatures.

3.3 Carbamazepine

Carbamazepine, a drug used in the treatment of epilepsy and
trigeminal neuralgia, has five known polymorphs,®?94 as de-
picted in Figure 6. The most stable form at room temperature is
Form-III,?3 and both Forms I and II are related enantiotropically
to it at higher temperatures, meaning that they become more sta-
ble than Form-III at a temperature higher than 298 K.92 The sta-
bility of Form-IV has been reported to lie between that of Forms
I and II.9° Forms II-IV have been shown to have an enantiotropic
relationship, and display conversion to Form-I at high tempera-
tures, prior to the melting point of Form-I.® Nevertheless, this
means that, at 0 K, one would expect Form-III to be the most sta-
ble polymorph. Several computational studies®’%° are generally
in qualitative agreement with experimental findings, 92:939> giv-
ing the following stability ordering of the first four known poly-
morphs: III < LIV < II, with the latter three forms being separated
by no more than ca. 3-4 kJ/mol. Force-field lattice-energy calcula-
tions have stipulated Form-V to be of similar stability to the other
carbamazepine polymorphs, within ca. 2 kJ/mol from Forms I and
IV, 94100 but no experimental measurement of its stability relative
to the other forms has been reported to date. Presumably, this is
because of its later prediction, and eventual isolation, than the
first four forms. %100

The relative lattice-energy rankings derived via force-field com-
putations reported in the CPOSS database*” are presented in Fig-
ure 7(a), together with the data obtained herein using the sHF-
3c (Figure 7(d)) and B86bPBE-XDM/DZP (Figure 7(f)) low-cost
methods. Applying plane-wave DFT single-point energy calcula-
tions to all of these geometries yields the energy landscapes de-
picted in Figure 6(c,e,g), respectively, while the DZP//FF results
are depicted in Figure 6(b). The force-field computations again
place many of the isolable polymorphs as high-energy structures,
whereas reranking from the plane-wave DFT calculations place
them all, except for Form-II, in the lower-energy regions of the
crystal-energy landscape. The small-basis B86bPBE-XDM/DZP
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single-point energy calculations perform less well than the plane-
wave calculations, but are significantly cheaper and, in addition,
generate an energy landscape on par with the fully optimized DZP
case, Figure 7(f). Similar results as seen for 5-fluorouracil and
naproxen are obtained for sHF-3c, showing poorer performance
than B86bPBE-XDM/DZP. Reranking via the composite approach
from the fully-optimized B86bPBE-XDM/DZP geometries, how-
ever, affords energy landscapes giving the same stability ordering
as previously described by other force-field calculations®7-9° and,
more importantly, through experiment. 929395 While the low-cost
methods disagree on the relative stability of Form-V with respect
to Forms IV and II, results from the composite approaches all sug-
gest that it should be more stable than Form-II only. The over-
all advantage of using composite approaches remains that most
isolable polymorphs observed through experiments are predicted
to be thermodynamic minima, instead of being of similar relative
energy as close to 50 other candidate structures.

Fig. 6 Carbamazepine and its five known polymorphs.
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3.4 Olanzapine

Olanzapine, an anti-psychotic drug used in the treatment of
schizophrenia, 1°1:192 currently has three characterized anhy-
drous polymorphic forms, one other uncharacterized form, and
many isolated hydrates and solvates. %193 The anhydrous solid-
state forms have been inconsistently reported as Forms I-IV in the



literature. The two first forms that were isolated have since been
found to be the same and are now both labeled as Form-I.1%4 The
third form (Form-III) remains uncharacterized and not isolable as
a pure crystal. 19° The fourth form has been isolated as a second
distinct polymorph (Form-II), 196 although it has been questioned
whether it too can be isolated without contamination from Forms
I and/or I1I. 195 That being said, Forms II and III of olanzapine are
known to be metastable with regards to Form I and solid-solid
phase transitions can be observed through hot-stage microscopy
experiments. 19° Very recently, a fourth distinct crystalline form of
olanzapine (Form-IV) has been succesfully isolated and character-
ized. 193 This form differs from other known crystal structures of
olanzapine (including the known hydrates and solvates), in that
it does not contain the same centrosymmetric dimer stacking mo-
tif of olanzapine molecules within its unit cell. Rather, olanzapine
molecules in Form-IV interact via hydrogen bonds between neigh-
boring molecules. 193 The structures of the characterized olanza-
pine polymorphs are depicted in Figure 8.

Previous force-field calculations had predicted the new form
(Form-IV) as a potentially isolable structure, given its near degen-
eracy with Form-I,*® but conventional methods of crystallization
had not been able to obtain polymorphs that incorporated any-
thing other than centrosymmetric dimers.!%3 The recent report
on olanzapine’s Form-IV103 shows that alternative crystalliza-
tion conditions to solution-based methods (e.g., using the drug-
polymer dispersion system) can yield low-energy structures pre-
dicted by CSP methods, *° but never previously isolated. Through
differential scanning calorimety measurements combined with
powder X-ray diffraction data, Form-IV was found to be less sta-
ble than Form-I, given its lower melting point (ca. 189 vs. 194°C)
and lower heat of fusion (ca. 36.7 vs. 40.5 kJ/mol), and no con-
version between the forms was observed. 193

Equally recently, the Gibbs free-energy landscape of olanzap-
ine has been determined through embedded-fragment quantum
mechanical methods and Form I has been confirmed to be more
stable than Form-II by ca. 2.8 kJ/mol and 4.8 kJ/mol at 5 K and
350 K, respectively. 197 These results are in qualitative agreement
with the earlier reported force-field computations of Bhardwaj et
al. %% (ca. 6.7 kJ/mol in favor of Form-I at 0 K).

The force-field energy ranking for the 50 lowest-energy struc-
tures reported in the previous CSP study“® is depicted in Fig-
ure 9(a). The force-field computations predict both Forms I and
IV to be in the lower region of the energy landscape, whereas
Form-II is predicted to be significantly less stable. Form-II has
nearly 40 or so forms more stable than it, making it quite unlikely
that this form and not others would be isolated experimentally.
Reranking of the force-field crystal structures using composite ap-
proaches with BS6bPBE-XDM/DZP and B86bPBE-XDM/PAW (Fig-
ures 9(b,c), respectively) now predicts Form II to be significantly
lower in energy than most other candidate structures, making
these landscapes more realistic. However, Form-IV is still pre-
dicted to be lower in energy than Form-I, contrary to what experi-
mental data suggests. 19 The sHF-3c and the B86bPBE-XDM/DZP
methods (Figure 9(d,f)), along with the corresponding composite
approaches (Figure 9(e,g)), all generate more plausible energy
landscapes than did the force field computations. The reference

energy landscape (Figure 9(g)) reproduces an energy difference
between Forms I and II in good agreement with high-level the-
ory results 197 and, in addition, now predicts Form-I to be slightly
more stable than Form-IV by 1.0 kJ/mol, which is in qualitative
agreement with experimental data, barring any inclusion of ther-
mal effects.

As for Form-III, its structure has been hypothesized based on
structural and energetic similarities present between it and Form-
I1.46 Preparing Forms II and III in pure form can be problematic,
with mixtures of these forms often resulting instead. 1% The sug-
gested structure by Bhardwaj and co-workers“ is a likely possi-
bility for this form. The composite-method data presented herein
support this, given that the proposed Form-III is now brought into
the lower-energy region of the landscape, along with Form-II.
It is satisfying to see that all four known polymorph structures
are the lowest-energy candidate structures on the crystal-energy
landscape generated with the most accurate composite approach
presented in this work (Figure 9(g)).

4 Conclusions

The work presented herein aimed at applying small-basis set
methods, and composite approaches, to the CSP of four APIs.
The results obtained were compared to anisotropic force-field
data from the CPOSS database. In general, the force fields
typically did not yield accurate energy landscapes, as many of
the isolable polymorphs were higher in energy than other can-
didate structures. In addition, the relative stability ordering
of the polymorphs did not always agree with the experimental
data. This was also the case for the sHF-3c results, most no-
tably for 5-fluorouracil and carbamazepine. In contrast to this,
the small-basis BE6bPBE-XDM/DZP method implemented in the
SIESTA code provided more realistic energy landscapes, consis-
tently placing isolable polymorphs in the lowest-energy regions
of the crystal-energy landscapes.

Composite methods, in which high-level single-point energies
are calculated at the low-level geometries, yielded improved re-
sults in agreement with full plane-wave DFT calculations (for 5-
fluorouracil) and, most importantly, in agreement with available
experimental evidence. Specifically, for 5-fluorouracil, composite
methods recovered the correct experimental ordering, confirm-
ing that the previous error is not due to thermal effects, but is a
limitation of the force field. For naproxen, it is conjectured that
thermal effects may be important to recover the correct ordering,
since the known racemic and enantiopure forms are nearly degen-
erate and the order flips depending on the choice of geometries
employed in the composite methods. However, in a CSP protocol,
high-level plane-wave DFT optimizations could be performed, to-
gether with phonon calculations, to resolve the thermodynamic
minimum. For carbamazepine, the composite approaches place
most isolable forms within the low-energy region of the crystal-
energy landscape. This work adds computational evidence that
Form-V is slightly less stable than Forms I and IV, but remains
close in energy to the other experimentally isolable polymorphs
overall. Inclusion of thermal effects, which remains challenging
to do accurately and/or efficiently, 198:10% would again be bene-
ficial when comparing to experimental data, or in determining
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Fig. 7 Crystal-energy landscapes of carbamazepine. Energy landscapes were generated via (a) a force-field (FF, data obtained from the CPOSS
database*’) and two small- and/or minimal-basis low-cost methods, (d) sHF-3c and (f) B86bPBE-XDM/DZP (DZP). Crystal structures within panels
(a,d,f) were then reranked with single-point energy calculations using plane-wave B86bPBE-XDM (PAW) to give panels (c,e,g), respectively. The
force-field structures within panel (a) have also been reranked with single-point energy calculations using B86bPBE-XDM/DZP to give panel (b). Data
points that are encircled are labelled according to the experimentally isolated polymorphs with which they are equivalent, i.e., Forms I-V. The computed
energies, AE, and densities, Ap, are expressed relative to Form-I for all methods. The similarity index, S, and the heat-map colouring are relative to the
crystal-energy landscape in panel (g). Relative energies between the isolable polymorphs are tabulated in Table 1.
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Table 1 Relative energies, in kd/mol, for the experimental polymorphs of carbamazepine computed with low-level and composite approaches. Energies
are expressed relative to the most stable form of carbamazepine at 0 K, Form-IIl. B//A: corresponds to the use of the low-level and composite approach,
where A = the lower-level method indicated in the table header, B = the higher-level B86bPBE-XDM/DZP and B86bPBE-XDM/PAW methods (DZP and
PAW, respectively). The established experimental ordering is Ill < LIV < II.

FF sHF-3c DZP
A DZP//A  PAW//A A PAW//A'| A PAW//A

Form-III | 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Form-I 5.0 -0.2 3.9 6.2 5.8 1.6 5.1

Form-IV | 3.8 4.5 3.5 8.6 6.2 5.8 4.2

Form-V 3.0 -2.0 4.6 12.9 8.3 2.2 8.1

Form-II | 8.6 4.0 7.6 9.4 9.4 6.0 9.3
whether other competitive forms still remain to be discovered. low-energy structures are predicted from the given candidates.
For olanzapine, the data obatined via composite methods confirm Form-I is predicted to be the most stable polymorph, in agree-

that there should be four isolable polymorphs, given that four ment with experiment, while Form-IV is slightly less stable than
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Fig. 8 Olanzapine and its three characterized polymorphs, along with
the hypothesized structure of Form-I1l.46 Form-| is the most stable exper-
imentally.

the thermodynamic minimum, and Forms II and III are nearly de-
generate in energy. This work also confirms the proposed struc-
ture for Form-III from the CSP study of Bhardwaj and co-workers,
given that it is one of the four lowest-energy structures identified
on the crystal-energy landscape.

Overall, the small-basis BS6bPBE-XDM/DZP method yielded
the geometries most amenable to further single-point energy cal-
culations with B86bPBE-XDM/PAW, followed by the force-field
and sHF-3c geometries, respectively. The poorer performance of
the force-field and sHF-3c methods is most likely due to the high
levels of (semi-)empiricism involved in these methods’ construc-
tions. However, while force-field calculations do not always yield
the proper energetic ordering, the use of a composite approach
could be useful in identifying crystal-packing motifs where force
fields are biased and subject to systematic errors. The results con-
firm that, for composite approaches to be most succesful and reli-
able, the low- and high-level methods should be compatible, i.e.,
be based on similar levels of theory. Finally, while the cost of
performing small-basis set calculations with BS6bPBE-XDM/DZP
is slightly more expensive than sHF-3c, and both of these are
relatively more expensive than density-functional tight-binding
methods, it should be noted that no empiricism or parameter
fitting (beyond the damping function) is involved in B86bPBE-

XDM/DZP. This is in stark contrast to the other low-cost meth-
ods (force fields, DFTB, and sHF-3c) considered for use in CSP,
which makes it a more reliable and generally applicable method
for systems where DFT can provide an appropriate description
of the electronic structure. Finally, to make the BS6bPBE-XDM
composite approach competitive with lower-cost semiempirical
methods, one could first utilize BS6bPBE-XDM/DZP single-point
calculations to refine the preliminary energy landscape produced
by a force-field. Then, taking only the lower-energy candidate
structures, one could further refine the energy ranking and ge-
ometries of candidate structures with the composite B86bPBE-
XDM/PAW//B86bPBE-XDM/DZP approach.
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Fig. 9 Crystal-energy landscapes of olanzapine. Energy landscapes were generated via (a) a force-field (FF, data obtained from the CPOSS
database “®#7) and two small- and/or minimal-basis low-cost methods, (d) sHF-3c and (f) B86bPBE-XDM/DZP (DZP). Crystal structures within panels
(a,d,f) were then reranked with single-point energy calculations using plane-wave B86bPBE-XDM (PAW) to give panels (c,e,g), respectively. The force-
field structures within panel (a) have also been reranked with single-point energy calculations using B86bPBE-XDM/DZP to give panel (b). Data points
that are encircled are labelled according to the experimentally isolated polymorphs, or proposed structure (Form-Ill), with which they are equivalent, i.e.,
Forms I-1V. The computed energies, AE, and densities, Ap, are expressed relative to Form-| for all methods. The similarity index, S, and the heat-map
colouring are relative to the crystal-energy landscape in panel (g). Relative energies between the isolable polymorphs are tabulated in Table 2.

(b) DZP//FF 1250
§=27 * L, —20.0
:; ,‘i’%‘ —15.0
100
o * "‘“6‘ ¢ . 50
25,0 [-(@) FF 300 ° 0.0
S=41 Form=tit X
20.0 |- Form-1 \¥rorm-1 | 50
g 15.0 |- Form-IV- {100
3 100 |- . ‘
w 50 PR (c) PAW//FF 1250
< b RO G IR .
0.0 . { | . 200
-5.0 |- . 3 o 180
L L TXS A IO L, —10.0
010  -0.05 S 80579 4
* $ o 50
Ap (g/cm Form- N
Form-I 0.0
Form-IV —1-5.0
| |
-010  -0.05 0.0
ap (glom®)
250 L(d)sHF-3c * . (e) PAW//sHF-3¢ 1250
200 |- S=42 N S=147 ¢ ¢ 200
- 3 XER T
3 150 |- . $ o o 3% 7 150
1S AR 4 * o o 2 o8
3 100 |- PN AN . . |e 10,0
Y 50 o Form—I1® & T Form-II¢ - 50
0.0 * D! @™ 0o
50 | Form-IV UFor L Form-IV Eorm-i~ | 59
| | | |
-010  -0.05 0.0 -0.10  -0.05 0.0
Ap (g/cms) Ap (g/cms)
25.0 | () DZP (g) PAW//DZP 1250
200 |- S=04 S= O'O“ . 3 —20.0
S50 |- R NE AL 150
3 100 o ¢ $ . 4 o —10.0
4 50 Form—lll%ﬁ”m'” - 50
0.0 2) 0.0
50 |- Form-IV Form-I _| 50
| |
-010  -0.05  0.00 -010  -0.05 0.0
Ap (gfem®) Ap (glem®)

Table 2 Relative energies, in kd/mol, for the experimental polymorphs of olanzapine computed with low-level and composite approaches. Energies
are expressed relative to the most stable form of olanzapine, Form-I. B//A: corresponds to the use of the low-level and composite approach, where A
= the lower-level method indicated in the table header, B = the higher-level B86bPBE-XDM/DZP and B86bPBE-XDM/PAW methods (DZP and PAW,
respectively).
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