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ABSTRACT

The central goal of this thesis is to characterize the velocity structure and concentration

within gravity-driven sub-aqueous granular flows using high-resolution acoustic remote

sensing technologies. The experiments were carried out with both glass beads and sand.

The results have implications for studies of granular flows in general and of bedload

dynamics in coastal ocean and fluvial environments in particular.

The geoacoustic properties of water-saturated sediments, which determine how the in-

cident sound interacts with the granular medium, are investigated through measurements

of sound speed and attenuation within the medium and the reflection coefficient at the

sediment-water interface. The measurements are made in the scattering regime: i.e.,

0.5 < ka < 1.2, where k is the acoustic wave number in water and a is the median
grain radius. The results, as well as those reported in the literature, confirm the (ka)4

dependence of attenuation and negative dispersion predicted by the multiple scattering

theory of Schwartz and Plona (1984). Scaling the data by a factor depending on porosity
and grain density is shown to substantially reduce the spread among the available sound

speed estimates. The measured roughness of the sediment-water interface is Gaussian and

the measured reflection coefficients are consistent with the Eckart (1953) prediction for a
rough surface with Gaussian-distributed roughness. A single-scattering model of reflec-

tion from the sediment-water interface is developed and found to reproduce the statistics

and spatial variations in the reflected amplitude, including the decorrelation lengths asso-

ciated with the speckle pattern in the reflected pressure field.

Sub-aqueous gravity-driven granular flows of O(1) cm thickness are investigated at

mm-scale vertical resolution using a MHz frequency coherent Doppler sonar. The mea-

surements are made for flow over both fixed roughness and erodible beds. Good agree-
ment is obtained between the observed velocity profile and that predicted from an analytic

low Reynolds number viscous fluid model. The model fits to the measured velocity pro-

files, combined with the Bagnold (1954) relation, yield estimates of effective viscosity
and porosity within the moving layer that are respectively 400 (1100) times larger than

that of water and 16% (7%) larger than the stationary glass beads (sand).

xiii
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Granular materials are of interest in many disparate fields including physics, geophysics,

food processing, pharmaceuticals, mining, agriculture and construction. The flow of gran-

ular materials is a complex, non-linear process, in which it can behave like a solid, liq-

uid or a gas in response to an applied stress (Jaeger et al., 1996). There is still no ac-
cepted set of governing equations that fully describe this complex behaviour (Forterre
and Pouliquen, 2008). In addition, the physics regulating granular flows depend on many
factors including particle shape and size as well as the relative density of the particle to

the interstitial fluid. For water-saturated granular flows, questions remain including how

viscosity depends on particle concentration.

In the ocean, the transport of sub-aqueous granular materials impacts bed morphology,

benthic ecology, pollutant transport and coastal infrastructure. Of particular interest is

bedload, the part of the total sediment load that travels in mostly continuous contact with
the bed. Bedload depends on the nearbed flow and turbulence as well as the seafloor

morphology and sediment properties. The feedbacks between these components are still

poorly understood, limiting our understanding of bedload processes and ability to reliably

predict bedload transport (Ancey, 2020a,b).
Bedload transport is difficult to measure, especially in energetic field conditions. Sedi-

ment traps have been used; however, they do not give any information on short time and

small spatial scales or on the internal structure of concentration and velocity in the bed-

load layer. Acoustic remote-sensing technologies operating at MHz frequencies and μs

pulse lengths could in principle provide the mm-scale range resolution required to resolve
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the bedload layer. These systems have been used to obtain nearbed flow measurements

in sheet flow conditions, over ripples and dunes, both in the laboratory and in the field.

While the results from recent studies using these systems have been promising, the verti-

cal structure of velocity and concentration in the bedload layer remains an open question.

While this thesis is not about bedload, it does address a closely related topic: the flow of

a thin, sub-aqueous layer of granular material down an incline. Similar to making bedload

measurements, measuring the velocity structure within granular flows at high spatial and

temporal resolution is challenging. In the laboratory, velocity profiles within dense gran-

ular flows have been obtained using particle tracking velocimetry and particle imaging

velocimetry. However, these types of side-on video-imaging techniques can be affected

by friction from tank side-walls. Side-on optical measurements without side-wall effects

have been made using special fluids and particles with matched refractive indices (see ref-
erences cited in Chap. 5). This method is not applicable to natural sand in water. Acoustic

remote-sensing technologies have been used to make nearbed flow measurements away

from tank side-walls in the laboratory. Promising results have been obtained in sheet flow

conditions using lightweight plastic particles and over bedforms (see Chap. 5 for a review

of the relevant literature). Prior to this thesis and to my knowledge, vertical profiles of

velocity within sub-aqueous gravity-driven granular flows using natural sand – or sedi-

ment with densities similar to that of sand – have not been obtained using these types of

acoustic systems.

When choosing the transmit frequency for making acoustic measurements within a

dense mixture of water and solid particles, there is a trade-off between range resolution

and the depth of penetration of the acoustic signal. Thus, the attenuation of sound and its

dependence on frequency, grain size and porosity also need to be known. Due to the lack

of measurements over the full range of volume concentrations for sand-sized particles at
MHz frequencies (the relevant literature is reviewed in Chap. 2), there are questions as to

which theory best describes the dependence of attenuation and sound speed on acoustic

frequency, particle size and type, and porosity.

To fully investigate the acoustic returns from within granular flows, reflection and trans-

mission coefficients at the sediment-water interface are needed since they represent a mea-

sure of the acoustic energy that gets transmitted from the water into the sediment. The

reflection of high-frequency sound at the sediment-water interface not only depends on
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the sound speed within, and the bulk density of, the water-saturated sediment, but also

on the roughness of the interface. Both the sound speed and interface roughness depend

on the transmit frequency, grain size and sediment porosity. Thus, the reflection coeffi-

cient could potentially provide information on porosity at, and immediately below, the

sediment-water interface. Few measurements of the reflection coefficient for sand-sized

granular materials at normal incidence and at MHz frequencies exist in the literature (see

Chap. 4).

1.2 Research Objectives
The overall goal of this thesis is to investigate the use of broadband acoustic Doppler

to remotely measure the thickness of, and velocity profiles within, a high concentration

moving layer of water-saturated granular material. In order to address this goal, my thesis

will focus on the following objectives:

1. Measure attenuation (Chap. 2), group speed (Chap. 2) and phase speed (Chap. 3)

in water-saturated granular materials at MHz frequencies as a function of frequency

and grain size.

2. Investigate the dependence of group speed (Chap. 2), phase speed (Chap. 3) and

attenuation (Appendix D) on particle concentration.

3. Measure the size/frequency-dependence of the reflection coefficient from the sediment-

water interface for stationary sediment (Chap. 4)

4. Measure velocity profiles within, and the thickness of, a gravity-driven sub-aqueous

granular flow over fixed roughness (Chap. 5) and erodible (Appendix C) beds.

1.3 Approach and Impact
In this thesis, laboratory data on sound attenuation, phase speed and group speed within

water-saturated sediments, as well as the reflection coefficient at the sediment-water in-

terface, are presented and compared to predictions from multiple scattering theory. This

research increases our understanding of sound propagation and attenuation in, and reflec-

tion from, water-saturated granular media at high concentrations.
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A laboratory apparatus is developed to study gravity-driven granular flows on an in-

clined plane. Using a wideband pulse-coherent acoustic instrument, remote measure-

ments of the velocity structure within the moving layer are obtained. The results test our

understanding of the grain-scale physics that regulate the mean velocities within gravity-

driven granular flows.

While this thesis focuses on gravity-driven granular flows, the results and conclusions

presented herein have applications to other fields, in particular bedload transport in aquatic

environments. The thesis provides insight into the grain size and frequency dependence of

sound propagation in dense granular media as well as the limits of using remote-sensing

acoustic techniques on measuring granular flows. These components were measured in a

controlled laboratory setting and, thus, pave the way for measuring bedload transport in

the field using these types of acoustic technologies.

1.4 Thesis Organisation

The thesis is organised as follows. Chap. 2 presents measurements of attenuation and

group speed in water-saturated granular media using a monostatic geometry at frequencies

from 1.2 to 2.0 MHz for natural sand and glass beads. The measurements are compared

to previously reported estimates using transmission geometries. In Chap. 3, phase speed

measurements in the same granular materials are presented and compared to previously

reported measurements as well as to the negative dispersion predicted by Schwartz and
Plona (1984)’s multiple scattering theory. In Chap. 4, measurements of the reflection
coefficient of the sediment-water interface at MHz frequencies are compared to previously

reported estimates and to Eckart (1953)’s prediction for a rough surface with Gaussian-
distributed surface elevations. In addition, a single-scattering model of reflection from

the surface of the granular medium at wavelengths comparable to the grain diameter is

developed. The probability distribution of the reflected amplitude and the decorrelation

length predicted by the model are compared to the measurements.

In Chap. 5, acoustic measurements of the velocity structure within a sub-aqueous gran-

ular flow down a slope on a fixed roughness bottom are compared to estimates from

a video imaging system and to predictions from a low Reynolds number viscous flow

model. The effective viscosity and porosity within the moving layer are estimated from
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a fit to the velocity profile using Bagnold (1954)’s semi-empirical relationship. In Ap-

pendix A, velocity profiles within a saline density current obtained using two Doppler

profilers operating at different frequencies are presented. The roughness of the sediment-

water interface of a moving layer is estimated in Appendix B. In Appendix C, velocity

profiles within a moving layer over an erodible bed of like material are presented. The

dependence of sound attenuation on particle concentration is investigated in Appendix D

with estimates of the attenuation in a moving layer of glass beads over an erodible bed of

like material also given. In Chap. 6, key findings are summarised with implications and

future work being discussed.

Chaps. 2, 3 and 4 have been published in The Journal of Acoustical Society of Amer-

ica. The content of these chapters has not been altered from their published versions.

Chap. 5 has been submitted to the The Journal of Geophysical Research: Earth Surface
and the contents of the appendices are being prepared for publication. As lead author

on these papers, I was responsible for performing the laboratory experiments, data anal-

ysis, the interpretation of the results, preparing the figures and writing the manuscripts.

My co-author, Alex Hay, provided guidance on both the research and the editing of the

manuscripts. Laboratory assistance was provided by Richard Cheel (laboratory manager).

The experimental designs stemmed from discussions among Alex Hay, Richard Cheel and

myself.
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CHAPTER 2

ATTENUATION AND GROUP SPEED IN
WATER-SATURATED GRANULAR
MATERIALS AT MHZ FREQUENCIES

This chapter was first published in The Journal of Acoustical Society of America1

Abstract
Attenuation and group speed measurements are reported for water-saturated granular ma-

terials (natural sand and glass beads) at frequencies of 1.0 to 1.8 MHz. Median grain

diameters were 219 to 497 μm, corresponding to kd � 1: i.e., the scattering regime.

The measurements were made for different thicknesses of sediment resting on a reflec-
tive surface using a monostatic geometry. The attenuation estimates compare well with

previously reported experimental results and to the predictions of multiple scattering the-

ory, confirming in particular the tendency toward f 4 dependence for kd � 1. Group

speed estimates exhibit the negative dispersion predicted by theory and are comparable

in magnitude to previously reported measurements made using transmission geometries.

It is found that the available data exhibit a O(10)% spread among the sound speed mea-

surements at a given kd value, and that this spread is reduced to 2.2% when the data are

scaled by a factor dependent on porosity and grain density, and that essentially all of the

reduction can be attributed to differences in porosity.
1Reproduced from Hare, J., and A. E. Hay, Attenuation and group speed in water-saturated granular

materials at MHz frequencies, J. Acoust. Soc. Am., 143, 2744–2755, 2018, with permission of AIP Publish-
ing.
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2.1 Introduction
Over the past two decades, there has been increasing interest in the physics of granular

materials (Jaeger et al., 1996; Shinbrot and Muzzio, 2000; Mehta et al., 2009). In re-

sponse to an applied stress, a granular material can behave like a solid, liquid or gas. The

transitions between these states are not always well defined, nor well understood (Jaeger

et al., 1996), and there is still no accepted set of governing equations that fully describe

this complex behaviour (Forterre and Pouliquen, 2008). Understanding the physics of

these materials at the grain scale is important across a wide range of disparate fields in-

cluding sediment transport (Nielsen, 1992), snow avalanches (Mehta et al., 2009) and size

segregation in granular mixtures (Shinbrot and Muzzio, 2000).

This chapter is concerned with the potential applications of acoustics for studying

water-immersed granular flows. An important question is the thickness of, and verti-

cal profile of particle velocity in, a moving layer of granular material. Laboratory mea-

surements of the flowing layer thicknesses have been obtained using particle tracking
velocimetry (PTV) (Jain et al., 2004) and video (Pignatel et al., 2012) in a rotating drum

and using particle image velocimetry (PIV) in a tiltable Hele-Shaw cell (Doppler et al.,

2007). In the field, Lanckriet et al. (2013) obtained sediment concentration profiles in

sheet flows using a multi-element conductivity probe.

In principle, active acoustic technologies enable investigation of subaqueous granular

flow processes remotely, i.e. without disturbing the flow itself, potentially providing mea-

surements of both velocity and concentration profiles through the mobile layer. In the

laboratory, these measurements can be made away from tank sidewalls, an improvement

over side-on video-imaging techniques. In the field, the instrumentation can be made

sufficiently robust to be used in energetic forcing conditions. High resolution coherent

Doppler profiling systems have been developed for the study of sediment dynamics in

turbulent flows (Hurther and Lemmin, 2008; Hay et al., 2012), utilizing the bandwidth

of acoustic transducers at MHz frequencies to obtain both sub-cm range resolution and
to exploit the frequency-dependence of the backscatter amplitude to estimate sediment

concentration. Promising results have been obtained with these systems in studies of

shear-driven sediment transport in the laboratory (Hurther and Thorne, 2011; Naqshband

et al., 2014; Revil-Baudard et al., 2015; Wilson and Hay, 2016), and in the field (Hay
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et al., 2014). However, the algorithms that have been implemented for inverting backscat-

ter amplitude to sediment concentration assume single-scattering, and so are limited to

sediment concentrations less than a few percent by volume (e.g. Hurther et al. (2011);

Thorne et al. (2011); Wilson and Hay (2015)). These single-scatterer approximations are

expected to be inaccurate at 10 to 70% sediment concentrations typical of many gravity-

driven granular flows (Houssais et al., 2015) and shear-driven plug flows (Flores and

Sleath, 1998).

The present investigation is motivated by a question closely related to estimating the

concentration of dense aqueous suspensions of solid particles from acoustic backscatter

amplitude. What is the size/frequency-dependence of the attenuation of MHz frequency

sound in water-saturated granular media? The particular granular media of interest are

natural mineral grains in the sand-size range and spherical grains with material properties
similar to natural sand. For frequencies of 1 to 2 MHz, and particle diameters of O(0.1) to

O(1) mm (i.e. the sand size range), the wavenumber-diameter product ranges from O(1)

to O(10). As will be seen, the available data for attenuation in this range are inconsistent.

Most of the previous measurements were made using a pair of buried transducers. One

previous study, that by Nolle et al. (1963), used a monostatic geometry, and the apparent

inconsistency hinges on their results. To resolve the discrepancy, new measurements of

backscatter amplitude and two-way travel time were made to determine the dependence

of attenuation and sound speed on acoustic frequency and particle size in water-saturated

granular materials at MHz frequencies. Because of the intended application - i.e. remote

measurement of granular flow properties - a monostatic geometry was implemented for

the new measurements. The materials used are sand and glass beads, with similar grain

densities and sound speeds, but very different surface roughness. The results are com-

pared to values previously reported in the literature, and to the predictions of the Schwartz
and Plona (1984) multiple scattering theory.

This chapter is organized as follows. Previous attenuation and group speed measure-

ments are presented in Sec. 2.2. The experimental set-up and analysis methods are de-

scribed in Sec. 2.3. The results are presented in Sec. 2.4 and discussed in Sec. 2.5.

Conclusions are given in Sec. 2.6.
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Figure 2.1: Attenuation data from the literature for water-saturated granular materials
(sand and glass beads). Laboratory measurements for sand are indicated in yellow, for
glass beads in different colours. Field measurements for sand are indicated in red. Data
below 10 kHz are not shown.

2.2 Previous Measurements
2.2.1 Attenuation
Attenuation measurements reported in the literature for water-saturated granular materials

(sand and glass beads) are plotted in Fig. 2.1. These data were extracted from the relevant

figures in the original publications. The one exception is Nolle et al. (1963), which, as
explained later, were taken from Chotiros and Isakson (2004). Results are included from
two field experiments, SAX99 and SAX04 (Williams et al., 2002; Hefner et al., 2009).
With the exception of the Nolle et al. (1963) results, all of the laboratory measurements
were made using a transmit and receive transducer pair buried in the sediment at different

separation distances. Nolle et al. (1963) used a single transducer method, determining the
attenuation from the return signal travelling through different thicknesses of sand resting

on a reflective surface. The field data were obtained using different methods, including

buried pairs of transducers or an array of buried hydrophones in conjunction with a source

transducer in the overlying water.
In Fig. 2.2, these same data (converted to Np/m) are plotted as a function of kd, where
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Figure 2.2: Attenuation data from the literature as in Fig. 2.1, but converted to Np/m,
non-dimensionalized with particle diameter d, and plotted vs kd rather than frequency.
Laboratory measurements for sand are indicated by yellow diamonds, for glass beads by
grey squares and for field measurements by red diamonds. The solid lines are the results
from different models: EDFM, the Effective Density Fluid Model (Williams et al., 2002);
SP, multiple scattering model given by Eq. 2.1 (Schwartz and Plona, 1984); BIMGS+SP,
Modified Gap Stiffness Model version of the Biot model for 215 μm sand combined with
SP (Kimura, 2011). Two kd power-law dependencies are indicated. Data below kd = 0.01
are not shown.
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k is the wavenumber in water and d is the grain diameter. The literature values were

converted from frequency space to wavenumber using the reported water sound speed

when indicated and 1480 m/s when not. Comparing Figs. 2.1 and 2.2, it is clear that

non-dimensionalizing by the particle diameter leads to an overall reduction in spread,

particularly for kd > 0.1.

Also shown in Fig. 2.2 are the predicted curves from three models: (1) the Effective

Density Fluid Model, EDFM, computed using parameters given byWilliams et al. (2002);
(2) the Schwartz and Plona (1984) effective medium approximation (EMA) multiple scat-
tering model, SP; and (3) the Modified Gap Stiffness Model version of the Biot model

combined with multiple scattering, BIMGS+SP, from Kimura (2011, Fig. 11b, 215 μm
sand).

For 0.1 < kd � 0.5, αd varies between (kd)1/2 and (kd)1. In this region, attenuation is
dominated by viscous losses and both the EDFM and BIMGS+SP models have roughly

the same kd dependence. Nolle et al. (1963) found αd = Ck1/2, where C is a constant:

i.e. different from the (kd)1/2 dependence.

For values of kd � 0.5, most of the data in Fig. 2.2 exhibit an upturn tending toward

(kd)4, consistent with the purple curve given by

αd = 1.31× 10−2(kd)4 (2.1)

which is Kimura’s best-fit regression to Schwartz and Plona’s multiple scattering predic-
tions for 545 μm diameter glass beads. The values obtained by Busby and Richardson
(1957) for 70-300 μm diameter sand are roughly a factor of two higher than the other

results, likely due to the wide range of grain sizes in their sample. The Chotiros and
Isakson (2004) values from Nolle et al. (1963) do not exhibit a tendency toward the (kd)4
dependence at high kd. This anomaly is discussed further in Sec. 2.5.

2.2.2 Phase speed
The phase speed measurements reported in the literature are plotted in Fig. 2.3. Kimura
(2014)’s best-fit regression to the multiple scattering prediction for 545 μm glass beads

from Schwartz and Plona (1984, Fig. 1) is:

c

c0
= 1− 8.54× 10−3(kd)2.45 (2.2)

11



where c0 is a reference velocity, equal to 1790 m/s for Schwartz and Plona’s data.
Both the theory and the experimental data exhibit negative dispersion at high kd. Phase

speed values reported for glass beads are ∼80 m/s higher than those reported for similar-
sized sand, which Kimura (2011) attributed to the difference in porosity of the two mate-
rials (sand: 0.42-0.44; glass beads: 0.37-0.38). At long wavelengths, both the data and

the theory tend toward sound speed values between 1700 m/s and 1800 m/s. Nolle et al.
(1963) similarly found that the sound speed in water-saturated sand was 1740 m/s, again

using their single transducer method.

Figure 2.3: Phase speed for saturated water-particle mixtures: glass beads (white) and
sand (orange). The solid purple line is Kimura (2014)’s best-fit regression to Schwartz
and Plona’s multiple-scattering model result for 545 μm glass beads (Eq. 2.2). Values
below kd = 0.1 are not shown.
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2.3 Methods
2.3.1 Experimental apparatus
As previously indicated, a monostatic scattering geometry was implemented for the present

experiments. A scale diagram of the experimental setup is shown in Fig. 2.4a. A circu-

lar transducer constructed from high efficiency piezo-composite material was mounted,

facing downward, at the top of a 43 (width) x 90 (length) x 48 (height) cm rectangular

glass-walled tank. The transducer was centered on a 9.03 cm diameter, 4.90 cm thick

cylindrical Delrin disk resting on the bottom of the tank. Ten nested PVC cylinders of

different heights surrounded the Delrin disk (Fig. 2.4b). The inner diameters of the cylin-

ders ranged from 11.5 cm to 23.0 cm. The cylinder heights ranged from 5.29 cm to 7.10

cm, with a mean difference between nearest neighbours of 2.0 ± 0.1 mm. Sediment was

poured into the cylinders from containers fully immersed in the water-filled tank. To
obtain a flat sediment-water interface, the excess granular material was scraped off by

carefully drawing a straight edge longer than the cylinder diameter across the cylinder

end face. After the acoustic data was collected for that interface, the outermost cylin-

der was then removed and the process repeated until the smallest cylinder was reached.

Nothing was done to compact the granular material.

Measurements of the backscatter waveform were obtained for each cylinder using a

digital oscilloscope sampling at 125 MHz. The 4 μs transmit pulse and analog electronics

were similar to those used with the Doppler profiler described in Hay et al. (2012). The
frequencies used ranged from 1.0 to 1.8 MHz, separated by the 250 kHz equivalent band-

width, and varied with grain size (see Table 2.1). For the larger grain sizes, the higher

attenuation limited the choice of maximum usable frequency.

Using the transducer effective radius of at = 0.011 m (obtained from the best fit to the

analytic prediction for a uniformly-sensitive circular piston transducer of the measured
beam patterns at 1.4 to 2.0 MHz (Wilson and Hay, 2015)), the -3 dB beam half-widths

θ0 range from 1.1◦ to 2◦ and the first sidelobe angles θs from 3.5◦ to 6.3◦ (Table 2.2). In

Fig. 2.4a, the vertical distance from the transducer to the sediment-water interface, R1, as

well as the distance to the cylinder edge, R2, are indicated by the dashed lines. The angle

θc between R1 and R2 ranged from 10◦ to 20◦ depending on the cylinder size. Since θc
is much greater than θ0 and θs, returns from the cylinder edge are not expected and were

not observed.
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Figure 2.4: (a) Scale diagram of the experimental set-up (end view of the tank) illustrating
the largest nested cylinder surrounding a cylindrical Delrin disk (white) on the bottom of
a tank filled with water. The acoustic paths from the transducer to the sediment-water
interface, R1, and to the cylinder edge, R2, are indicated by the dashed lines. (b) Photo-
graph of the nested cylinders and Delrin disk.

Table 2.1: Number of cylinders, Nc, used for each grain size and frequency out of a
possible total equal to 10 times the number of trials, Nt. Boiled samples are indicated by
the subscript B. Unless indicated otherwise, the number of repeat trials Nt = 3 for each
frequency.

f [MHz ] S1 S1B S2 S2B S3 G GB
1.0 - - 59‡ 30 14 30 30
1.2 18† 30 38‡ 21 - 30 30
1.5 18† 27 - - - 14 16
1.8 - 12† - - - - -
†
Nt = 2

‡
Nt = 6

For a circular transducer of radius at, the farfield begins at Rc = πa2t/λ and the last

axial pressure maximum in the nearfield occurs at R′
c = a2t/λ, where λ is the wavelength

(Zemanek, 1971; Clay and Medwin, 1977). The values are listed in Table 2.2. R1 ranged

from 32 cm to 34.2 cm. Thus, measurements were made in the far field for 1.0 and 1.2

MHz and beyond the last sound pressure maximum for all frequencies, i.e. in the region
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Table 2.2: Transducer beam pattern properties computed using a water sound speed of
1480 m/s and at = 0.011 m (Wilson and Hay, 2015), where Rc is the nominal start of
the farfield and R′

c is the range to the last axial pressure maximum. The -3 dB beam half-
widths θ0 and the sidelobe angles θs are also given.

f R′
c Rc θ0 θs

[MHz] [cm] [cm] [◦] [◦]
1.0 8.1 26 2 6.3
1.2 9.8 31 1.7 5.3
1.5 12.2 39 1.3 4.2
1.8 14.7 46 1.1 3.5

of the directivity pattern falling off at, or more slowly than, 1/R1.

Nt repeat trials for each grain size and frequency were conducted (see Table 2.1). After

completing a trial, the sand or beads were collected into their containers underwater and

kept in the tank. The stack of cylinders was then reset for the next trial. After complet-

ing the Nt trials for a given sample, the tank was drained, cleaned to remove the sample

completely, and then refilled with distilled water. The next sample was placed in contain-

ers and kept underwater for several days to allow the water and sample to degas before

carrying out the repeat trials.

In a second set of experiments, the sediment samples were boiled in distilled water

in a 28.4 L aluminium container for 30 min at 100◦C. After letting the samples reach

room temperature, the grains were transferred from the container to the experiment tank,

while being careful not to introduce air. The transfer was achieved by fully immersing a

small container underwater in the aluminium container and filling it partially with boiled
grains. The small container was slowly lifted out of the aluminium container and then

slowly immersed into the measurement tank. These steps were repeated until all of the

boiled samples were transferred. Measurements were then made following the procedure

outlined above.

2.3.2 Sand and glass bead properties
Three bulk samples of different size quartz sand, designated S1, S2 and S3, and one bulk

sample of soda lime glass beads, designated G, were used in the present experiments. The

grain size distributions are presented in Fig. 2.5. The median sizes, d50, are listed in Table

2.3. Scanning electron microscope (SEM) images of multiple grains of each material are
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Table 2.3: Median grain size d50, porosity n, and grain density, ρs.
d50 n ρs
[μm] [kg/m3]

Sand
S1 219 0.411 ± 0.006 2642 ± 5
S2 406 0.409 ± 0.002 2652 ± 2
S3 497 0.412 ± 0.008 2648 ± 1

Glass beads
G 336 0.397 ± 0.005 2456 ± 25

shown in Fig. 2.6 and of a single glass bead and a single grain of sand (S2) in Fig. 2.7.

While many of the glass beads were nearly perfect spheres, others were oblong and many

had pits and/or protrusions on their surfaces (Fig. 2.7a). In comparison, the sand grain

shapes are highly irregular (Figs. 2.6 and 2.7b).
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Figure 2.5: Grain size distributions for the glass beads (G) and the three different sands
(S) used in the experiments. The error bars indicate the standard deviations from the mean
of the results from 3 replicate samples.

Grain density, ρs, was measured by adding a measured mass ms (about 100 g) of dry

material to a volumetric flask of volume VT = 200 mL. Distilled water was added – in

an amount such that the surface of the granular material was ∼ 2 cm below the surface

of the water – and the contents were boiled for 15 min in order to remove air bubbles.

After allowing the flask to cool, distilled water was topped up to the 200 mL mark. The

water temperature was then measured and used in calculating the water density, ρw, using
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Figure 2.6: Scanning Electron Microscope (SEM) images of sub-samples of the sand
grains (S) and glass beads (G): (a) S1; (b) G; (c) S2; (d) S3.

Figure 2.7: Scanning Electron Microscope (SEM) images of single grains: (a) glass bead
(G); (b) sand grain (S2). Note the pit in the glass bead and the highly irregular overall
shape and complex small scale roughness features on the surface of the sand grain.

the empirical equation of state for freshwater (Millero and Poisson, 1981). The water
mass, mw, was determined by subtracting the initial mass of the flask and mg from the
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total mass of the flask and its contents. Density was then determined using ρs = ms/Vs,

where Vs = VT − mw/ρw. The means and standard deviations, based on three replicate

measurements for each material, are listed in Table 2.3.

Porosity was measured by progressively adding a measured mass (about 15 g) of dry

material to a 100 mL graduated cylinder containing a known volume of distilled water

(about 40 mL). Porosity n is given by

n = 1− Vs/Vb (2.3)

where Vs is the volume of the grains and Vb is the bulk volume of the water-grain mixture.

Bulk volume was recorded after each addition. The number of additions ranged from 5

to 8. Nothing was done to compact the granular material. Porosity was then calculated

from the slope of the least-squares best fit of Vs versus Vb using Eq. 2.3. The means and

standard deviations, based on three replicate measurements for each of the four granular
materials, are listed in Table 2.3.

To determine whether the porosity obtained via the graduate cylinder method was rep-

resentative of the porosity of the granular material in the nested cylinders, porosity was

also measured on samples which underwent the same mechanical treatment as that used

for the nested cylinder trials. This second set of measurements was made for the glass

beads and one of the sand sizes (S1) using two cylindrical blocks of PVC (5 cm height,

8 cm diameter). A cylindrical well was machined out of each block with diameters of

7.3 cm and 6.6 cm and depths of 0.97 cm and 1.9 cm. These depths are within the range

of thicknesses used for the attenuation and sound speed measurements. The block was

placed on a tray which rested on the bottom of the measurement tank filled with water.

A measured mass of dry material in a beaker was slowly submerged in the tank, stirred

to release air bubbles, and then slowly poured into the well. Similar to the experimental

procedure outlined in Sec. 2.3.1, a straight-edge longer than the block diameter was used
to scrape off excess granular material which was collected in the tray. The tray and block

were then slowly lifted out of the water. The granular material in both the tray and the

well were collected, dried and weighed. For both S1 and G, three measurement replicates

for each well depth were executed.

The mass of the material contained within the well was estimated in two ways: (a) the

measured mass of the material collected from the well, M1, and (b) the initial mass less
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the mass of the material collected in the tray, M2. M1 was consistently lower than M2,

but by less than 0.4%, and the standard deviation of the differences betweenM1 andM2

over all six estimates was less than 0.2 %. Note that there was no consistent bias between

the two well depths and that the material loss – the ratio between the total mass of the

material before and after the porosity measurement – was less than 0.3%. The volume of

grains contained within the well, Vs, was determined from the mean ofM1 andM2 using

ρs. Using Eq. 2.3 with Vb given by the volume of the well based on its measured depth,

the mean porosity based on the three replicates for each well depth was determined. The

overall average porosity and standard deviation was 0.418±0.007 for S1 and 0.387±0.006

for G. These estimates are within 2.5% of the porosity measurements listed in Table 2.3.

2.3.3 Analysis methods
For each frequency and cylinder size, the backscatter signals from ten transmit pulses

were acquired. These signals were ensemble averaged and the result was low-pass filtered

using a fifth-order Butterworth filter with a 5 MHz cut-off. Examples of the low-pass fil-

tered return signal are shown in Fig. 2.8 for two sand layer thicknesses from a single

trial. The envelope of the signal was obtained via the Hilbert transform. For each sand
thickness (and therefore each cylinder), the signal envelope was cross-correlated with the

envelope from the return of the sediment-water interface for the tallest cylinder. The maxi-

mum of this cross-correlation gave the estimated position of the sediment-water interface

(black circle). The cross-correlation method was not effective for identifying the disk

return since its shape changed for different sand thicknesses. Thus, the position of the

disk (white circle) was determined by finding the maximum of the envelope closest to the

expected arrival time of the signal from the disk. Since the disk was always placed at the

same nominal distance from the transducer, the expected arrival time changed very little.

Useful data were not always acquired from all 10 cylinders for all trials. Data from a

cylinder was rejected if the disk return saturated the receiver, which typically occurred for

the thinner sand layers, or if the disk return was too weak relative to the background re-

verberation (see results section), which occurred for the thicker sediment layers at higher

frequencies. The total number of cylinders, Nc, considered out of a possible total equal
to 10 times the number of trials, Nt, are listed in Table 2.1 for each sediment sample and

frequency.
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Figure 2.8: Return signal from a single trial at 1.2 MHz (grey) and its envelope (black)
for two S1 sand thicknesses above the Delrin disk (0.6 cm and 2.2 cm). The estimated
arrival times from the sand-water interface and the surface of the Delrin disk are indicated
by the black and white dots, respectively.

20



2.4 Results
2.4.1 Signal-to-noise ratio
Background reverberation in the time interval between the sediment-water interface return

and the bottom return was observed in the recorded signal (see example return for 2.2 cm

thick sand in Fig. 2.8). To determine the RMS reverberation amplitude, the corresponding

time interval was defined to be that between the first minimum in the envelope of the

signal after the sediment-water interface arrival and the last minimum before the disk

arrival: i.e. in Fig. 2.8, for example, between 432 and 452 μs for the h = 2.2 cm return.

With σ the standard deviation of the low-passed return signal during this time interval,

the signal-to-noise ratio, SNR, is defined as the amplitude of the disk return divided by

2σ. In Fig. 2.9a, SNR is plotted as a function of kd50 for three sand thicknesses and all
grain sizes. These sand thicknesses were chosen so that the reverberation time interval

exceeded 3.5 pulse lengths, yet was small enough that runs from all four grain sizes

could be included. Regardless of grain size or sand thickness, the SNR decreases with

increasing kd50.

The percentage of runs that were retained, P = 10Nc/Nt, is plotted as a function of

kd50 in Fig. 2.9b and c for unboiled and boiled samples. For kd50 < 2, P lies between

60% and 100%, and for higher kd50, 36% < P < 70%. The lower retention rate at higher

kd50 is due to two effects: the higher attenuation and therefore reduced amplitude of the

return from the disk; and the higher amplitude reverberation levels. This latter effect is

attributed to variations in the sediment fabric on the grain scale, e.g. clustering among the

grains.

2.4.2 Attenuation
Assuming plane wave propagation (justified in Sec. 2.8), let the amplitude, A, of the

detected return from the disk be represented by

A = A0e
−2αh (2.4)

where α is the linear attenuation coefficient for pressure and A0 is a constant. In Fig.
2.10, the values of lnA at 1.2 and 1.5 MHz from a single trial, together with the linear

least-squares best fit straight lines, are plotted as a function of sediment thickness, h,
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Figure 2.9: (a) Signal to noise ratio for three sand thicknesses (marker color) and the
different grain types (marker shape), including measurements for boiled and unboiled
samples. Percentage of runs retained for the attenuation and sound speed fits, P , as a
function of kd50 for (b) unboiled and (c) boiled samples. In all panels, the data have been
offset in the horizontal to avoid overlap.
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Figure 2.10: Plot of lnA from a single trial, A being the amplitude of the return from the
Delrin disk, as a function of S1 sand thickness for 1.2 MHz and 1.5 MHz. The solid lines
are the least-squares best fits. The attenuation coefficients determined from the fits are
indicated.

determined from the cylinder height. The attenuation coefficients determined from the

slopes and the 95% confidence limits for the fits, δα, are indicated in Fig. 2.10. For

each frequency and grain size, the mean values of α and the average error over Nt trials

(i.e.
√
ΣNt

i=1(δαi)2/Nt) are listed in Tables given in Sec. 2.9.1. Also listed is cwc, the

water sound speed based on the measured water temperature computed using the Matlab

seawater package (Morgan, 1994), which is based on equations from Fofonoff andMillard
(1983).

The attenuation estimates from the present work are plotted in Fig. 2.11 together with

the results from the literature, using k based on cwc. Also shown in Fig. 2.11 are the pre-

dictions from the multiple-scattering model of Schwartz and Plona (1984), given by Eq.
2.1, and the BIMGS+SP model from Kimura (2011). The present α estimates are compa-
rable to those that have been reported in the literature using the transmission method, both

the values for glass beads and the values for sand. The new results are also consistent with

the (kd)4 curve predicted by multiple scattering theory at the higher values of kd and, as

kd decreases toward 1, with Kimura’s blending of the multiple scattering and viscous loss
models.
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Figure 2.11: Attenuation (in Np/m) vs wavenumber in water, both non-dimensionalized
by the grain diameter. The solid lines are two of the model results, as indicated in the
legend. The present measurements are indicated by the larger red, green, blue and cyan
circles and triangles, where triangles represent boiled grain results. Vertical black lines
indicate the error based on the 95% confidence intervals. Otherwise, the symbols are the
same as Fig. 2.2.

24



2.4.3 Group speed
The results for the time difference, δt, between the returns at 1.2 and 1.5 MHz from

the sediment-water interface and the disk are plotted as a function of h in Fig. 2.12 for a
single trial. Accounting for two-way travel, the slope of a linear least-squares fit of h to δt

yields the group speed, cg, in the water-saturated granular medium. The 95% confidence

intervals for the fits are also indicated in Fig. 2.12. Similarly, the measured water sound

speed, cw, was determined from the best-fit slope of t0 − ti = 2(Hi −H0)/cw, where t is

the arrival time from the sediment-water interface, H is the cylinder height, the subscript

i denotes the ith cylinder and the subscript 0 denotes the shortest cylinder. For each

frequency and grain size, the mean values of cg and cw are listed in Tables in Sec. 2.9.1,

together with their error estimates computed in the same manner as those for attenuation.
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Figure 2.12: The time difference δt between the returns from the sediment-water interface
and the surface of the Delrin disk from a single trial as a function of S1 sand thickness
h for 1.2 MHz and 1.5 MHz. The solid lines are the least-squares best fits. The group
speeds determined from the fits are indicated.

In Fig. 2.13, reported group speeds are plotted as a function of kd. In order to elimi-

nate the effect of temperature, the data have been normalized by the reported water sound

speed when indicated and 1480 m/s when not. For those cases in the literature which
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reported only phase speeds, the group speed was determined by fitting a third order poly-
nomial to their reported phase speed measurements and then using

cg =
c

1− ω/c ∂c/∂ω
(2.5)

where ω = 2πf and c is the phase speed. Included in Fig. 2.13 are Thomas and Pace

(1980)’s measurements of phase speed at long wavelengths in water-saturated sand. Since

their measurements were made for kd < 0.2 – i.e. in what should be the non-dispersive

limit – they are taken to be equivalent to the group speed. The orange curve representing

Schwartz and Plona’s multiple scattering prediction was obtained using Eq. 2.5 with c

given by Eq. 2.2 and c0 = 1790 m/s for their measured grain size of 545 μm.

The results from the present experiment are indicated in Fig. 2.13. The larger error for

the largest grain size (S3) is due to the low number of usable thicknesses (see Table 2.1).

All of the data, including the present results, exhibit the expected negative dispersion for
kd � 1. For any given value of kd, however, there is a ca. 10% variation in the group

speed. Possible contributions to this variation are pursued in the Discussion.

2.5 Discussion

2.5.1 The Nolle et al. (1963) attenuation results
Our attenuation estimates are comparable to those reported in the literature in the kd > 1

range using the two-transducer set-up and are consistent with the (kd)4 dependence pre-

dicted by multiple scattering theory. In contrast, the Nolle et al. (1963) results, obtained
with a single transducer method similar to that used here, do not exhibit a tendency toward

this (kd)4 dependence, and the values of α at the two highest values of kd are as much as

two orders of magnitude lower than the Schwartz and Plona (1984) theory and the other
measured values including those obtained here. Possible reasons for the discrepancy are

discussed below.

Nolle et al. (1963) did not present their attenuation measurements as a function of
frequency, but instead plotted attenuation versus the combined parameter

√
ω/d. Thus,

points for a given frequency and grain size are unambiguously identifiable for only the

highest and lowest values of
√
ω/d. However, the results in Nolle et al. (1963, Fig. 3)

were reported earlier by Mifsud (1953) and, as outlined in Sec. 2.9.2, we have used
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Figure 2.13: Group speed normalized by the phase speed in water (computed for the tem-
perature at which the measurements were made) as a function of kd. Reported measure-
ments for glass beads and sand are indicated in blues and pinks, respectively. The reported
measurements indicated by a † were determined by fitting a third order polynomial to the
phase speed measurements and then calculating group speed using Eq. 2.5. The estimates
from the present work are indicated by the larger red, green, blue and cyan circles and tri-
angles, where triangles represent measurements involving boiled grains. Vertical black
lines indicate the error based on the 95% confidence intervals (one-sided to avoid overlap
at the same kd). The solid orange line is Kimura’s fit to Schwartz and Plona’s multiple
scattering model (Eq. 2.2). The prediction uses a grain size of 545 μm and Eq. 2.5 to
compute group speed.

the information in Mifsud’s report to assign grain sizes and acoustic frequencies to the
attenuation measurements. The resulting estimates are plotted in Fig. 2.14. Also shown

in this figure are the extracted points from the Chotiros and Isakson (2004, Fig. 10)
interpretation of the Nolle et al. (1963) data. The two interpretations are similar for the
most part, the important difference being that the points for the two highest values of kd

have not been included in the present interpretation. As explained in Sec. 2.9.2, Nolle et al.
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explicitly state that the numerical values of α for their highest frequency at the two largest

grain sizes were not recorded. Their stated reason for not recording these values was that

the α values for these runs were much higher than the trend indicated by the results for the

lower frequencies and smaller sizes. Importantly, “scattering, rather than viscous losses”

were the dominant loss mechanism. As can be seen in Fig. 2.14 dropping the two highest

kd points does remove much of the discrepancy between the Nolle et al. results and the
other data sets, although the two points remaining at kd > 1 are still lower than the other

data by a factor of three or more. Thus, while even in our reinterpretation the Nolle et al.
data are not made fully consistent with the tendency toward (kd)4 behaviour for kd > 1,

a tendency predicted by multiple scattering theory and confirmed by the other available

data including the present measurements, it is worth emphasizing that Nolle et al. did
in fact observe, but did not record, markedly higher values of attenuation at wavelengths
comparable to the grain size.

2.5.2 Sound speed
As noted previously, there is considerable – ca. 10% – variation among the sound speed

measurements reported in the literature (Figs. 2.3 and 2.13). Kimura (2011) has suggested
that much of the difference between his measured values of sound speed for glass beads

and sand could be attributed to differences in porosity. In the long wavelength limit, the

sound speed in a composite medium can be represented by (Wood, 1930)

c∗LW =

√
K∗
ρ∗

(2.6)

where K∗ and ρ∗ are the effective bulk modulus and the effective bulk density.

For a water-grain mixture, the effective bulk modulus is given by (Wood, 1930; Sen and
Johnson, 1983)

1

K∗
=

1− n

Ks
+

n

Kw
(2.7)

where Kw and Ks are the bulk moduli of water and grains, respectively. There has been

debate in the literature as to the value of the grain bulk modulus to be used for natural sand

in water-sand mixtures (Chotiros, 1995; Stoll, 1998). However, Richardson et al. (2002)
measured the bulk modulus for Ottawa and quartz sand and obtained values between 3.8

and 4.7 ×1010 Pa, close to the handbook value of 3.6 ×1010 Pa (Jackson and Richardson,
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Figure 2.14: Attenuation (in Np/m) vs wavenumber, both non-dimensionalized by grain
diameter. Two model results are given: EDFM, the Effective Density Fluid Model
(Williams et al., 2002); BIMGS+SP, Modified Gap Stiffness Model version of the Biot
model for 215 μm sand combined with SP (Kimura, 2011). The black triangles are the
Nolle et al. (1963) data set reported by Chotiros and Isakson (2004), with the dashed lines
indicating the results at the two largest grain size and the highest frequency. The coloured
diamonds are the original Nolle et al. (1963) data set extracted from Mifsud (1953), see
Sec. 2.9.2. The cyan circles are the present results. Vertical black lines indicate the error
based on the 95% confidence intervals.
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2007). For the calculations here, a value ofKs = 4.25× 1010 Pa was chosen, the average

of Richardson et al.’s measured values. Note that since Kw at 20◦C is 2.19×109 Pa,

Kw/Ks ∼ 0.05: i.e. Kw/Ks << 1 for this value of Ks and over the range of values

suggested by Jackson and Richardson (2007).
The bulk density is normally (i.e. in the Wood’s equation sense) written as ρ∗ =

(1−n)ρs+nρw. However, sound speeds estimated fromWood’s approach are typically in
poor agreement with measurements in water-saturated sediments (Jackson and Richard-
son, 2007, p. 267). Sen and Johnson (1983) and Williams (2001) have shown that the
effective density for a dense random packing of loose grains is

ρ∗ = ρw

[
ξ(1− n)ρs + (ξ − 1)nρw

n(1− n)ρs + (ξ − 2n+ n2)ρw

]
(2.8)

where ξ is the tortuosity. For ξ = (3 − n)/2, this equation reduces to (Sen and Johnson,
1983)

ρ∗ = ρw

[
nρw + (3− n)ρs
(3− 2n)ρw + 2nρs

]
(2.9)

which Schwartz and Plona (1984) use in their calculation of sound speed in the long
wavelength limit. For n = 0.4, the tortuosity ξ is 1.3, close to the best-fit value of 1.35

obtained by Williams et al. (2002) when comparing models to field measurements of
attenuation and sound speed in sand.

Returning to Fig. 2.3, the sound speed values reported in the literature for water-

saturated glass beads in the non-dispersive region at long-wavelengths are 5% higher

than those reported for similar-sized sand. As previously indicated, Kimura (2011) at-
tributed this difference to the porosities of the two materials. Using Eqs. 2.7 and 2.9 with

Ks = 4.25 × 1010 Pa and Kimura’s porosity values (0.42 for 215 μm sand and 0.377 for
192 μm glass beads) yields values of 1717 m/s and 1788 m/s, which are comparable to

visual estimates of the y-intercepts for Kimura’s sand and glass bead data in Fig. 2.3. This
agreement raises the question, pursued below, as to how much of the spread in the sound

speed measurements at a given kd might be attributable to porosity.
For Kw/Ks << 1, Eq. 2.7 reduces to K∗ ∼ Kw/n. Thus, using Eqs. 2.6 and 2.9,

the phase speed in the long wavelength limit should, to a first-order approximation, be a

function of only porosity, the density of the water, and the grain density of the particles,

and independent of the bulk modulus of the particle material, provided thatKw/Ks << 1.
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Figure 2.15: Group speed normalized by the phase speed in water and multiplied by
Ψ(n, ρs, ρw) where Ψ =

√
nρ∗/ρw and ρ∗ is given by Schwartz and Plona’s expression

(Eq. 2.9). See also caption for Fig. 2.13.

Defining Ψ =
√

nρ∗/ρw with ρ∗ given by Eq. 2.9, scaling the observed values of the

sound speed ratio by Ψ should largely remove the variations due to porosity. The values
of Ψ were determined using the reported porosities, grain and water densities. If no water

density was given, a value of 998 kg/m3 was used. Sessarego and Guillermin (2012) did

not report a value for ρs for their glass beads so it was estimated using their porosity and

wet densities. The resulting scaling of the group speeds in Fig. 2.13 is presented in Fig.

2.15 and, as expected, leads to an overall reduction in spread at a given kd.

Focusing first on the data from the literature, the collapse at values of kd < 0.5, where

the speed is predicted to be non-dispersive, is particularly evident for Thomas and Pace’s

and Kimura’s measurements. Similarly, at higher values of kd, the spread among the dif-

ferent data sets from the literature is much reduced. An exception is the data reported by

Sessarego et al. (2008b) and Sessarego and Guillermin (2012) which plot systematically

below the other data sets. Excluding the Sessarego data (discussed further below), the
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mean value of theΨ-scaled speed ratio for kd < 0.5 is 0.965, and the 4σ spread is 0.0217,

or 2.2% of the mean. If ρs is set to a constant value of 2650 kg/m3, the spread remains

2.2%. For comparison, the spread in the data not scaled by Ψ is 7.5%. Thus, account-

ing for the variations in porosity alone, and requiring that Ks >> Kw, a factor of three

reduction in the spread among these data is indicated.

It is well-known that sound speed in water-saturated media is sensitive to the presence

of air bubbles. Listed in Table 2.4 are the sediment types (i.e. glass beads or sand),

particle sizes and acoustic frequencies used in the studies cited here, together with the

bubble removal treatment (when reported). By examining Fig. 2.15 while referring to

Table 2.4, it is evident that the data sets which collapse under theΨ scaling are those from

studies in which the water-saturated samples were either boiled or held under vacuum to

remove air. There are two data sets which do not collapse – Sessarego et al. (2008b) and
Sessarego and Guillermin (2012). Their data are 5 to 10% – i.e. O(100) m/s – below the

other measurements from the literature. Neither boiling nor vacuum treatments were used,

and instead bubble presence/absence was partly based on visual observations (see Table

2.4 footnotes). If the bulk modulus, Eq. 2.7, is modified to allow for a volume fraction of

air, va, the value of va required for a 100 m/s reduction in sound speed is only 4×10−6,

too small to significantly affect the bulk density. To increase the bulk compressibility of a

medium, bubble sizes much less than the acoustic wavelength are required. In the vicinity

of kd = 1, this implies bubble sizes much less than six times the grain diameter: i.e.

O(100) μm or less. Bubbles this size and smaller would be difficult to detect visually at

ppm volume concentrations.

With respect to the present data set, some points also fall below the collapsed data in

Fig. 2.15, and there is no systematic difference between the measurements for boiled

and unboiled samples. While this might indicate that microbubbles were not completely
removed, the error bounds on our sound speed estimates do not warrant a definite conclu-

sion. As indicated previously, the main point is that these reflection-based sound speeds

are comparable in magnitude to those based on transmission measurements, and exhibit

similar negative dispersion, as required for consistency, in the Kramers-Kronig sense,

with the f 4 tendency exhibited by the attenuation measurements for kd � 1.
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Table 2.4: Median grain sizes, frequencies and treatment of granular materials reported
for the sound speed measurements

Authors [year] Size [μm] f [kHz] Treatment
Sand

Kimura (2011) 113, 215, 429, 674 300 - 700 Boiled
Lee et al. (2007) 425 300 - 1000 Boiled
Moussatov et al. (1998) 375 200 - 1200 ∗
Nolle et al. (1963) 100 - 700 400 - 1000 Boiled
Sessarego et al. (2008b) 245 200 - 1200 †
Thomas and Pace (1980) 50, 130, 250, 330, 480 80 - 320 vacuum

Glass Beads
Kimura (2011) 67, 125, 192, 451, 642,

781
300 - 700 Boiled

Lee et al. (2009) 375, 625 400 - 1100 Boiled
Schwartz and Plona (1984) 545 300 - 2000 ∗
Sessarego and Guillermin (2012) 272, 520 200 - 800 ‡
Yang et al. (2018) 375, 625 350 - 1100 ∗
∗ treatment not reported
† sand “immersed in fresh water for several months before the experiments and careful degassing
operations were performed for several weeks”
‡ repeated pourings of the glass beads under water in the measurement tank until no more bubbles
were observed rising from the beads to the water surface.
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2.6 Summary and Conclusions
Attenuation and sound speed in water-saturated sand and glass beads were measured for

1.1 < kd50 < 2.1 using a monostatic reflection geometry. The resulting values of atten-

uation are consistent with previous measurements made using transmission geometries,

and with the tendency toward the f 4 dependence predicted by Schwartz and Plona’s mul-
tiple scattering theory for kd � 1. The measured group speeds are comparable both in

magnitude and negative dispersion to the values reported in the literature and predicted by

multiple scattering theory. Scaling the sound speed data by a factor dependent on grain

density and porosity reduces the spread in (most of) the measurements by a factor of three

– from O(10) to O(1)%, and most of this collapse can be attributed to porosity. The scaling

depends on the bulk modulus of the water-saturated sand being O(10) times greater than

that of water, consistent with the conclusions drawn by Jackson and Richardson (2007)
in their review of previous results. The group speeds from two data sets which do not

collapse are 5 to 10% low, an amount that – it is suggested – might be attributable to the
presence of microbubbles in ppm volume concentrations.
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2.8 Appendix: Plane Wave Approximation
Using the coordinate system given in Fig. 2.16, the incident pressure distribution from a
circular piston transducer at an observation point r is given by

pi = p∗r∗
D(θ)

r
e−αrei(kr−ωt) (2.10)
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where r∗ is a reference distance, p∗ is a reference pressure, α is the linear attenuation co-

efficient for pressure, ω = 2πf and D(θ) is the transducer directivity. The backscattered

pressure from a surface element dS = r2 sin θdθdφ is given by

dps = pi
D(θ)

r
F (θ)e−αrei(kr+ωt)dS (2.11)

where F (θ) is the scattering function for the surface given, for example, by Lambert’s law,

where |F |2 = μ cos2 θ and μ is a constant (Jackson and Richardson, 2007). Integrating
and averaging over time yields

p2s = πp2∗r
2
∗

∫ θ0

0

F 2D4

r2
e−4αr sin θdθ. (2.12)

Let r = R1

√
1 + tan2 θ, where R1 is the vertical distance between the transducer and the

sediment-water interface. Eq. 2.12 becomes

p2s = πp2∗r
2
∗
1

R2
1

∫ θ0

0

F 2D4

1 + tan2 θ
e−4αR1

√
1+tan2 θ sin θdθ. (2.13)

Figure 2.16: Coordinate system used in calculating the backscattered pressure.

Invoking the small angle approximation, justified here by the narrow beam widths
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(Table 2.2), Eq. 2.13 reduces to

p2s = πp2∗r
2
∗
e−4αR1

R2
1

∫ θ0

0

F 2D4 sin θdθ (2.14)

where the term
∫ θ0
0

F 2D4 sin θdθ will integrate to a constant, provided that F is well-

behaved: i.e. that it does not increase dramatically with θ. For 1 MHz (θ0 = 2◦, Table

2.2), this term integrates to 3.310×10−4 for F = 1 and 3.309×10−4 for |F |2 = μ cos2 θ

with μ = 1.

In the present work,R1 varied from 32 cm to 34.2 cm. The spreading loss correspond-
ing to these two distances is 1.5 Np/m. This value is much smaller than the measured at-

tenuation coefficients that ranged between 20 Np/m to 90 Np/m (see Tables in Sec. 2.9.1),

confirming that Eq. 2.4 applies.

2.9 Supplementary Material
2.9.1 Attenuation and sound speed results

Table 2.5: Attenuation and sound speed results for water-saturated sand. Symbols defined
in the manuscript. The means and standard deviations are based on values from Nt trials.

Sample f Nt Nc α cg cw cwc

[MHz ] [ Np/m ] [ dB/m ] [ m/s ] [ m/s ] [ m/s ]
S1 1.2 2 18 25 ± 4.4 216 ± 38 1573 ± 107 1514 ± 132 1480

1.5 2 18 41 ± 4.4 355 ± 38 1540 ± 110 1516 ± 135 1480
S1
boiled

1.2 3 30 23 ± 4.6 199 ± 40 1526 ± 35 1465 ± 14 1478

1.5 3 27 49 ± 7.1 426 ± 62 1493 ± 20 1461 ± 18 1478
1.8 2 12 87 ± 17.9 758 ± 155 1396 ± 44 1469 ± 51 1478

S2 1.0 6 59 36 ± 3.3 308 ± 28 1465 ± 22 1492 ± 21 1480
1.2 6 38 66 ± 9.1 573 ± 79 1351 ± 42 1484 ± 49 1480

S2
boiled

1.0 3 30 37 ± 4.3 325 ± 37 1440 ± 28 1453 ± 17 1482

1.2 3 21 75 ± 5.9 653 ± 51 1333 ± 40 1444 ± 41 1482
S3 1.0 3 14 70 ± 48.3 607 ± 419 1343 ± 259 1409 ± 86 1478

2.9.2 Reinterpreting the Nolle et al. (1963) data set
Nolle et al. (1963) measured attenuation as a function of frequency (189 kHz, 500 kHz, 1
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Table 2.6: Attenuation and sound speed results for water-saturated glass beads. Symbols
defined in manuscript. The means and standard deviations are based on values from Nt

trials.
Sample f Nt Nc α cg cw cwc

[MHz ] [ Np/m ] [ dB/m ] [ m/s ] [ m/s ] [ m/s ]
G 1.0 3 30 22 ± 3.9 187 ± 34 1505 ± 30 1455 ± 19 1482

1.2 3 30 37 ± 3.7 318 ± 32 1487 ± 23 1456 ± 20 1482
1.5 3 14 76 ± 18.5 659 ± 160 1378 ± 54 1462 ± 52 1482

G
boiled

1.0 3 30 24 ± 3.9 204 ± 34 1539 ± 38 1472 ± 32 1483

1.2 3 30 38 ± 3.7 326 ± 32 1523 ± 34 1472 ± 32 1483
1.5 3 16 73 ± 10.4 632 ± 90 1450 ± 64 1517 ± 106 1483

MHz) and grain size (116, 169, 382 and 653 μm, peak values from the grain size distribu-

tions in their Fig. 1) and plotted α versus 2
√
ω/d (their Fig. 3) so that individual estimates

of α cannot be identified with a given frequency or grain size. However, the data were

also originally reported byMifsud (1953), not tabulated unfortunately, but plotted both vs
√
ω/d and√ωσdc where σdc is the dc flow resistance. The values of σdc are listed in Nolle

et al. (1963, Table I) and Mifsud (1953, Table 2).
Letting χ =

√
ω/d and Γ =

√
ωσdc, the data extracted from Mifsud’s Figs. AS-1654

and Fig. AS-1640 are plotted in Fig. 2.17. The vertical lines in Fig. 2.17a indicate the

estimated values of Γ for the three frequencies (line style) and four values of σdc each

of which is associated with a particular grain size (colour). The cluster of points closest

to each vertical line was assigned the corresponding values of grain size and frequency

indicated in the legend. (Note that the points in the inset of Fig. 2.17a – i.e. those for 653

μm and 500 kHz (purple) and 382 μm and 189 kHz (yellow) – were assigned assuming

that the number of points in each group was the same). These values of d and ω were

used to compute estimates of χ, designated χ′. The plus signs in Fig. 2.17b represent

the values of α at these χ′ estimates and can be seen to line up with the original data

set (open circles). The average value of α was computed for each value of χ′ and these

values are plotted in Fig. 14 of the manuscript. It is important to note that no points
in Fig. 2.17a cluster around the expected values of

√
ω/d for the highest frequency and

two largest grain sizes. This is because Nolle et al. (1963) state that the observed values
of α for these two cases were much higher – which they attributed to scattering rather

than viscosity becoming the dominant loss mechanism – and therefore did not record the
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numerical values.
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Figure 2.17: (a) Attenuation (in Np/m) as a function of dc flow resistance σdc and ω =
2πf . The data points were extracted from Mifsud (1953, Fig. AS-1654). The colour
and style of the vertical lines indicates the value of √ωσdc based on Mifsud (1953)’s
three frequencies and the dc flow resistance in Mifsud (1953, Table 2) given for each
grain size. The two black arrows indicate the vertical lines for the two largest grain
sizes and the highest frequency. The grey solid line indicatesMifsud (1953)’s best fit line,
α = 7.1 ·10−7√ωσdc. The inset shows a close-up of the black boxed area. (b) Attenuation
as a function of

√
ω/d. The circles are the original data set extracted from Mifsud (1953,

Fig. AS-1640). The crosses are plotted at our estimates of χ for each of Mifsud (1953)’s
three frequencies and four grain sizes.

38



CHAPTER 3

PHASE SPEED IN WATER-SATURATED
SAND AND GLASS BEADS AT MHZ
FREQUENCIES

This chapter was first published in The Journal of Acoustical Society of America1

Abstract
Measurements of the phase velocity of compressional sound waves in water-saturated

granular materials are reported for the 1.0 to 2.0 MHz frequency range. The sound speed

estimates are based on travel times through granular layer thicknesses ranging from 8

to 17 mm. Three types of granular media were used: 336 μm median diameter glass
beads and two natural sands with median diameters of 219 μm and 406 μm. These grain

sizes and frequency range correspond to 0.5 < ka < 1.2, where k is the wavenumber

and a the grain radius. To remove trapped air, the samples were boiled under pressure

before transfer to the measurement tank. The results are compared to previously reported

experimental results and to the Schwartz and Plona (1984) multiple scattering prediction,
confirming negative dispersion for ka > 0.5. Scaling the data by a factor depending on
porosity and grain density reduces the spread among the available phase speed estimates
by nearly a factor of 2, from 12.5% to 6.9%.

1Reproduced fromHare, J., and A. E. Hay, Phase speed in water-saturated sand and glass beads at MHz
frequencies, J. Acoust. Soc. Am., 148, 2301–2310, 2020a, with permission of AIP Publishing.
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3.1 Introduction
Over the past decades, there has been a growing interest in using underwater acoustic

technologies to study the geoacoustic properties of the seafloor (Jackson and Richardson,

2007). More specifically, the sound speed in unconsolidated water-saturated sediments is

necessary for validating theoretical formulations of compressional wave propagation as

well as providing an input for many sediment acoustic models. The dependence of sound

speed on the geophysical properties of sand-sized sediment such as grain size, density and

porosity has been investigated by many (notablyHamilton et al. (1956) andWilliams et al.

(2002)). However, this dependence has mainly been investigated at frequencies for which

the wavelength of sound is much larger than the grain size. At these wavelengths, weak

positive dispersion has been observed and shown to be consistent with different implemen-

tations of Biot theory (Kimura, 2011). In contrast, for frequencies at which the acoustic

wavelength is comparable to or less than the sediment grain size, negative velocity disper-

sion has been reported (Schwartz and Plona, 1984; Lee et al., 2007; Kimura, 2011). This
negative dispersion at high frequencies is due to multiple scattering as demonstrated by

Schwartz and Plona (1984), whose multiple scattering model successfully predicted the

observed dispersion for water-saturated glass beads.

Most of the available sound speed data have used one of two transducer-sample con-

figurations to measure phase speed: a transmit-receive transducer pair buried in the sedi-

ment at different separation distances (Lee et al., 2009; Park et al., 2009;Kimura, 2011) or

sediment samples of different thicknesses held between a pair of transducers (Schwartz

and Plona, 1984; Page et al., 1996; Lee et al., 2007; Sessarego et al., 2008b; Argo IV

et al., 2011; Sessarego and Guillermin, 2012; Yang et al., 2018; Venegas and Wilson,

2019). Thomas and Pace (1980) employed a different configuration: a vertically-aligned

pair of transducers with the transmitter in the overlying water and only the receiver buried

in the sand. As will be seen, there is considerable spread among the sound speed data at

high frequencies in the available literature. This spread has been discussed previously by
Hare and Hay (2018) in the context of group speed estimates. In Hare and Hay (2018), at-

tenuation and group speed were measured within water-saturated granular materials over

1 to 2 MHz using a single transducer reflection-based method. In this paper, compres-

sional wave phase speed is measured using a vertically-aligned pair of transducers similar

to the configuration used by Thomas and Pace (1980). The natural sand and glass beads
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with median grain sizes ranging from 0.22 mm to 0.4 mm used in Hare and Hay (2018)
are also used here. The results are compared to the predictions of the Schwartz and Plona
(1984) multiple scattering theory and to values previously reported in the literature. In

addition, the scaling factor introduced by Hare and Hay (2018) will be shown to consid-
erably reduce the scatter among the phase speed data.

The paper is organized as follows. Theory and previous measurements are given in

Sec. 3.2. The experimental set-up and analysis methods are described in Sec. 3.3. Results

are presented in Sec. 3.4 and discussed in Sec. 3.5.

3.2 Theory and Previous Measurements

Sen and Johnson (1983) show that, for a dense random packing of loose grains in an invis-
cid fluid, an effective medium theory based on the multiple scattering theory developed
by Berryman (1979, 1980) predicts that, at wavelengths long compared to the size of the
scatterers, the speed of sound is given by

c∗LW =
√
K∗/ρ∗ (3.1)

where ρ∗ is the effective density given by

ρ∗ = ρw

[
nρw + (3− n)ρs
(3− 2n)ρw + 2nρs

]
, (3.2)

with ρw and ρs being the water and grain density, and n the porosity. Eq. 3.2 assumes that

the tortuosity, ξ, is given by (3− n)/2. The effective bulk modulus,K∗, is

1/K∗ = (1− n)/Ks + n/Kw (3.3)

with Kw and Ks being the bulk moduli of the water and sediment grains, respectively.

Note that Eq. 3.1 is in the form of Wood (1930)’s equation for a composite medium and
that, while Eq. 3.3 is in the standard form for the bulk compressibility, the effective bulk

density (Eq. 3.2) takes a very different form (Schwartz and Plona, 1984).
Schwartz and Plona (1984) measured phase speed in water-saturated 545 μm diam-

eter glass beads (n = 0.38) and obtained good agreement with their multiple scattering
prediction using the self-consistent effective medium approximation (EMA). By applying
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a best-fit regression to Schwartz and Plona’s EMA model, Kimura (2014) obtained the
following expression for the ka dependence of phase speed

c

c0
= 1− 8.54× 10−3(2ka)2.45 (3.4)

where c0 is a reference velocity, k is the wavenumber in water and a is the grain radius.

For the data of Schwartz and Plona (1984), c0 = 1790m/s, their measured phase speed in

the long wavelength limit. Schwartz and Plona (1984) showed that their multiple scatter-
ing theory for water-saturated granular media tends to Eq. 3.1 in the long wavelength limit

with ρ∗ given by Eq. 3.2. Note that in this form, ρ∗ is independent of frequency and there-

fore Eq. 3.1 is non-dispersive, whereas Kimura (2011) measured phase speeds exhibiting
weak positive dispersion for ka � 0.1, consistent with several different implementations

of the Biot model.

In Fig. 3.1, previously reported phase speed measurements are plotted as a function
of ka. The literature values were converted from frequency to wavenumber using reported

water sound speeds when indicated and 1480 m/s when not. Also shown in Fig. 3.1 is the

multiple scattering prediction given by Eq. 3.4 for the data of Schwartz and Plona using
their measured c∗LW = 1790 m/s for c0. Throughout this paper, we have selected c∗LW as

the reference velocity used in Eq. 3.4 (see Sec. 3.8 for a discussion of this choice for c0).

Both the theory and the experimental data exhibit negative dispersion for ka > 0.2.

3.3 Methods
3.3.1 Sand and glass beads
The sediment samples used in the present experiments are the same quartz sands (S1

and S2) and soda lime glass beads (G) used in Hare and Hay (2018). The details of the
procedures used for measuring the sediment parameters are given inHare and Hay (2018).
Their measured values of median grain size d50, porosity n and grain density ρs are listed

in Table 2.3. To remove air trapped within the sediment, the samples were boiled in a

pressure vessel. The vessel was then sealed and allowed to cool to room temperature

before being transferred to the measurement tank and opened underwater.

As is well known, the sound speed in water-saturated sediment is sensitive to the

porosity of the material. The procedures used in the present study for measuring this
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Figure 3.1: Phase speed for saturated water-particle mixtures: glass beads (open) and
sand (shaded). The solid line is the best-fit regression of Kimura (2014) to the multiple
scattering model prediction of Schwartz and Plona (1984) for 545 μm glass beads (Eq.
3.4). The ka values for the Thomas and Pace (1980) data were computed using 200 kHz,
the average over the 80 kHz to 320 kHz frequency band used for their measurements
(Thomas, 1978, p. 95). Note that the phase speed data reported by Moussatov et al.
(1998) are not included here because their sand sample had a broad grain size distribution,
including clay particles and particles over 1 mm in diameter.

parameter are summarized here. The reader is referred toHare and Hay (2018) for further

details. Porosity is given by

n = 1− Vs/Vb (3.5)

where Vs is the volume of the grains and Vb is the bulk volume of the water-grain mixture.

Three methodswere used to determine the values of n. First, a knownmass of dry material

was progressively added to a known volume of water in a graduate cylinder and the bulk

volume was recorded after each addition. Porosity was estimated from a least-squares
best fit of Vs to Vb using Eq. 3.5 and then averaged over three repeat trials. These are the

values listed in Table 2.3. Second, porosity was estimated using samples which underwent
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the same mechanical treatment as that used for the acoustic trials (see Sec. 3.3.2): i.e., by

scraping the excess sediment that had been poured underwater into a well machined into

the surface of a polyvinyl chloride (PVC) cylinder. Averaged over three repeat trials, the

porosity and standard deviation was 0.418±0.007 for S1 and 0.387±0.006 forG. These

values are within 2.5% of the porosity measurements listed in Table 2.3 with no consistent

higher or lower bias. For the third method, the porosity for S1was verified using the same

method as that described for the cylindrical blocks, but using a 20.3 (width) x 21.6 (length)

x 2.52 (height) cm rectangular PVC tray with a 1 cm deep well. The porosity obtained

with this method was 0.419, which is 2% higher than the value listed in Table 2.3.

3.3.2 Experimental set-up

Figure 3.2: Experimental setup: (a) scale diagram (end view of tank), where h is the
sediment thickness. (b) photograph.

A scale diagram and photograph of the experimental set-up are shown in Fig. 3.2. A

rectangular polycarbonate frame 46 cm high and 30 cm wide was constructed to support

the transducer mounts. Two sides of the frame were open to allow for easy access to the

sample volume inside. A hole was machined in the top plate, and a circular recess in

the bottom plate, with the hole and recess centres aligned. The transmit transducer was
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inserted in the top hole, facing down. The receive transducer was mounted in a cylindrical

PVC “base” (15.24 cm diameter, 9.63 cm height), which fitted with close tolerance into

the recess in the bottom plate, with the transducer face level with the top of the base and

facing upward. A lip around the top of the base supported 14.0 cm inner diameter rings of

different heights, allowing for the following sediment thicknesses h: 8.0, 12.0, 15.0 and

16.9 mm. The whole assembly was placed in a 43 (width) x 90 (length) x 48 (height) cm

rectangular glass-walled tank filled with distilled water. The vertical distance between the

transducer and the sediment-water interface varied 32.5 and 33.4 cm.

After seating a given ring on the base, sediment was poured into the ring from con-

tainers previously filled while fully immersed in the water-filled tank. To obtain a flat

sediment-water interface, the excess granular material was scraped off by carefully draw-

ing a squeegee – longer than the ring diameter – over the ring face. Nothing was done
to compact the granular material. After completing the travel time and reflection mea-

surements, the sediment and ring were removed, and the procedure was repeated for the

next ring. Three rings were used for S1 and four rings for G and S2. Three repeat trials

were performed for each grain size. The tank was then drained, cleaned and refilled with

distilled water, prior to introducing the next sediment sample.

Waveform measurements were obtained using a digital oscilloscope sampling at 125

MHz. The transmit pulse and analogue electronics were the same as those used in Hare
and Hay (2018). For the travel-time measurements, the pulse duration was 8 μs. Fre-

quencies ranging from 1.0 to 2 MHz were used for the S1 sand sample. For the larger

grain sizes, the higher attenuation and thus lower signal-to-noise ratio limited the choice

of maximum usable frequency. In addition, reflection measurements were made at 1.6

MHz with a 2 μs duration pulse to determine the distance to the sediment-water interface

for each sediment-filled ring.
Using the setup described inWilson and Hay (2017), the transducer beam pattern was

measured by recording the backscatter from a 16 mm diameter tungsten carbide sphere

at a range of 1.5 m and located at different positions perpendicular to the beam axis. The

measured beam pattern was fitted to the theoretical beam pattern for a circular piston trans-

ducer in the farfield (Clay and Medwin, 1977). The effective transducer radius, treated
as a fitting parameter, was at = 1.1 cm, consistent with the 2.2 cm transducer diameter
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specified by the manufacturer, Imasonic. The computed transducer beam pattern proper-

ties, beam half-widths θ0 and angles to the first sidelobe maximum θs, are listed in Table

3.1. Also given are the ranges to the farfield Rc = πa2t/λ and to the last axial pressure

maximum R′
c = a2t/λ, where λ is the wavelength (Zemanek, 1971; Clay and Medwin,

1977). Measurements were made in the far-field for 1.0 and 1.2 MHz and beyond the last

pressure maximum for the higher frequencies.

Table 3.1: Transducer beam pattern properties computed using a water sound speed of
1480 m/s and at = 0.011 m.

f R′
c Rc θ0 θs

[MHz] [cm] [cm] [◦] [◦]
1.0 8.1 25.7 2.0 6.3
1.2 9.8 30.8 1.7 5.3
1.4 11.4 36.0 1.4 4.5
1.6 13.1 41.1 1.2 3.9
1.8 14.7 46.2 1.1 3.5
2.0 16.3 51.4 1.0 3.2

3.3.3 Analysis methods
Defining z to be the vertical distance – positive downward – from the transmit transducer,
the travel time from the top transducer to the base transducer through a sediment column

of thickness h is t = z/cw + h/c, where cw is the water sound speed, c the phase speed

in the water-saturated sediment and z the distance between the transmit transducer and

sediment-water interface. For a thickness change δh, the travel time difference is given

by
δt = −δh

c− cw
ccw

(3.6)

since δz = −δh. Lettingm = −δt/δh, it follows that

c =
cw

1−mcw
. (3.7)

For each frequency and sand thickness, the received signals from 10 transmit pulses

were acquired and ensemble-averaged. Example signals, A(t), recorded by the top and

base transducers are shown in Fig. 3.3 for two S1 sand thicknesses from a single trial.

For h2 > h1, A2 leads A1 and δt < 0. The lagged cross-correlation function, C12,
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computed from the ensemble-averaged signals from the base transducer for two sediment

thicknesses, was used to determine the travel time difference δt (see example in Fig. 3.4).

The time lag was chosen to be the first maximum of C12 for positive lags and corresponds

to −δt. Similarly, the sediment thickness difference, δh, was determined from the cross-

correlation of the two backscattered signals from the sediment-water interface (identified

in grey in Fig. 3.3b). Signals from all possible ring combinations were cross-correlated,

i.e. six for S2 and G, and three for S1.

t [s]

A
 [

V
]

Base transducer

8 mm

12 mm

a

t [s]

A
 [

V
]

Top transducer

8 mm

12 mm

b

Figure 3.3: Ensemble-averaged signals, A(t), from a single trial at 1.6 MHz for two S1
sand thicknesses (8 and 12 mm) recorded by the (a) base transducer and (b) top transducer,
where grey indicates the portions of the reflected signals that were cross-correlated.

In Fig. 3.5, the time delays at 1.0 and 1.6 MHz are plotted as a function of δh for a

single glass bead trial. The sound speed in the water-saturated sediment was determined
using Eq. 3.7, where m is the slope of a linear least squares fit of −δt to δh using

the MATLAB function nlinfit. The wider of the two 95% confidence limits for the best

fit value of m was used in Eq. 3.7 to compute the sound speed error, δc. For each

frequency and grain size, the mean values of sound speed and the standard error for the

three repeat trials (i.e.
√∑3

i=1(δci)
2/3) were calculated. Similarly, the sound speed

was also determined from a fit of −δt to the sediment thickness difference based on the

measured ring height differences δh′.
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Figure 3.4: Cross-correlation between the two signals given in Fig. 3.3a. The star indi-
cates the first maximum cross-correlation for positive lag.

Using the measured water temperature, water sound speed cw was computed using the
MATLAB seawater package (Morgan, 1994), which is based on equations from Fofonoff
and Millard (1983). In addition, water sound speed was measured by placing a 2.55 cm
thick aluminum plate on top of five rings of varying heights in the set-up of Fig. 3.2a.

The backscatter data were treated in the same manner as those collected for the sediment-

filled rings, that is, signals from the plate resting on top of all possible ring combinations

were cross-correlated (i.e ten in this case). The slope of a linear least-squares fit of the

measured ring height difference to the time delay between returns yielded the measured

water sound speed, cwm, and was within 0.12% of the computed water sound speed, cw.

3.4 Results
In Fig. 3.6, previously reported phase speeds are plotted as a function of ka. In order
to eliminate the effect of temperature, the data have been normalized by the reported

water sound speed when indicated and by 1480 m/s (corresponding to 19.2◦C) when not.

Kimura (2014)’s fit to the Schwartz and Plona multiple scattering prediction (Eq. 3.4) is
plotted for Schwartz and Plona’s glass beads with the reference velocity of c0 set equal
to their reported long wavelength phase speed 1790 m/s. The Schwartz and Plona curves
for the present data were computed using the sediment properties in Table 2.3 using Eq.

3.1 with Ks = 4.25 × 1010 Pa (the average of the measured values of Richardson et al.
(2002) for Ottawa sand and quartz sand) to compute c0.
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Figure 3.5: Time delay for a single trial as a function of G sediment thickness difference
(based on the acoustic measurement) for 1.0 and 1.6 MHz. The solid lines are the least-
squares best fits. The phase speeds determined from the fits and 95% confidence limits
are indicated.

The results from the present study, normalized by the computed water sound speed,

are also shown in Fig. 3.6 for both ways of determining sediment thickness difference.

The mean difference between the sediment thickness measurements (δh and δh′) was

0.8, 0.9 and 1.2 grain diameters for S1, G and S2, respectively. The difference in the

phase speed estimates is less than 1%, with the mean over all frequencies and grain sizes

being 0.4%. All of the data, including both the present results and measurements from

the literature, exhibit the expected negative dispersion for ka > 0.2. Concerning our

observations, while the model over-predicts the measured sound speeds by about 5%, it

correctly predicts that the sound speed in the water-saturated glass beads should be higher

than in the two sands, as observed.

3.5 Discussion
As noted by Kimura (2011) and Hare and Hay (2018), there is considerable variation
among the phase speed measurements reported in the literature. Some of this variation has

been attributed to differences in porosity (Kimura, 2011). Hare and Hay (2018) argued
that, because the compressibility of water is much greater than that of solid materials like

quartz and glass, the phase speed at long wavelengths should depend to first order on
only porosity and the densities of the water and the sediment grains, leading to a factor

Ψ =
√

nρ∗/ρw for scaling the non-dimensional sound speed, c/cw. The spread among
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Figure 3.6: Phase speed normalized by the phase speed in water (computed for the temper-
ature at which the measurements were made) as a function of ka. Reported measurements
are indicated by squares and the estimates from the present work are given by the circles
and triangles. Vertical lines indicate the error based on the 95% confidence intervals. The
lines are Kimura (2014)’s fit to Schwartz and Plona (1984) multiple scattering model (Eq.
3.4) using sediment properties from Schwartz and Plona (green) and the present study
(cyan, yellow, purple).

the group speeds was considerably reduced after scaling by Ψ (Hare and Hay, 2018). In
Fig. 3.7, the non-dimensional phase speeds in Fig. 3.6 have been scaled byΨ. If no water

density was given, a value of 998 kg/m3 was used for the values from the literature. Page
et al. (1996) did not report a density for their glass beads, so a value of 2500 kg/m3 was
used. For the Sessarego and Guillermin (2012) and Sessarego et al. (2008b) data, ρs was
estimated using their porosities and wet densities. Note that their Ψ-scaled sound speed

estimates fall below the other literature measurements.

The Ψ-scaling results in an overall collapse of the data, including those from the

present study. The present data fall below the multiple scattering predictions, but within

the envelope of the literature measurements. The mean difference between our Ψ-scaled
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Figure 3.7: Phase speed normalized by the phase speed in water and scaled by Ψ. Data
from Sessarego et al. (2008b) and Sessarego and Guillermin (2012) are indicated. See
also caption for Fig. 3.6. Note the significant collapse of the Thomas and Pace (1980)
data set compared to Fig. 3.6.

measurements and the predictions is 5%. Comparing to Fig. 3.6, the Ψ-scaling clearly

leads to a reduction in spread of our measurements and a collapse of the model predictions

for our sediments. The Ψ-scaled data reported by Sessarego et al. (2008b) and Sessarego

and Guillermin (2012) fall below the other data sets. Comparing Fig. 3.7 to Fig. 3.1,

the Ψ-scaling of their reported data leads to a reduction in spread but to an increased

separation between their data and the rest of the literature measurements.

The spread among the sound speed measurements in Figs. 3.6 and 3.7 was computed
as the difference between the maximum and minimum values within 0.15 wide ka inter-

vals divided by the interval mean. The resulting values are shown in Fig. 3.8 and indicate

that the Ψ-scaling significantly reduces the spread. Averaged over ka, the reduction is by

nearly a factor of 2 – from 12.5% to 6.9% – if the Sessarego et al. (2008b) and Sessarego

and Guillermin (2012) data are excluded.
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Figure 3.8: Spread among reported data and the present results for phase speed normalised
by water sound speed, both with and without scaling by Ψ. Data reported by Sessarego
et al. (2008b) and Sessarego and Guillermin (2012) were excluded for the solid lines.

Thomas and Pace (1980) measured phase speeds in five sand samples with porosities

ranging from 0.35 to 0.55. Comparing Fig. 3.7 to Figs. 3.1 and 3.6, the collapse due

to the Ψ-scaling is particularly evident for their data set (outlined in red). In fact, the

spread – the difference between the maximum and minimum values divided by the mean

– among their measurements is reduced from 13.5% to 1.4% by the Ψ-scaling. Given the

wide range of porosities and despite the fact that the ka range of the measurements is

below ka = 0.25 where (weak) positive dispersion is expected, the collapse of this data

set is quite remarkable, confirming that most of the spread among the sound speeds can

be attributed to differences in porosity and that the Ψ-scaling correctly accounts for n (to

first order) at the long wavelengths. We return to the collapse of this data set below when

discussing sediment compaction and the remaining spread among the Ψ-scaled speeds.
Scaling by Ψ is based on the assumptions that Ks � Kw, and that the tortuosity

implemented in Eq. 3.2 is applicable to the types of granular media of interest here. To

investigate the dependence on Ks, c∗LW was computed using values between 3.8 × 1010

Pa to 4.7 × 1010 Pa for the bulk moduli of Ottawa sand and quartz sand reported by

Richardson et al. (2002). Over this range of Ks, c∗LW varies by only 0.8% for n = 0.4.

The dependence of c∗LW on tortuosity, ξ, was also investigated. The ξ-explicit form of

effective density is given by (Sen and Johnson, 1983)

ρ∗ = ρw

[
ξ(1− n)ρs + (ξ − 1)nρw

n(1− n)ρs + (ξ − 2n+ n2)ρw

]
. (3.8)
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Eq. 3.8 reduces to Eq. 3.2 for ξ = (3 − n)/2, corresponding to ξ = 1.29 for S1, a value

close to that of 1.33 obtained by Reed et al. (2010) for 364 μm sand using image analysis.

Other reported values for sand are 1.49 (Reed et al., 2002) and 1.46 to 1.59 (Delgado,

2006). The literature has suggested several other relationships for the dependence of

tortuosity on porosity, including 1−0.5 lnn (Weissberg, 1963) and n−1/2 Sen et al. (1981),

which give values of 1.44 and 1.56 for S1, respectively. For n = 0.4, tortuosity ranges

from 1.30 to 1.58 for the three different n dependencies listed above and ρ∗ (Eq. 3.8)

varies from 1686 kg/m3 to 1740 kg/m3 (for ρs = 2650 kg/m3). For this range of tortuosiy

and Ks = 4.25 × 1010 Pa, c∗LW (Eq. 3.1) varies by 1.6%, which is lower than the spread

among the reported sound speeds as well as the 5% difference between our unscaled

measurements and model predictions.

The spread among the Ψ-scaled sound speeds is independent of transducer configura-
tion relative to the sediment sample (Fig. 3.9a). In Fig. 3.9b, the Ψ-scaled sound speeds

are plotted as a function of degassing procedure. Most studies report either boiling or

holding their sediment samples under vacuum to remove air. Others agitated their sedi-

ment samples underwater to release trapped air by using a vibrator (Park et al., 2009), by

pumping distilled water through their samples (Argo IV et al., 2011) or by repeated pour-

ings underwater Sessarego and Guillermin (2012). Examining Fig. 3.9b, the degassing

procedure (or lack of) cannot readily explain the spread among theΨ-scaled sound speeds.

In Fig. 3.9c, the Ψ-scaled sound speeds are plotted as a function of sediment com-

paction method. For the present study, nothing was done to compact the granular material.

Argo IV et al. (2011) used a fluidized bed set-up to control porosity, which was computed

from the height of the fluidized column and the known mass of the sediment. Several

studies used a vibrator to pack the sediment (Thomas and Pace, 1980; Lee et al., 2009;

Kimura, 2011; Yang et al., 2018). Of these studies, only Thomas and Pace (1980) report
that their porosity measurements were carried out on samples vibrated in the same way

as those used for their acoustic trials. Lee et al. (2009) and Kimura (2011) do not specify

and Yang and Seong (2018) (which provide details on the experimental method used for

the Yang et al. (2018) dataset) suggest that the actual porosities of their vibrated sediment

samples could be lower than those they measured for unpacked sediment. Examining Fig.

3.9c, most of the Ψ-scaled sound speeds for the compacted sediments are higher than

those for which no compaction procedure was implemented.
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SinceΨ is approximately linearly proportional to n over the range of interest, a lower

(higher) porosity due to increased (decreased) compaction would lead to lower (higher)

Ψ-scaled sound speeds and a better collapse of the data. For ρs = 2650 kg/m3, Ψ would

increase by 3.4% if the porosity increases from 0.4 to 0.45. To illustrate the sensitivity

of the results to porosity, Fig. 3.10 shows sound speeds scaled by Ψ̂(n̂) where n̂ is the

adjusted porosity equal to n− 0.02 for the vibrated samples and n+ 0.02 for the present

results. For the Thomas and Pace (1980) data set, the porosity was not adjusted because

their porosity measurements were carried out on samples treated in the same way as those

used for their acoustic trials. Note that the standard deviation on our porosity measure-

ments for replicate trials is slightly less than 0.01 and that the difference between the

porosity measurement methods is 0.008 for S1 and 0.01 for G (see Sec. 3.3.1). Compar-

ing Fig. 3.10 to Fig. 3.9c, these small changes in porosity can be seen to have substantially
reduced the spread between our measurements and the reported sound speeds in vibrated

sediments, thereby illustrating the (known) high sensitivity of sound speed to the value of

porosity. Nevertheless, it is not obvious how the porosities in the actual sediment rings

used for the present sound speed measurements could be systematically higher than those

measured. In fact, it is the authors’ view that the opposite is more likely to have been the

case due to the sediment settling. Thus, differences in sediment porosity, possibly due

in part to differences in compaction procedure, is a possible explanation for some and

perhaps all of the remaining spread among the Ψ-scaled data.

3.6 Summary and Conclusions
The phase speed of compressional sound waves in water-saturated sand and glass beads
was measured for 0.5 < ka < 1.2. The sediment samples were boiled under pressure to

remove air before transfer to the measurement tank. Sound speed was estimated from the

travel time through different thicknesses of sediment using a pair of broadband transduc-

ers over a frequency range of 1.0 to 2.0 MHz, with the transmit transducer in the water

and the receive transducer buried in the sediment. Negative dispersion was observed,

consistent with previously reported measurements and the multiple scattering prediction

of Schwartz and Plona (1984). Scaling the sound speed by a factor dependent on grain
density and porosity reduces the spread among the measurements by nearly a factor of 2,

from 12.5% down to 6.9%. It is suggested that the remaining spread among the scaled
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sound speeds could be due to uncertainty in sediment porosity arising from the methods

used to compact the sediments.
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3.8 Appendix: Reference Velocity
This section pertains to the values used for the reference velocity, c0, in Eq. 3.4. This equa-

tion was obtained by Kimura (2014) from a best-fit regression to Schwartz and Plona’s
EMA model prediction for sound speed in water-saturated glass beads normalised by

the EMA-predicted long wavelength sound speed given in Schwartz and Plona, Table
II, i.e. c0 = 1760 m/s. Note that the measured long wavelength sound speed reported

by Schwartz and Plona was different, i.e. 1790 m/s. Kimura (2011) compared mea-
sured phase speeds in water-saturated sediment to predictions from the Biot model modi-

fied to include gap stiffness (the BIMGS model) and to Schwartz and Plona’s multiple
scattering model (Eq. 3.4). The difference between Schwartz and Plona’s predicted
and observed long-wavelength phase speeds complicates the choice of reference veloc-
ity. Kimura (2011) overcame the difficulty by making his comparisons in dimensionless
c/c0 space. For his results, Kimura (2011) chose the velocities at ka = 0.25 computed

from the BIMGS model for c0. For values from the literature, Kimura (2011) chose c0
to be the maximum observed value of the phase speed for each sample (Kimura, 2011,
Fig. 10). The result of this transformation into non-dimensional c/c0 vs ka space was

to show that the transformed data exhibited a maximum at ka � 0.25, with regions of

negative (positive) dispersion at higher (lower) values of ka. However, Kimura’s method
depended upon the observed sound speeds: (1) for Kimura’s own measurements, some
of the BIMGS model parameters are obtained by fits to the measured sound speeds; (2)

for the data obtained by others, Kimura normalized by the maximum measured value. In
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contrast, c∗LW depends only upon the density and sound speed in the fluid, the density

of the sediment grains, and the porosity of the mixture, and is independent of the sound

speed measurements themselves.

In Fig. 3.11a, the reported phase speeds from Fig. 3.1 are plotted as a function of

ka with the data reported by Argo IV et al. (2011), Kimura (2011) and Schwartz and
Plona (1984) in different colours. Also highlighted are the corresponding maximum
phase speeds, cmax. These data sets were chosen because they exhibit either a clear maxi-

mum or a plateau at low ka: i.e., with x = ka, ∂c/∂x = 0. In Fig. 3.11b, cmax is plotted

as function of the value of ka at cmax. While most values of cmax occur below ka = 0.25,

all are very close to c0.25, the value of c at ka = 0.25, consistent with Kimura (2011)’s
findings. In Fig. 3.11c, cmax and c∗LW are compared, the latter computed using Eqs. 3.1,

3.2 and 3.3 with Ks = 4.25 × 1010 Pa. The ratio cmax/c
∗
LW is within ±2% of unity, and

exhibits no systematic dependence on ka, indicating that the use of c∗LW does not intro-

duce any additional dependence on ka. We conclude that, for the purposes of this study,

the choice of c∗LW for the reference velocity c0 is both appropriate and has the advantages

of being dependent upon readily-measured properties of the solid and fluid components

of the granular medium as well as being independent of the measured sound speeds.
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Figure 3.9: Ψ-scaled sound speed for reported data (squares) and the present results based
on δh (circles). Symbol colour represents (a) transducer configuration, (b) degassing
procedure and (c) sediment compaction method.
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Figure 3.10: Ψ̂-scaled sound speed for reported data which vibrated their sediment (blue
squares) and the present results based on δh (circles) for which there was no compaction.
In contrast to Fig. 3.9c, adjusted porosities, n̂, have been used to compute Ψ̂ except for
the Thomas and Pace (1980) data, which are highlighted (see legend and also the text).

a b

c

Figure 3.11: (a) Reported phase speed as function of ka with colour indicating data re-
ported by Schwartz and Plona (1984) (green), Argo IV et al. (2011) (blues) and Kimura
(2011) (yellows and reds). The maximum sound speeds for the coloured data are indi-
cated. Ratio between the maximum phase speed and c at ka = 0.25 (b), and the long
wavelength limit of phase speed (c), as a function of the value of ka at cmax. Note that
the ratios are close to unity.
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CHAPTER 4

ON ACOUSTIC REFLECTION FROM
SAND-SIZED WATER-SATURATED
GRANULAR MEDIA AT MHZ
FREQUENCIES: MEASUREMENTS,
MODELS AND THE ROLE OF SPECKLE

This chapter was first published in The Journal of Acoustical Society of America1

Abstract
Acoustic reflection coefficients are reported for water-saturated granular media at frequen-
cies from 1.2 to 2.0 MHz using a narrow-beam broadband transducer in a monostatic

geometry at near-normal incidence. Natural sand and glass beads with median grain di-

ameters ranging from 0.22 mm to 0.40 mm were used. For each granular medium, bed

elevation and rms roughness were measured using side-on photographs of the sediment-

water interface. The probability density distributions of the bed elevations are Gaussian.

The roughness parameter is close to 1, indicating that the reflected pressure field is mainly

due to coherent scattering. The probability distribution of the observed reflection coeffi-

cients is nearly Gaussian, consistent with the predictions from a coherent single-scattering

model. The horizontal decorrelation length of the observed reflection coefficients is ∼ 4

mm, with no consistent dependence on either frequency or grain size, and approximately
1Reproduced from Hare, J., and A. E. Hay, On acoustic reflection from sand-sized water-saturated

granular media at MHz frequencies: Measurements, models and the role of speckle, J. Acoust. Soc. Am.,
148, 3291–3304, 2020b, with permission of AIP Publishing.
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equal to 20% of the transducer diameter. This behaviour, which is reproduced by the

single-scattering model, is due to speckle. The size/frequency-dependence of the reflec-

tion coefficients are well described by Eckart (1953)’s prediction for a rough surface with

Gaussian-distributed surface elevations. Comparisons are made to previously reported

reflection coefficient measurements.

4.1 Introduction
The reflection of sound by the seafloor is important for modelling sound propagation in

shallow waters and within the seafloor as well as for inferring the geoacoustic properties

of sediments (Jackson and Richardson, 2007). Previous research has mainly focused on
the sub 300 kHz frequency range and comparisons to Biot theory. At higher frequencies

(i.e. ka > 0.25, where k is the wavenumber in water and a is the grain radius), scattering

becomes important. Multiple scattering models (Waterman and Truell, 1961; Lloyd and

Berry, 1967; Schwartz and Plona, 1984) have been used to predict sound propagation and

attenuation in low-concentration suspensions (Hipp et al., 1999; Peters and Petit, 2000)

and in water-saturated sediments (Kimura, 2011; Hare and Hay, 2018; Yang et al., 2018).

Few measurements exist of the reflection coefficient from sand-sized water-saturated

granular materials for ka values of order unity. Nolle et al. (1963) measured reflection

losses of 11 dB from a sand-water interface for 0.12 < ka < 1.4 and found no appreciable

variation with frequency or grain size. More recently, Le Gonidec and Gibert (2007)

observed an increase in reflection losses from ∼10 dB to ∼40 dB over 0.2 < ka <

10 for water-saturated glass beads. Similarly, Sessarego et al. (2008a) and Sessarego

and Guillermin (2012) measured the reflection loss from water-saturated sediment (glass
beads and sand) and reported values increasing from 10 dB to 27 dB for 0.5 < ka < 3.5.

Sessarego and Guillermin (2012) concluded that for this ka range the sediment cannot be

considered to be a continuous homogeneous medium, in contrast to the low ka case.

The purpose of this paper is to present laboratory measurements of the reflection

coefficient at near-normal incidence for water-saturated granular materials. The measure-

ments were made with a broadband narrow-beam transducer using short duration tone

bursts with centre frequencies ranging from 1.2 to 2 MHz. Natural sand and glass beads

with median grain diameters ranging from 0.22 mm to 0.4 mm were used, correspond-

ing to 0.5 < ka < 1.7. The results are compared to values previously reported in the

60



literature and to model predictions for smooth and rough surfaces, including a simplified

single-scattering model, which successfully reproduces the observed reflection coefficient

statistics and horizontal decorrelation lengths.

The paper is organized as follows. Theory and previous measurements are presented

in Sec. 4.2. The experimental set-up and analysis methods are described in Sec. 4.3. The

results from the measurements and the model are given in Secs. 4.4 and 4.5, respectively.

These results are discussed in Sec. 4.6 and conclusions are given in Sec. 4.7.

4.2 Theory

Assuming plane wave propagation, the pressure reflection coefficient for normal inci-
dence at a smooth boundary between two continuous homogeneous media is given by

(Clay and Medwin, 1977)
R0 =

Z2 − Z1

Z2 + Z1

(4.1)

where the subscripts 1 and 2 denote the two media, Z = ρc is the acoustic impedance, ρ is
the density and c is the sound speed. In the present case, medium 1 is water and medium
2 is a smooth reflector with the bulk properties of the reflecting medium.

For water-saturated granular media, sound speed varies with frequency and particle
size. At the frequencies and particle sizes of interest here, multiple scattering theory
predicts that the dispersion is negative (Schwartz and Plona, 1984), consistent with ob-
servations (Schwartz and Plona, 1984; Kimura, 2011; Lee et al., 2007; Hare and Hay,
2018, 2020a). By applying a best-fit regression to the Schwartz and Plona results for
water-saturated glass beads, Kimura (2014) obtained the following relation

c

c0
= 1− 8.54× 10−3(2ka)2.45 (4.2)

where c0 is a reference velocity. For the data of Schwartz and Plona, c0 = 1790 m/s, their
measured phase speed in the long wavelength limit. A question arises as to what value of
c0 to use in other cases.

Hare and Hay (2020a) chose the reference velocity to be

c∗LW =
√
K∗/ρ∗ (4.3)
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whereK∗ is the effective bulk modulus and ρ∗ is the effective density. Eq. 4.3 is based on

multiple scattering theory for a dense random packing of loose grains in an inviscid fluid

at wavelengths long compared to the size of the scatterers (Sen and Johnson, 1983). For

a composite medium comprised of water and sediment,K∗ is given by

1

K∗
=

1− n

Ks
+

n

Kw
(4.4)

with n being the porosity and Kw and Ks the bulk moduli of water and sediment, respec-

tively. For a tortuosity equal to (3− n)/2, ρ∗ is given by

ρ∗ = ρw

[
nρw + (3− n)ρs
(3− 2n)ρw + 2nρs

]
(4.5)

where ρw is the density of water and ρs is the sediment grain density (Sen and Johnson,

1983; see also Williams, 2001). With ρ∗ in this form, Eq. 4.3 is non-dispersive. For

0.25 � ka � 1.5, Hare and Hay (2020a) showed that, for a given grain size, density

and porosity, the sound speeds estimated from Eq. 4.2 – using c∗LW as the reference

velocity – are accurate to within ∼5%. Note that this choice of reference velocity is
independent of the observed sound speeds. For ka � 0.1, Kimura (2011) and others have

demonstrated that measured phase speeds exhibit weak positive dispersion, consistent

with several different implementations of the Biot model. Therefore, it is important to

recognize that c∗LW is a reference velocity and is not the actual long wavelength phase

speed.

As frequency and grain size increase, the effects of surface roughness on the reflection

coefficient must be considered (Ogilvy, 1991). For a rough surface with a Gaussian eleva-

tion distribution, Eckart (1953) showed that the coherent reflection coefficient at normal
incidence is

R = R0e
− g

2 (4.6)

where g is the roughness parameter. Eckart (1953) obtained Eq. 4.6 by applying Kirchhoff

theory to scattering of acoustic waves from the sea surface when roughened by surface

waves. This theory has been applied to water-saturated sediments (Thorne et al., 1988;

Chotiros, 1994) with g = (2kση)
2, where ση is the root-mean-square (rms) bed elevation.

The reflection coefficient expressed in dB is referred to as the reflection loss, or bottom

loss: BL = 20 log10 |R|.
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Concerning the Kirchhoff approximation used in Eckart’s model, a criterion of appli-

cability based on geometrical considerations – where the incident wavenumber is much

larger than the curvature of the rough surface – may be used (Beckmann and Spizzichino,

1963). For normal incidence, this criterion is

2krc � 1 (4.7)

where

rc =
L2
η

2ση
(4.8)

is the local radius of curvature of the surface (Pace et al., 1985) and Lη is the surface cor-

relation length. Eq. 4.7 has been shown to hold for backscattering from water-saturated

gravel at 250 kHz and 1 MHz (Pace et al., 1985). Note that Thorsos (1988) concluded that

the key parameter for determining the validity of the Kirchhoff approximation depends on
Lη rather than rc. However, for backscatter at near normal incidence, the approximation

remains accurate (Thorsos, 1988; Jackson and Richardson, 2007).

For rough surfaces with large g, incoherent scattering becomes important (Ogilvy,

1991). Thorne and Pace (1984) present a rough surface reflection model, which includes

both the coherent and incoherent contributions. For a monostatic geometry at normal

incidence and using notation consistent with the present work, the prediction of Thorne

and Pace (1984, Eq. 31) for the normalised scattering coefficient (proportional to the

backscattered intensity) from a rough surface with Gaussian height distribution and Gaus-

sian autocorrelation function is

Sc = R2
0e

−g +
R2

0W
2

8z20

L2
η

σ2
η

Z(g) (4.9)

where z0 is the distance from source to the surface, Z(g) = ge−g
∑∞

m=1
gm

(sL2
η+m)m!

, s =

0.5 [W−2 + gW 2/(−2σηz0)
2] and W is the radius of the insonified area on the surface

determined for the point at which the transducer directivity falls to 1/e of its axial value.

The first term in Eq. 4.9 represents the coherent intensity and is the square of the coherent

reflection coefficient given by Eckart (Eq. 4.6), whereas the second term is the contribu-

tion from incoherent scattering. Thorne and Pace (1984) found good agreement between

the model prediction and the measured reflection from a surface made of low density
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polyurethane foam over a wide range of frequencies (corresponding to 0.1 < g < 500).

For g < 1, they found that the return signal was predominately coherent and that as g

increased, the incoherent component became more important, consistent with Eq. 4.9.

4.3 Methods
4.3.1 Sand and glass beads
The sediment samples used in the present experiments are the same soda lime glass beads
(G) and quartz sands (S1 and S2) as those used in Hare and Hay (2018, 2020a). Median
grain size d50, porosity n and grain density ρs are listed in Table 2.3. See Hare and Hay
(2018) for details on how these grain parameters were measured as well as the grain size

distributions.

4.3.2 Sediment-water interface roughness
Sediment was poured to a depth of ∼1 cm into a 5.9 cm long x 8.4 cm wide x 3.3 cm

high clear-walled rectangular container. Water was added until there was a ∼1 cm deep
layer over the sediment. For each granular medium, photographs of the sediment-water

interface were taken through the container sidewall using a 5-Megapixel digital micro-

scope (Celestron Handheld Digital Microscope Pro). The number of images taken were

13, 10 and 26 for S1, S2 and G, respectively. An example photograph of the interface

for S1 sand is presented in Fig. 4.1, with x indicating the horizontal co-ordinate and z

the vertical co-ordinate. The images were calibrated using a 2 mm x 2 mm printed square

taped to the side of the container, visible in each image (not shown in Fig. 4.1).

Figure 4.1: Photograph of S1 sediment taken through the clear sidewall of the rectangular
sample container, showing the extracted sediment-water interface, η.
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For each image, the sediment-water interface, η(x), was obtained as follows. An

approximate interface, η′, was determined when the entropy (Gonzalez et al., 2004) of
each pixel exceeded a specified threshold. The entropy of all pixels was normalized by

the average entropy along η′ and a binary image was created, with normalized entropy

above a specified threshold assigned a value of 1 and all others a value of 0. Isolated

groups comprised of fewer than 300 equi-valued connected pixels were replaced with

their binary opposite value. For the column of pixels corresponding to a given horizontal

position in the image, the elevation of the sediment-water interface, η, was given by the

uppermost non-zero pixel.

For each picture, η was divided into segments based upon visual inspection of the

local trend. Segment lengths varied from 3 to 38 mean grain diameters with average

values of 17, 12 and 10 diameters for S1, S2 and G, respectively. For each segment, the
local trend was removed and used to compute the lagged autocorrelation function. The

surface correlation length, Lη, was defined as the distance at which the autocorrelation

function equalled e−1 of its value at zero lag (Beckmann and Spizzichino, 1963). The
values of Lη reported here are the average of the values from all segments.

4.3.3 Experimental set-up
A wide-band circular transducer (Imasonic) was mounted at the top of a 46 (height) x 30

(side) cm polycarbonate rectangular apparatus, facing downward. Two sides of the appa-

ratus were open to allow easy access to the sample volume inside. The whole assembly

was placed in a 43 (width) x 90 (length) x 48 (height) cm rectangular glass-walled tank

filled with distilled water.

A 20.3 (width) x 21.6 (length) x 2.52 (height) cm rectangular “tray” was placed on

the bottom of the rectangular apparatus. The tray was a single piece of polyvinyl chloride

(PVC) with a 1 cm deep, 17.3 cm wide by 18.5 cm long well milled out of its upper
surface, leaving 1.5 cm wide containment walls of uniform height bounding the four

sides of the uniformly deep well. Sediment was poured into the tray from containers fully

immersed in the water-filled tank. To obtain a flat sediment-water interface, the excess

granular material was scraped off by carefully drawing a squeegee – longer than the tray

width, so that it rested on the sidewalls – across the tray. Nothing was done to compact

the granular material. After completing measurements for a given sample, the tank was

drained, cleaned and refilled with distilled water.
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Measurements of the backscattered waveform were acquired using a digital oscillo-

scope sampling at 125 MHz. The 8 μs transmit pulse and analog electronics were similar

to those used in Hay et al. (2012). Frequencies ranging from 1.2 to 2 MHz, separated by
the 125 kHz bandwidth of the transmit pulse, were used. A 2.55 cm thick aluminum plate

was used as a planar, smooth surface reflector to calibrate the backscatter amplitude from

the sediment-water interface. Due to the high sound speed in aluminum, a 4 μs pulse

length was used to avoid contamination of the surface return by the reflection from the

bottom face of the plate.

Using the set-up described inWilson and Hay (2017), the transducer beam pattern was
measured by recording the backscatter from a 16 mm diameter tungsten carbide sphere at

a range of 1.5 m and at different positions perpendicular to the beam axis, both vertically

and horizontally. The measured beam pattern was fitted to the theoretical directivity for a
circular piston transducer in the farfield: i.e., D = 2J1(kat sin β)/(kat sin β) (Clay and
Medwin, 1977) with the transducer radius at used as the fitting parameter and where J1

is the cylindrical Bessel function of the first kind and β the angle between the beam axis

and the target. The best fit value of at was 1.1 cm, consistent with the 2.2 cm transducer

diameter specified by the manufacturer. The computed transducer beam pattern properties,

i.e. the polar angle to the half-power point β0, to the peak of the first sidelobe βs and the

polar angle βe for which D2 = e−1, are listed in Table 4.1. Also listed are the ranges to

the farfield Rc = πa2t/λ and to the last axial pressure maximum R′
c = a2t/λ, where λ is

the acoustic wavelength (Zemanek, 1971; Clay and Medwin, 1977). In the present work,
the vertical distance between the transducer and the sediment-water interface was 40.7

cm. Thus, the reflection measurements were made in the far-field for 1.2 MHz and 1.4

MHz and beyond the last pressure maximum for the higher frequencies.

Table 4.1: Transducer beam pattern properties computed using a water sound speed of
1480 m/s and at = 0.011 m.

f R′
c Rc β0 βe βs

[MHz] [cm] [cm] [◦] [◦] [◦]
1.2 9.8 30.8 1.7 2.0 5.3
1.4 11.4 36.0 1.4 1.7 4.5
1.6 13.1 41.1 1.2 1.5 3.9
1.8 14.7 46.2 1.1 1.3 3.5
2.0 16.3 51.4 1.0 1.2 3.2
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4.3.4 Reflection coefficient measurement procedure
In order to avoid having air bubbles trapped within the sediment, the samples were boiled

before transferring them to the measurement tank as follows. Dry sediment was poured
into a 1.1 L cylindrical aluminum chamber and filled with distilled water, leaving a 250

mL air gap. After boiling for 30 seconds, the chamber was sealed off and allowed to cool

to room temperature. The chamber was then placed in the water-filled measurement tank

and opened underwater. The sediment sample was transferred to small containers that

were kept underwater for the duration of the experiment. This procedure was repeated

until there was enough sediment, typically 0.5 to 1 L. Then, the rectangular tray was

filled with sediment underwater as described in Sec. 4.3.3.

Acoustic data were collected at each tray position, which was moved carefully by 2

cm increments – about 1 transducer diameter – in both along- and across-tray horizontal

directions. After each set of measurements, the sediment was removed from the tray

(underwater), poured back in and then the procedure was repeated. The total number of

positions,N , recorded for each granular medium and transmit frequency is given in Table

4.2.

Table 4.2: Number of tray positions,N , for each granular medium and transmit frequency.
Granular media 1.2 1.4 1.6 1.8 2.0

[MHz] [MHz] [MHz] [MHz] [MHz]
S11 0 0 310 0 0
S1 16 16 16 16 16
S2 108 107 51 50 47
G 18 18 18 18 18

For each frequency and tray position, the received signals from 10 transmit pulses

were ensemble-averaged. Example signals, V (t), from the aluminum plate and from S1

sand are shown in Fig. 4.2, with the interface return VI(t) highlighted. Noise level, Ns,

was defined as the rms value of the signal prior to VI(t). VI(t) was defined to start at the

first amplitude value larger than three times the noise level and to end one pulse length
later. The rms value of VI(t), designated by A, is used throughout the remainder of the

paper as the measure of the amplitude of the backscatter from the interface. The signal-

to-noise ratio (SNR) is the ratio A/Ns.

The ratio of the amplitudes from the sediment-water and aluminum-water interfaces

67



Figure 4.2: Backscatter amplitude (black) from a single trial at 1.6 MHz for (a) the alu-
minum plate and (b) S1 sand. The returns from the sediment-water and aluminum-water
interfaces, VI(t), are indicated in grey, with their respective rms amplitudes indicated by
the dashed lines. Note the presence of successive reflections from the back face of the
aluminum plate in (a) and from the base of the sediment tray in (b).

yields the reflection coefficient
R =

A

Aref
Rref (4.10)

where Aref and Rref are the backscatter amplitude and reflection coefficient from the alu-

minum plate, Rref being estimated using Eq. 4.1 with a density of 2700 kg/m3 (Kreith and
Goswami, 2004). The sound speed in the aluminum was estimated from the time delay

between successive reflections from the back of the aluminum plate given by the time

difference between the first peak and the second and third peaks of the Hilbert transform

of the cross-correlation. These time differences, together with the appropriate multiple of

the plate thickness (2 or 4) were used to compute sound speed in the aluminum plate. The

average of these two values ranged between 6422 to 6468 m/s. The average over all trials

was 6444 ± 11 m/s, close to the handbook value of 6420 m/s for aluminum (Rossing,
2007). In addition, the water sound speed cw was computed using the MATLAB Gibbs

Seawater Oceanographic Toolbox using the International Thermodynamic Equation Of
Seawater (IOC et al., 2010) and using the measured water temperature. The temperature
of the water was measured each day experimental trials were executed and ranged from
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20.3◦C to 22.0◦C.

4.3.5 Integral length scale procedure
A modified version of the experimental set-up described in Sec. 4.3.3 was used to in-
vestigate the dependence of backscatter amplitude on horizontal position. In this set-up,

the transducer mount was modified so as to enable horizontal translation of the trans-

ducer parallel to the sediment tray. In addition, the sides of the rectangular apparatus

were lengthened, increasing the distance between the transducer and the bottom to 68 cm,

which permitted reflection measurements to be made in the farfield at all frequencies. As

before, the entire apparatus was submerged in a larger glass-walled tank, but filled in this

case with tap water. The measurements were made over a 4 day period, starting 13 days

after filling the tank. For these trials, air was removed from dry sediment samples under

vacuum. The sediment-filled aluminum chamber was held at 91 kPa below atmospheric

pressure for 1 to 2 min. The sealed chamber was then transferred to the measurement

tank, where it was opened underwater in the same way as before.

Sediment was poured into the tray, which was placed on the bottom of the rectangular

apparatus, and the excess sediment was scraped off (see Sec. 4.3.3). Using the same
transmit frequencies and pulse lengths as those given in Sec. 4.3.3, backscatter amplitude

was recorded at 30 positions of the transducer separated by 0.16 cm horizontally. For

each position and frequency, the received signals from 10 transmit pulses were ensemble-

averaged. The signal reflected from the sediment-water interface, VI(t), and its rms value,

A, were determined in the same manner as described in Sec 4.3.4. Accounting for two-

way travel, the time at which the interface return started was converted to a distance to the

interface, z0, using the water sound speed, cw. Two and three repeat trials were executed

for sediments S1 and S2, respectively. The procedure was repeated for the aluminum

plate placed on the bottom of the rectangular apparatus. The measured water temperature

varied from 19.9◦C to 20.4◦C for this set of measurements.
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4.4 Results: Measurements
4.4.1 Surface roughness
The probability density distribution functions (PDFs) of bed elevation normalized by its

standard deviation, p(η/ση), are plotted in Fig. 4.3 and compared to Gaussian distribu-

tions with a variance of unity. The observed distributions are well-represented by the

Gaussian PDF. Listed in Table 4.3 are standard deviations ση, surface correlation lengths

Lη and radii of curvature rc. For all three granular media, the surface correlation length

and radius of curvature were one to two times the mean grain radius. The normalised

roughness ση/a was 0.75, 0.56 and 0.43 for S1, S2 and G, respectively. The values of

ση/a are larger for the sands than the glass beads, consistent with the glass beads being
smoother than the sand grains. (For comparison, Pace et al. (1985) and Thorne et al.

(1988) obtained values of ση/a between 0.34 and 0.44 for surfaces comprised of natu-

ral gravel which, on the basis of Fig. 3 in Pace et al. (1985), appear to have been very

smooth.) For 1.2 to 2 MHz and the measured parameters listed in Table 4.3, 2krc (Eq.

4.7) varied between 1.8 and 5.3.

Table 4.3: Surface roughness parameters.
Sediment ση Lη rc ση/a Lη/a rc/a

[μm] [μm] [μm]
S1 82.2 178 193 0.75 1.6 1.8
S2 115 269 315 0.56 1.3 1.6
G 71.5 160 180 0.43 0.96 1.1

For the measured sediment parameters and frequencies used in the present work, the

roughness parameter g varies from 0.5 to 3.8. Since g ∼ 1, these sediment surfaces

are moderately rough (Ogilvy, 1991). For these values of g, the ratio of the incoherent

scattering term to the coherent term in Eq. 4.9 varies from 0.04% to 3.1%. Thus, the

contribution to the reflected amplitude from incoherent scattering is expected to be small,

indicating that the measured reflection coefficients should be consistent with the Eckart

formula (Eq. 4.6).

4.4.2 Reflection coefficient measurements
Fig. 4.4 shows the probability distribution of the reflection coefficient, normalized by

its standard deviation, for S1 sand at 1.6 MHz. The distribution is symmetric about the
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Figure 4.3: Probability density distributions of elevation, η, normalized by the standard
deviation, ση, for each granular medium type and size. The dashed lines are Gaussian
distributions with the same standard deviation.

median value, with a skewness of -0.2 and a kurtosis of 2.7, only slightly different from the
expected values of 0 and 3 for a Gaussian-distributed random variable. The distribution

is very different from the Rayleigh distribution, a point which is discussed later.

The mean signal-to-noise ratio, SNR, is plotted in Fig. 4.5 as a function of frequency

for each of the three granular materials. The variation in SNR for S1 reflects the band-

width of the transducers. SNR decreases with increasing grain size, especially evident

at the higher frequencies. As will be seen, the reflection coefficient decreases with in-

creasing particle size and acoustic frequency. Note that all values of SNR are well above

unity.

In Fig. 4.6, reflection coefficients averaged over all tray positions are plotted as a func-

tion of ka and compared to values from the literature. Similar to the present experiments,

the reported values represent averages over many positions of a horizontally-translated

sediment tray. Sessarego et al. (2008a) and Sessarego and Guillermin (2012) averaged
50 return signals for a tray 25 cm below the transducer, whereas Le Gonidec and Gibert
(2007) averaged 30 returns from a tray 60 cm away. The transmit frequencies spanned
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1.6 MHz

Figure 4.4: Probability distribution of the measured reflection coefficient for S1 sand at
1.6 MHz normalized by its standard deviation. The dashed line is a Gaussian distribution
with the same mean and standard deviation.

Figure 4.5: Mean signal-to-noise ratio as a function of frequency for each granular
medium. Vertical bars denote ±1 standard error from the mean.
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by the literature data are 200 kHz to 1 MHz (Le Gonidec and Gibert, 2007), 200 kHz
to 7 MHz (Sessarego et al., 2008a) and 200 kHz to 1.5 MHz (Sessarego and Guillermin,
2012). Only data for which 0.15 ≤ ka ≤ 2 are plotted in Fig. 4.6. The predicted re-

flection coefficients for smooth (Eq. 4.1) and rough (Eq. 4.6) surfaces were determined

using Schwartz and Plona’s multiple scattering theory for sound speed (Eq. 4.2 with
c0 equal to c∗LW given by Eq. 4.3), Eq. 4.5 for the effective density, and the measured

sediment properties listed in Table 2.3 with Ks = 4.25 × 1010 Pa, the average of the

measured values reported by Richardson et al. (2002) for sand. For the smooth surface
curves, the ka-dependence is due solely to the negative dispersion predicted by Schwartz
and Plona’s multiple scattering theory. In contrast, the rough surface curves are different
for each grain size, illustrating the important influence of the roughness parameter on R.

At long wavelengths, the present results tend toward the smooth surface prediction
and to the 11 dB reflection loss measurement for sand measured by Nolle et al. (1963)
at 500 kHz and 1 MHz and by Chotiros et al. (2002) for 8-17 kHz. At larger ka, both
the present and the literature estimates decrease more rapidly with increasing ka than

the smooth surface prediction and follow more closely the ka-dependence of the rough

surface prediction. The present estimates of R for the glass beads are larger than those

for sand, also consistent with the rough surface prediction. However, the predictions from

the rough surface theory tend to be lower than the measured values for S1 and higher for

S2 and G.

4.4.3 Spatial variation in the reflection coefficient
As described in Sec. 4.3.5, measurements were made at different horizontal positions by

translating the transducer. Let x be the horizontal position of the transducer, and z0(x)

be the distance to the sediment-water interface measured at 1.6 MHz at location x. The

detrended distances to the interface, z′0(x), for the aluminum plate, S1, and S2 are plotted

in Fig. 4.7abc. The z′0(x) profiles are all comparably flat, each with a standard deviation

of ∼ 30 μm. The corresponding horizontal profiles of detrended A(x) are presented in

Fig. 4.7def. The A(x) profiles for both sand sizes exhibit pronounced oscillatory varia-

tions with ∼2 to 3 cm nominal wavelengths. Despite the fact that the z′0(x) profile for
aluminum is comparably flat to those for sand, the A(x) profiles for aluminum do not

exhibit any sinusoidal variation, particularly not at ∼2 to 3 cm length scales. Thus, the
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Figure 4.6: Reflection coefficient as a function of ka. Previously reported measurements
(Le Gonidec and Gibert, 2007; Sessarego et al., 2008a; Sessarego and Guillermin, 2012)
are indicated by gray shaded squares for sand and open squares and pentagrams for glass
beads. Values from the present work are indicated by the coloured symbols. The point
identified by † indicates that only 1.6 MHz frequency data were collected. Vertical black
lines indicate ±1 standard error from the mean. The black curves are the predictions for
a smooth surface using Eqs. 4.1, 4.2 and 4.5 and the measured sediment properties. The
red curves are the predictions for a rough surface using Eq. 4.6 and the measured values
of ση.
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Figure 4.7: Detrended vertical distance from the transducer to the reflecting surface as a
function of horizontal position: (a) the aluminum plate; (b) S1 and (c) S2. (d-f) Examples
of the detrended backscatter amplitude as a function of horizontal position at the transmit
frequencies (offset in the vertical) for the aluminum plate and the two sand sizes, S1 and
S2.

roughly sinusoidal variations in the A(x) profiles for the granular surfaces are not associ-

ated with sinusoidal changes in elevation in the sediment-water interface: i.e., there are no

sinusoidal variations in z′0(x) with∼2 to 3 cm wavelengths. Similar sinusoidal variations
were observed in all sediment repeat trials (not shown). Note that there is a dip in the
amplitude of the reflection from the aluminum plate at x = 0, likely due to the inhomo-

geneity observed at the same location in the z′0 profile. This inhomogeneity was observed

at the same x location in the aluminum-water interface profiles for all frequencies (not

shown).

For each frequency and sediment trial, the lagged auto-correlation function for A(x),

CAA, was computed. Let the decorrelation length be the lag at which CAA = e−1 and

the integral length scale be the first maximum of the integral of CAA with respect to

x. Average decorrelation lengths, xd, and integral length scales, Λ, for S1 and S2 are

listed in Table 4.4, where the averages were computed over frequency and repeat trials.
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The values for both sand sizes are comparable. No consistent variation with respect to

frequency was found for either parameter.

Table 4.4: Decorrelation length, xd, and integral length scale, Λ, for S1 and S2 sands,
respectively. The errors are ±1 standard deviation.

S1 S2
xd Λ xd Λ
[mm] [mm] [mm] [mm]

Measured 4.5 ± 0.3 3.8 ± 0.3 4.9 ± 1.0 4.0 ± 0.8
1D 4.3 ± 0.6 3.5 ± 0.5 4.7 ± 0.5 3.8 ± 0.4
quasi-2D 4.5 ± 0.6 3.7 ± 0.5 4.5 ± 0.5 3.7 ± 0.4

4.5 Results: Model
4.5.1 Model formulation
A reflection model based on single-scattering from discrete particles was constructed to

investigate the reflection coefficient statistics and the decorrelation length. Both one- and

two-dimensional versions of the model were developed. A simulated grain supply was

created by interpolating the measured grain size distribution (based on mass) to 1 μm in-

crements and then converting to a number distribution assuming spherical particles. Parti-

cles were selected at random, with replacement, from this grain supply and placed on the

x-axis sequentially, such that the centres of adjacent particles are separated by the sum of

their respective radii (Fig. 4.8). The length of the resulting linear array of particles was

20 cm. Shadowing by nearest neighbour particles is not taken into account in the model.

The particles were then displaced vertically by Δzj = εd50χj , where χj is drawn from

a Gaussian distribution and ε was chosen so as to yield a modelled roughness parameter

σ̂η close to the measured values listed in Table 4.3. As shown in Fig. 4.9, the PDFs of
the modelled bed elevations for the three granular media are Gaussian. The 1D model

was extended to a quasi-2D version by stacking 221 realisations of the 1D model in y,

forming a 2D array of particles. The distance between the rows was set to the maximum

grain diameter. The model assumes continuous wave transmission, which is appropriate

in the context of the present work because the effective acoustic footprint on the surface

is determined entirely by the transducer beam pattern: i.e., the finite (8 μs) duration of the

76



Figure 4.8: Definition sketch for the 1-dimensional single-scattering reflection model.

transmit pulse does not limit the size of the footprint.

In the 1D model, the backscattered pressure from the jth particle is given by

p̂j = p∗r∗
√
σj

D2
j

r2j
eiφj (4.11)

where p∗ is a reference pressure, r∗ is a reference distance, σj is the backscatter cross-

section for the jth particle and Dj(βj) is the transducer directivity. The phase difference

between the ray path to particle aj and that to the particle at the origin is φj = 2k(rj−(z0−
Δz0)), where rj =

√
(z0 −Δzj)2 + x2

j (Fig. 4.8). In the quasi-2D model case, rij and

βij are the range and angle from the transducer centre to the ith particle in the jth row and

are a function of both xij and yij . For both cases, the complex amplitudes arriving from

particles within the transducer’s frequency-dependent circular footprint were summed to

give the total complex pressure amplitude P =
∑Np

j=1 pj , where Np is the number of

particles in the transducer footprint 2z0 tan βm with βm = 2β0 (Table 4.1). In addition,

p∗r∗
√
σj is set to unity: i.e. the scattering cross-section is the same for all particles.

4.5.2 Predicted amplitude and phase statistics
The probability distributions of amplitude and phase obtained from 300 realisations of

the 1D model are presented in Fig. 4.10. Both distributions are comparable to Gaussians,

consistent with the nearly Gaussian behaviour of the measured reflection coefficients (Fig.
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Figure 4.9: Probability density distribution of modelled grain elevations for 100 realisa-
tions. For each granular medium, a Gaussian distribution with same mean and standard
deviation is also shown. The distributions for G and S2 are offset in the vertical by 0.5
and 1 respectively. The coefficients of determination, IR2, between the probability density
distribution and the Gaussian are listed.
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Figure 4.10: Probability distributions of the (a) amplitude and (b) phase predicted by the
1D model for S1 sand at 1.6 MHz and z0 = 41 cm (solid lines). In (b), the distributions
for unwrapped phases and wrapped phases to±π are given by the empty and filled circles,
respectively. Gaussian distributions with the same means and standard deviations as the
predictions are shown (dashed lines).

4.4). The same approximately Gaussian behaviour was observed for the quasi-2D model.

This departure from Rayleigh statistics occurs because, for a given wavelength and par-

ticle size, the range of possible phase differences is constrained by the particle spacing

(horizontal and vertical) and the transducer beamwidth so that the phases are not uni-

formly distributed on the interval ±π. In the quasi-2D model, the amplitude distribution

tends towards a Rayleigh distribution if the beamwidth is increased and 90% or more of

the particles within the transducer footprint are removed.

4.5.3 Predicted spatial variation in the reflected amplitude
To investigate the spatial variation in the reflected amplitude, the virtual transducer was

displaced horizontally by the same increment as that used for the measurements, i.e. 0.16
cm. The model-predicted detrended backscatter amplitudes for S1 and S2 as a function of

transducer position are shown in Fig. 4.11 for a single realization of the quasi-2D model

with z0 = 65 cm. The spatial structure of the predicted amplitudes is comparable to

that exhibited by the measurements (Fig. 4.7). The lagged auto-correlation function was

computed for the 20 cm long profile in 5 cm detrended segments with 1 cm overlap. The

integral length scale and the decorrelation length were ensemble-averaged over all 5 cm

segments. The decorrelation length and integral length scale averaged over 10 realisations
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Figure 4.11: Examples of the detrended backscatter amplitude (arbitrary units) as a func-
tion of position x and frequency (offset in the vertical) predicted by the quasi-2D model
for the two sand sizes, S1 and S2, z0 = 65 cm and βm = 2β0.

and all 5 frequencies are listed in Table 4.4. The values from both the 1D and quasi-2D
models are comparable to each other and to the measurements and, like the measurements,

no consistent frequency-dependence was found for either parameter. Similar results were

obtained for z0 = 41 cm.

For the quasi-2D model, varying the spacing between rows from half to twice the

maximum grain diameter did not significantly affect xd or Λ. In addition, no significant

difference was found for random perturbations of the y coordinate of each particle by

Δyij = εyd50χij , where χij is drawn from a Gaussian distribution, for 0 ≤ εy ≤ 1.

The dependence of A(x) on βm was investigated. Model-predicted detrended A(x)

profiles for a range of values of βm are shown in Fig. 4.12. In this case, the quasi-2D

model was constructed by stacking 451 realisations of the 1D model so as to accommo-

date the larger transducer footprint for the larger βm values. As βm increases, the spatial

pattern becomes smoother due to an increase in the range of relative phases. Most of the
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Figure 4.12: Predicted backscatter amplitudes from the quasi-2D model as a function of
horizontal position for S1 sand at 1.6 MHz and for z0 = 65 cm. The different curves –
which are detrended and offset in the vertical – are from the same model realization for
the indicated values of βm: i.e. β0, βe, 2β0 and βs.

main lobe of the directivity pattern is contained within±2β0 and, in this case, 85% of the
maximum energy – i.e.

∫
2πxD2dx – is contained within the footprint. For these values

of βm, no significant difference was found for either xd or Λ averaged over 5 realisations.

Comparable results were obtained for the 1D model.

The frequency-dependence of the amplitude of the spatial structure was investigated.

One of the S1measurement trials (Fig. 4.7e) exhibited a decrease in variance (normalised

by the square of the mean return from the aluminum plate) by a factor of 3 from 1.2

MHz to 2.0 MHz. In contrast, the other four measurement trials exhibited no discernible

frequency dependence. For the quasi-2D model, the mean variance of the amplitude over

all 5 cm detrended segments from 10 trials decreases by a factor of two from 1.2 MHz

to 2.0 MHz for both sand sizes. However, the standard deviations are large, ranging

from 67% to 89% of the mean. This variability is attributed to differences in particle

arrangement and is a possible explanation for the differences observed between the two

S1 measurement trials.
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4.6 Discussion
4.6.1 Spatial variation in the reflected amplitude: speckle
The agreement between the observed and predicted spatial patterns in the reflected ampli-

tude is confirmation that the pattern is a consequence of the interference among the waves

scattered from the sediment-water interface, and also consistent with the coherent scatter-

ing being the dominant contributor to the backscattered amplitude in the observed range

of ka. Known as speckle, this phenomenon has been extensively studied using laser light

(Goodman, 1976). Acoustic speckle (Abbott and Thurstone, 1979) has been of interest in

the medical field with the focus being on reducing speckle in ultrasound imaging (Bur-

ckhardt, 1978). For lateral translations of a linear phased array over two rough surfaces

(a contrast-detailed phantom and a fine-grained sponge), Trahey et al. (1986) found that

decorrelation occurred at translations of about 40% of the aperture length, independent of

frequency or reflecting material.
Consistent with the measurements of Trahey et al. (1986), the observed and predicted

decorrelation lengths here are frequency-independent and independent of the rough sur-

face material. The decorrelation length divided by the transducer diameter is about 0.2

for the present observations and model predictions, which is shorter than those measured

by Trahey et al. (1986). However, their measurements were based on volume scattering

at low scatterer concentrations and therefore Rayleigh-distributed amplitude statistics in

contrast to the Gaussian statistics applicable to the present results.

The agreement between the present observed and the model-predicted decorrelation

lengths indicates that the horizontal separation between measurement positions must be at

least 0.2 transducer diameters in order to be independent. This criterion is more than satis-

fied by the present reflection coefficient measurements, which were made approximately

one transducer diameter apart. The separation to transducer diameter ratio ranged from

0.12 to 0.39 for the data of Sessarego et al. (2008a) and 0.17 to 0.2 for Sessarego and
Guillermin (2012). Le Gonidec and Gibert (2007) did not report their transducer size.

4.6.2 Mean value of the reflection coefficient
The probability distribution of the reflection coefficient is Gaussian, as indicated by the

observations and substantiated by the model. This fact allows us to estimate the 95%

confidence interval for the observed mean value R, given the number of independent
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measurements and the standard deviation (Montgomery and Runger, 2010). Our best esti-
mate of the standard deviation is that for S1 at 1.6 MHz: 0.053. There is 95% confidence

that the error in the mean is 3.7% for N = 310 compared to 7.2% for N = 16 (Table 4.2).

Calibrating the return signal using a smooth planar surface compared to a standard

spherical target can introduce a bias due to the frequency-dependence of the beamwidth

(in other words, the size of the footprint reflecting from a smooth surface). In Sec. 4.9, an

expression for the frequency-dependent beamwidth correction factor, γB, is derived. As

noted in Sec. 4.9, γB varies from 1.05 to 1.12 for the frequencies and range used for the

present work (Fig. 4.15). Sessarego and Guillermin (2012) used the air-water interface
to calibrate their measurements. Based on their reported transducer diameters and ranges,

γB would have ranged from 1.01 to 1.40, with a mean of 1.1. Beamwidth-corrected

reflection coefficients, R̂ = R/γB, are presented in Fig. 4.13 and can be compared to
the uncorrected values in Fig. 4.6. The colours in Fig. 4.13 indicate the effective density,

ρ∗, computed using Eq. 4.5. Only the data of Sessarego and Guillermin (2012) are
shown in Fig. 4.13 because Le Gonidec and Gibert (2007) did not report their transducer
diameter or sediment density and Sessarego et al. (2008a) did not report sediment density
or porosity. For Sessarego and Guillermin (2012), ρ∗ was computed using their reported
porosities and wet densities to estimate ρs. Fig. 4.13 indicates that some of the spread

among the data points can be ascribed to differences in the effective density of the water-

saturated sediment. The dependence on other bulk parameters such as ρs (not shown) and

n (Fig. 4.14) were investigated, but a clear separation in the data was indicated only for

ρ∗.

4.6.3 Applicability of the Eckart model
In Sec. 4.4, 2krc was found to vary between 1.8 and 5.3, which is larger than 1. Given that

the probability density distributions of the grain elevations are comparable to Gaussian
curves and that the Kirchhoff approximation (Eq. 4.7) is valid for the frequencies of

interest, Eckart’s equation for the rough surface reflection coefficient (Eq. 4.6) should
apply. Although the estimated values of 2krc are not much much larger than 1, especially

at the lower frequencies, Beckmann and Spizzichino (1963) do state that natural surfaces
tend not to contain many sharp edges compared to human-made objects and so the 2krc �
1 criterion can be “more forgiving”. The results presented here tend to indicate that this

is the case for at least some surfaces comprised of sand-sized granular material, including
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Figure 4.13: Beamwidth-corrected reflection coefficients for saturated water-particle mix-
tures as a function of ka, where squares and circles are estimates from Sessarego and
Guillermin (2012) and the present work, respectively. The marker colour indicates the
calculated ρ∗ (Eq. 4.5). See also caption for Fig. 4.6.
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Figure 4.14: Beamwidth-corrected reflection coefficients for saturated water-particle mix-
tures as a function of ka, where squares and circles are estimates from Sessarego and
Guillermin (2012) and the present work, respectively. The marker colour indicates the
sediment porosity. See also caption for Fig. 4.6.
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the two natural sands used here.

As shown by the results in Fig. 4.6, the Eckart model accounts for much of the ob-
served size/frequency-dependence of the reflection coefficient in this range of ka. There

remains, however, considerable spread among the available measurements plotted in Fig.

4.6, some of which might be due to experimental error, and some to the fact that the sur-

face roughness was not measured in the previously-reported experiments. However, as

shown in Fig. 4.13, it appears that some of the spread can be attributed to differences in

the effective density of the bulk material.

Eckart (1953)’s prediction for the reflection from a rough surface has previously been
applied to sound scattering from rippled sandy bottoms with ση = 7.7 mm (value ex-

trapolated from Chotiros (2002, Fig.5)) and from flat sandy bottoms with ση = 5.6 mm

(Isakson et al., 2012). Chotiros (2002) obtained agreement with Eckart’s prediction for
frequencies between 10 and 15 kHz (corresponding to 0.4 < g < 0.9). At higher frequen-

cies, Eckart’s model under-predicted the reflection coefficient due to the reflected energy
being mainly incoherent. Isakson et al. (2012) found that Eckart’s model over-predicted
the reflection losses by more than 10 dB at near-normal angles for 0.05 < g < 14,

explained by the roughness power spectrum being non-Gaussian. To the authors’ knowl-

edge, the Eckart model has not been previously applied to reflection at normal incidence
from sand-sized granular sediments at wavelengths comparable to the grain size.

4.7 Summary and Conclusions
The reflection of sound from water-saturated sand and glass beads was investigated for

0.5 < ka < 1.7 using a narrow-beam broadband transducer in a monostatic geometry.
Backscattered amplitude was calibrated using the reflection from an aluminum plate. For

each granular medium, the roughness of the sediment-water interface was measured by

photographing the interface through the sidewall of a transparent rectangular container.

The probability density distributions of the surface elevations were Gaussian. Higher

roughnesses were obtained for sand compared to the glass beads, consistent with the glass

beads being smoother than the two natural sands used in the experiments, and indicating

that roughness cannot be estimated from grain size alone. Roughness parameters were

close to 1, signifying that – for the granular materials and sizes investigated here – the
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sediment-water interface can be considered a moderately rough surface at MHz frequen-

cies. For these values, incoherent scattering is relatively weak at near-normal incidence

and the total reflection coefficient reduces to Eckart’s prediction for coherent reflection.
The probability distributions of the observed reflection coefficient are nearly Gaus-

sian. This result is reproduced using a 1D single-scattering model, demonstrating that

the relative phases of the waves backscattered from different points on the surface are

not uniformly distributed between ±π, and thus explaining the departure from Rayleigh

statistics. The observed backscatter amplitudes exhibited pronounced oscillatory varia-

tions as the transducer was translated horizontally. The associated decorrelation length

scales are about 4 mm and independent of grain size or acoustic frequency (at least within

the error bounds of the measurements). This behaviour is a consequence of speckle in the

reflected amplitude field and is replicated both qualitatively and quantitatively by a quasi-
2D version of the single-scattering model. The ratio between the decorrelation length and

the transducer diameter was 0.2, shorter than values reported in the medical ultrasound

literature, which were based on volume scattering and Rayleigh statistics, but consistent

with this literature in the sense of being independent of frequency.

The size/frequency-dependence of the present measurements and those previously

reported in the literature are well-represented by Eckart (1953)’s prediction for a rough
boundary. There remains, however, considerable spread among the data. Differences in

effective density may contribute to some of this spread.

4.8 Acknowledgements
We thank Richard Cheel and Walter Judge for technical assistance. The literature data
were extracted from published figures using Web Plot Digitizer (Rohatgi, 2015). This
work was funded by the Natural Sciences and Engineering Research Council of Canada

through an Alexander Graham Bell Canada Graduate Scholarship (CGS-D) to J. H. and a

Discovery Grant to A. E. H.

4.9 Appendix: Beamwidth Correction
In this section, an expression for a frequency-dependent beamwidth correction factor is
derived. Let the smooth surface be in the xy plane, centred at x = 0 and at a distance
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z0 away from the transducer. The smooth surface reflection case is equivalent to a vir-

tual source placed at z = −z0 (mirror image). Dropping time dependence and water

attenuation, the reflected signal at the transducer is

pb = R
p∗r∗
r

D(β)eikr (4.12)

where r∗ is a reference distance, p∗ is a reference pressure andD(β) = 2J1(kat sin β)/(kat sin β)

is the directivity for a circular transducer with radius at (Clay and Medwin, 1977). β and
r =

√
4z20 + w2 are the angle and distance from the surface to the transducer with w

being the radial distance along the transducer face. The total force on the transducer face

is

F = 2π

∫ at

0

ξpbwdw (4.13)

where ξ = 1 − (r − 2z0)/cwτ is a fractional pulse overlap function and τ is the pulse
length. Note that ξ = 1 for normal incidence, i.e. r = 2z0, and ξ = 0 for r = cwτ + 2z0.

Substituting Eq. 4.12 into Eq. 4.13,

F = πR
p∗r∗
z0

ΓB (4.14)

where

ΓB =

∫ at

0

ξDeikr
w√

1 + w2/4z20
dw. (4.15)

Since the intensity is proportional to the square of the force, the ratio between the

intensity of a surface in the distant farfield z∞ to that at z0 is

I(z∞)

I(z0)
=

z20
z∞2

γ2
B (4.16)

where γB is

γB =
|ΓB(z∞)|
|ΓB(z0)| . (4.17)

To correct pressure (or voltage) measurements made at z0 < z∞, Eq. 4.16 can be rear-

ranged to

V (z∞) =
z0
z∞

γBV (z0). (4.18)

The z0/z∞ factor corrects for spherical spreading and γB is the frequency-dependent
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Figure 4.15: Beamwidth correction factor as a function of frequency and distance from
the transducer to the smooth surface, z0, normalised by the transducer radius, at. The
circles indicate Rc (Table 4.1) and the vertical dashed grey line is z0 = 40.7 cm.

beam correction factor.

Fig. 4.15 shows the beamwidth correction factor computed for the transmit properties

used for the aluminum plate measurements, that is a 4 μs transmit pulse with frequencies
ranging from 1.2 MHz to 2 MHz, using the farfield directivity. At large values of z0/at,

γB tends to unity for all frequencies. For the present measurements, which were made at

z0 = 40.7 cm, γB varies from 1.05 to 1.12.
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CHAPTER 5

VELOCITY STRUCTURE AND
EFFECTIVE VISCOSITY IN
SUB-AQUEOUS GRANULAR FLOW
DOWN A SLOPE: FIXED BOTTOM
ROUGHNESS

Abstract

Measurements of the vertical structure of sub-aqueous gravity-driven granular flow down

an incline are reported for the fixed bed roughness case. The sediments – either 0.336

mm diameter glass beads or 0.406 mm diameter natural sand – were released from a

cofferdam, producing a layer with a thickness of O(1) cm moving at O(10) cm/s. The

velocity profile within the moving layer was measured using a wide-band pulse-coherent

Doppler profiler (MFDop) operating at 1.2 MHz. Velocity measurements were also made
with side-view and top-view video cameras using particle imaging velocimetry (PIV), and

with a 10 MHz commercially available Doppler profiler (Vectrino). The Vectrino and top-

view PIV measurements are comparable to those from the MFDop, but are confined to the

upper part of the flow. The estimates from the side-view camera are much lower due to

sidewall friction. The observed velocity profile exhibits a mid-layer maximum, bounded

above and below by zones of negative and positive shear rate, immediately below the

sediment-water interface and immediately above the bed, respectively. Good agreement

is obtained between the observed velocity profile and that predicted from an analytic low

Reynolds number viscous fluid model. The agreement is better for glass beads (R2 =

90



0.94) than sand (R2 = 83). Porosity and effective viscosity within the moving layer

are estimated from the model fits using Bagnold (1954)’s semi-empirical relation for the
effective viscosity for the macro-viscous regime.

5.1 Introduction
In the ocean, sediment transport impacts beach morphology, benthic ecology, coastal in-

frastructure and pollutant transport. These processes occur over a wide range of temporal

and spatial scales. Of particular interest is bedload transport, the part of the total sediment

load that is mostly in continuous contact with the bed (Fredsoe and Deigaard, 1992). Bed-
load can be driven by shear stress (Ribberink and Al-Salem, 1995; Houssais et al., 2015),
pressure (Flores and Sleath, 1998) or gravity (Cassar et al., 2005). The movement of
granular material exerts a controlling influence on the nearbed flow, turbulence and stress

and the feedbacks between these processes are still not well understood. Thus, bedload

prediction remains a challenge (Houssais et al., 2015; Ancey, 2020a) and experimental
research is needed to understand these complex relationships (van Rijn et al., 2013). In
addition, studying the grain-scale physics that regulate granular flows are important for

a wide range of disparate fields (Mehta et al., 2009), including geophysics (e.g. snow
avalanches, debris flows, sediment transport in rivers) and industrial processes (e.g. size

segregation in granular mixtures (Shinbrot and Muzzio, 2000))
Measuring bedload transport at high spatial and temporal resolution is challenging.

Direct sampling methods are typically made using sediment traps, which provide only

time-integrated measurements and thus give no information on short time and small

spatial scales (White, 1998). Laboratory measurements of the velocity profile within a
moving layer of granular material have been obtained using particle tracking velocime-

try (PTV) in a rotating drum (Jain et al., 2004) and using particle image velocimetry
(PIV) in a tiltable Hele-Shaw cell (Doppler et al., 2007). However, these types of side-
on video-imaging techniques can be affected by friction from tank sidewalls. Others

have measured velocity and concentration profiles in shear-induced flows in a rectangular

(Aussillous et al., 2013) or annular (Houssais et al., 2015) channel by recording the laser-
excited fluorescence of a dye dispersed in the fluid containing index-matched particles,

which allowed images to be made in the centre of the channel, beyond the influence of

sidewall friction. This method is not applicable to natural sand in water.
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In principle, acoustic remote-sensing technologies can be used in the laboratory to ob-

tain measurements without disturbing the mobile bed or the near-bed flow and away from

tank sidewalls. In addition, the instrumentation can be made sufficiently robust to deploy

in the field with energetic forcing conditions. Broadband MHz-frequency acoustic sys-

tems, which simultaneously measure backscatter amplitude and phase at mm-scale range

resolution, have been developed to study small-scale flow and sediment dynamics (Hur-

ther et al., 2011; Hay et al., 2012). Promising results of nearbed flow have been obtained

in sheet flow conditions (Revil-Baudard et al., 2015; Fromant et al., 2018), over migrat-

ing ripples under skewed waves (Hurther and Thorne, 2011), dunes under uni-directional

flow (Wilson and Hay, 2016) and in the field (Hay et al., 2014). In a recirculating tilt-

ing flume, Bareš et al. (2016) obtained velocity profiles of granular flow of lightweight

sediment with a relative density of ∼ 1.4. To the authors’ knowledge, vertical profiles of
velocity within sub-aqueous gravity-driven granular flows using natural sand or sediment

with densities similar to that of sand have not been obtained using these types of acoustic

systems prior to the present study.

The purpose of this paper is to present laboratory measurements of sub-aqueous

gravity-driven granular flows. Sediments were released in the upstream portion of a 15.2

cm wide chute, producing a O(1)cm-thick moving layer of sediment with a width-to-

thickness aspect ratio greater than 10 to 1. The sediments used were glass beads and

natural sand. The thickness of, and vertical structure of the velocity within, the moving

layer were measured using a wide bandwidth coherent Doppler profiler located midway

between the chute sidewalls. The velocity profiles are compared to measurements made

with video imagery through the chute sidewall. Velocities at and near the sediment-water

interface are compared to estimates made with a commercially available Doppler pro-

filer (Vectrino) operating at 10 MHz, and with an overhead video camera, also located
away from the chute sidewalls. The observed velocity profiles are compared to predic-

tions from a analytic viscous fluid model, which, in combination with Bagnold (1954)’s

semi-empirical relation for effective viscosity in high-concentration granular media, yield

estimates of porosity and viscosity within the moving layer.

The paper is organized as follows. Sec. 5.2 briefly summarizes the relevant aspects of

the theory of granular flow. The experimental setup and instruments are described in Sec.

5.3 with the data analysis methods presented in Sec. 5.4. The measured velocity profiles
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and model results are given in Secs. 5.5 and 5.6, respectively. These and related results

from the literature are discussed in Sec. 5.7. The summary and conclusions are given in

Sec. 5.8.

5.2 Theory

Consider steady, uniform flow of a fluid with excess density ρ̂ flowing down a slope of

angle αc relative to the horizontal, with the x coordinate positive downslope and parallel

to the bottom, and z positive upwards and normal to the bottom. Assuming hydrostatic

pressure and neglecting the non-linear and lateral friction terms, the x-component of the

momentum equation is (e.g. Turner (1979))

dτ

dz
= −ρ̂g sinαc (5.1)

where τ is the shear stress, ρ̂ = ρ− ρw, ρ is the density of the moving fluid and ρw is the

density of the ambient fluid, i.e. water in this case.

In his pioneering work on the flow of grains in fluids (Bagnold, 1954, 1956), Bagnold
identified two regimes, the macro-viscous and grain-inertia regimes, separated by a tran-

sitional region. In the grain-inertia regime, stresses are transmitted via particle collisions

and depend on the square of the shear rate. In the macro-viscous regime, the shear stress

depends on the fluid viscosity modified by the presence of the particles and is linearly

proportional to the shear rate

τ = μe
du

dz
(5.2)

where μe is the effective viscosity and u is the x-component of velocity. The present work

focuses on the macro-viscous regime, with gravity-driven granular flow treated as a fluid
obeying Eqs. 5.1 and 5.2 with density ρ given by

ρ = (1− n)ρs + nρw (5.3)

where n is the porosity and ρs is the grain density of the granular material.

Based on his experiments using neutrally-buoyant particles in the sheared annulus

between two concentric cylinders, Bagnold (1954) defined a non-dimensional number
(now referred to as the Bagnold number), Ba, given by the ratio of the inertia stress to the
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viscous stress:
Ba = ρsλ

1/2d250γ

μw

(5.4)

where d50 is the grain diameter, μw is the dynamic viscosity of the interstitial fluid and γ =

du/dz is the velocity shear rate. Bagnold (1954) defined the linear grain concentration,
λ, as the ratio of the particle diameter to the average distance between particles, which is
related to the volume concentration, φ = 1− n, by

λ =
1

(φ0/φ)1/3 − 1
(5.5)

where φ0 is the maximum possible static concentration, at which λ = ∞. For uniformly-
sized spheres, φ0 ranges from 0.52 to 0.74 depending on the packing arrangement (Graton
and Fraser, 1935). For natural uniformly-sized grains, Bagnold (1956) assumed a value
of 0.65. Hanes and Inman (1985) measured values ranging from 0.55 to 0.64 for glass
beads and sand. For layers of uniform spheres in a triangular packing pattern, Bagnold
(1954) found that λmust be less than 22 to allow enough space between adjacent layers of
particles to slide past one another. For different sized particles, Bagnold (1954) suggested
this value would be reduced to ∼ 14. For the macro-viscous regime, Ba < 40 and for the
grain-inertia regime, Ba > 450.

For the macro-viscous regime, Bagnold’s experiments yielded the following empiri-
cal relation for the grain shear stress

τg = 2.25λ3/2μw
du

dz
(5.6)

which would be added to the fluid shear stress (Bagnold, 1954, Eq. 7). However, for the
total shear stress (grain + fluid) in Eq. 5.2, Bagnold (1954) indicated that the following
semi-empirical expression for μe may be more reliable

μe = (1 + λ)(1 + 0.5λ)μw (5.7)

where, in this case, τ is not separable into grain and fluid contributions. For λ = 0, τ
reduces to the shear stress of a grainless fluid, i.e., μwγ.
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5.3 Measurement Methods
5.3.1 Experimental set-up
Two types of sediment were used in the present experiments: soda lime glass beads (G)

and quartz sand (S2), both having been used previously for the sound speed, attenuation

and reflection measurements reported in Hare and Hay (2018, 2020a,b). Median grain
size d50, porosity n and grain density ρs are listed in Table 2.3. Details on how these

properties were measured are given in Hare and Hay (2018).
A scale diagram of the experimental set-up is presented in Fig. 5.1a. A 60 (length) x

15.2 (inside width) x 14.0 (height) cm rectangular chute made of 1.3 cm thick polycarbon-

ate plate was submerged in a 90 (length) x 43 (width) x 48 (height) cm glass-walled tank

filled with tap water. The chute was secured at a slope angle, αc, at which a moving layer
of relatively constant thickness could be achieved. This angle choice was determined ex-

perimentally for each granular medium (Table 5.1) and was also guided by the work of

Cassar et al. (2005). Throughout the paper, the coordinate system is defined such that x
is parallel to the chute bottom and positive downslope, and z is positive upwards normal

to the chute bottom with z = 0 at the chute bottom (Fig. 5.1). The chute bottom was

covered with anti-slip traction tape (Gator Grip), ensuring a no-slip bottom boundary con-

dition for the granular flow. A reservoir with a movable gate was installed at the upstream

end of the chute (Fig. 5.1). The gate height, hg, was set to 10 mm and 12 mm for the

S2 and G trials, respectively. A removable rectangular cofferdam made of high-density

polyethylene (HDPE) fitted inside the reservoir, flush with side and end walls and the

gate.

Table 5.1: Number of repeat trials, N , for the two sediment samples. The chute angle
αc and the range to the fixed roughness bed, rD, from the MFDop center transducer are
listed.

Granular medium N αc rD
[◦] [cm]

G 6 27.1 14.4
S2 3 32.5 11.8

For each repeat trial, sediment was poured into the cofferdam (about 570 mL and

850 mL of water-saturated sediment for the sand and the glass beads, respectively) and
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Figure 5.1: Experimental set-up: (a) side view of the chute submerged in the water-filled
tank. The gray color indicates the PVC blocks. (b) MFDop geometry, showing the bisec-
tor angles θ13 and θ23, beam velocities V13 and V23 and beam intersection point. (c) Top
view of the chute looking down the z axis. The chute (x, y, z) coordinate system used
throughout the paper is indicated in blue.
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data collection was started. The cofferdam was then removed, producing a thin layer of

sediment flowing down the chute at a relatively constant thickness. Once the sediment

stopped flowing, it was collected and poured back into the reservoir for the next trial. The

number of repeat trials, N , for each granular medium is given in Table 5.1. For the G

trials, 20 μm polyamid particles were added to provide acoustic scatterers in the water

column in order to obtain velocity measurements in the water column immediately above

the moving sediment layer. The seeding particles were mixed with the sediment in the

cofferdam and also added to the surrounding water.

5.3.2 MFDop instrument
Near-bed flow and backscatter measurements were obtained using a wide-band coherent

Doppler profiler (MFDop) based upon the instrument described in Hay et al. (2012). In
this version, the transducer assembly was constructed from Delrin – a 5.1 (height) x 22.9
(length) x 3.8 (width) cm rectangular support – and three hollow 2.5 cm diameter rods

held in place by set screws. Wideband 22 mm diameter Imasonic transducers with 1.7

MHz centre frequency were mounted on the end of each rod with the signal wires running

from the transducers through the hollow rods to the data acquisition system described in

Hay et al. (2012). The center transducer had transmit/receive capabilities, while the two
outboard transducers were receive only. The angle between the beam axes of the center

and outboard transducers was 10◦. The beam axes intersected at a distance r0 = 23

cm from the center transducer (Fig. 5.1c). The bisector angles, θ13 and θ23, were 5◦.

As indicated in the sketch, the geometry of the transducer assembly is isosceles, so that

these bisector angles remain the same, independent of range (Hay et al., 2012). Based on
the theoretical directivity for a circular piston transducer (Clay and Medwin, 1977), the
nominal start of the farfield is 31 cm and the range to the last pressure maximum is 9.8

cm for 1.2 MHz (Hare and Hay, 2020a).
The transmit pulse was a tone burst with a duration of 1.5 μs, corresponding to 1.1

mm resolution in range, which is 3.3 and 2.7 grain diameters for G and S2, respectively.

The transmit center frequency was 1.2 MHz, so the corresponding full beamwidth at half-

power was 3.3◦. Data were acquired in 10 pulse pair ensembles at an ensemble acquisition

rate of 50 Hz.

The MFDop was mounted so that the centre transducer was ∼ 5 cm from the nearest

sidewall and about 23 cm downslope of the gate (Fig. 5.1). The MFDop was aligned
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by maximizing the bottom return from the chute registered by the center transducer. The

vertical distances between the fixed roughness bed and the MFDop center transducer, rD,

used for each granular medium are listed in Table 5.1. Contamination from the sidelobes

of the sediment-water interface affected the returns from within the bed due to sound

attenuation for these grain sizes and transmit frequency. Thus, the MFDop was positioned

closer to the chute bottom than r0, thereby reducing the size of the transducer footprint at

the sediment-water interface and minimizing the contamination of returns from within the

moving layer by sidelobe returns from the interface. For the S2 trials, this contamination

needed to be further reduced and so the instrument was tilted by about 1◦. The velocities

were computed from the rate of change of phase using the isoceles bistatic geometry (see

Hay et al. (2012) and Sec. 5.4.1).

5.3.3 Other instruments
Three-component velocity measurements were also made using a commercially available

Doppler profiler: the Nortek Vectrino Profiler. The Vectrino was mounted so that it was

aligned with the MFDop centre transducer in x, but separated from it laterally by 5 cm in

the +y direction (Fig. 5.1c) and ∼ 5 cm from the nearest sidewall. The vertical distance,

rV , between the Vectrino centre transducer and the fixed roughness bed was 6.8 cm (Fig.

5.1). The Vectrino operated at an acoustic frequency of 10 MHz with 178 pulse pair

ensembles at an ensemble acquisition rate of 50 Hz and a range resolution of 1.0 mm.

For the S2 sand, simultaneous observations were made with a digital camera (Olym-

pus E-M10 Mark III) through one of the tank sidewalls (Fig. 5.1d), giving a side-view of

the moving layer. High-definition videos were shot at 120 frames per second (fps). The

camera was mounted on a tripod ∼ 16 cm away from the chute sidewall and tilted to the

same angle as the chute. Video calibration was done by placing a ruler in the frame at

the start of each trial. A second camera (ELP USB camera) recording at 30 fps replaced
the Vectrino in order to optically measure the velocity at the sediment-water interface in

mid-chute. The ELP camera was mounted in an acrylic tube (7 cm outer diameter, 49.5

cm height) with a transparent window at the immersed end. The tube was mounted at

the same angle as the MFDop with the window about 9 cm away from the bottom. The

camera was placed in the tube so that the narrow side of its rectangular field of view was

(nearly) parallel to the chute sidewall. For calibration, the ruler was placed against, and

parallel to, the chute sidewall. By extracting two points on the ruler from a video frame,
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a rotation angle of 1.6◦ was computed. This angle was used to correct the estimated

velocities (see Sec. 5.4.3).

Particle image velocimetry (PIV) measurements could not be made for the glass bead

trials, because of the lack of sufficient colour contrast among the glass beads.

5.4 Analysis Methods
5.4.1 MFDop
The MFDop observed velocities are the projections of the flow along the bisectors for

each beam pair (Fig. 5.1b) and are given by (Hay et al., 2012)

V13 = u sin θ13 + w cos θ13 (5.8)

V23 = −u sin θ23 + w cos θ23 (5.9)

where u and w are the x and z components of velocity. For θ13 = θ23 = θ0, the velocity

components are given by

u =
V13 − V23

2 sin θ0
(5.10)

w =
V13 + V23

2 cos θ0
. (5.11)

A second estimate of w is given by the detected velocity along the center beam, V33.

For the S2 trials, because the MFDop was tilted slightly away from normal, the bistatic

calculation was taken. From Eq. 5.8 and using w = V33, the x component of velocity in

instrument coordinates is
ũ13 =

V13 − V33 cos θ0
sin θ0

. (5.12)

The velocity was then rotated to chute coordinates as described in Sec. 5.4.5. All MFDop

velocities were high-graded by removing points for which the magnitude of the ensemble-

averaged complex correlation between consecutive pulses for any transducer was less than

0.7. Averaged over N repeat trials, the percentage of discarded data points in the water

column was 83% ± 1.6% and 38% ± 9% for S2 and G, respectively. Fewer data points

were discarded for G since seeding particles were used for these trials, leading to higher

correlations in the water column. In the granular flow layer, nearly all data points had
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correlations higher than 0.7.

The sediment-water interface, ηD, was defined to be the range at which both the

backscatter amplitude and correlation registered by the center transducer exceeded spec-

ified thresholds. A one-dimensional median filter of order 100 was then implemented to

remove the quantized variations associated with discrete range bins. For the MFDop data,

z = 0 was given by the range to the maximum amplitude at the beginning of the trial, i.e.

before the arrival of the leading edge of the downslope granular flow.

As an initial validation test of the MFDop measurements, the bulk sediment transport

volume was estimated from S2 trials with hg set to 13.8 mm. For these trials, the MFDop

was positioned normal to the bed with rD = 25.8 cm. The first estimate of bulk volume,

VB , was computed by subtracting the volume of water-saturated sediment that remained

in the chute upstream of the measurement point after a trial was completed from the vol-
ume of water-saturated sediment initially poured into the cofferdam, which was 1000 mL

for these trials. Second, the bulk volume was computed using the MFDop measurements:

VD = W
∫
u(hD, t)hD(t)dt, where W is the chute width, hD(t) is the thickness of the

moving layer estimated from the Doppler backscatter amplitude, and u(hD, t) is the veloc-

ity at the sediment-water interface. The measured surface velocity was used here instead

of the velocity profile due to the returns from within the bed being contaminated by side-

lobe returns from the sediment-water interface (discussed in Sec. 5.3.2) for this MFDop

position. The bulk volume equation makes several assumptions including a constant sur-

face velocity across the chute (which neglects wall effects) and a constant velocity profile

within the moving layer (which is not the case as shown later). Averaging over 3 repeat

trials, VD was 25% larger than VB . Given these approximations and the relatively crude

nature of the test, it was judged that this degree of agreement was sufficiently good to

proceed.

5.4.2 Vectrino
Similar to the MFDop measurements, the Vectrino data with correlations below 0.7 were

rejected. The sediment-water interface was determined as follows. First, a binary image

was created, with backscatter amplitude above a specified threshold assigned a value of

1 and all others a value of 0. Isolated groups of fewer than 20 equi-valued connected

bins were replaced by their binary opposite value. The sediment-water interface, ηV , the

subscript denoting the Vectrino, was given by the uppermost non-zero bin for each time
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step. To remove quantized variations associated with discrete range bins, ηV was despiked

by removing points where the difference between ηV and the low-passed filtered ηV was

larger than 3 bins. To further smooth the sediment-water interface, a one-dimensional

median filter of order 10 was implemented.

5.4.3 Cameras
Single frames were extracted from each video file. An example frame from the side-view

camera for one of the S2 trials is presented in Fig. 5.2, where the sediment-water interface,

ηsv(x), is indicated, the subscript sv denoting “side-view”. This interface was computed

using the method outlined in Hare and Hay (2020b) and summarized here. A binary

image was created with normalized pixel entropy above a specified threshold assigned a

value of 1 and all others a value of 0. Isolated groups of fewer than 1000 equi-valued

connected pixels were replaced by their binary opposite value. The values of ηsv(x) was

given by the uppermost non-zero pixel for each horizontal position in the image.

Figure 5.2: A video frame taken through the chute side-wall with the side-view camera
during a S2 trial. The extracted sediment-water interface, ηsv, and the top of the fixed
roughness bottom, z0, are indicated by the white and black lines, respectively. The flow
is from right to left.

The fixed roughness bottom, z0(x), was determined as follows. For each image, the

intensity values in grayscale were first mapped to new values where the bottom 1% and

the top 1% of all pixels are saturated. Similar to the detection of ηsv, a binary image

was created and isolated groups of fewer than 1000 equi-valued connected pixels were

replaced by their binary opposite value. The fixed roughness bottom was given by the
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lowermost non-zero pixel for each horizontal position in the image. The time series of the

sediment thickness, hsv(t), is given by the frame-averaged difference between ηsv(t, x)

and z0(t, x).

Velocities were computed using particle imaging velocimetry (PIV). Each frame was

partitioned into non-overlapping rectangular sections measuring 10d50 (in x) x 2d50 (in z)

and the mean intensity from each section was removed. For each rectangular section, the

corresponding section in the subsequent frame was enlarged by 2d50 in the x direction.

The peak of the normalised 2D cross-correlation between corresponding sections in each

frame pair yielded the spatial lag in x and z for each section, which were then converted

to a velocity by multiplying by the frame rate. Vertical profiles of u(t, z) and w(t, z) were

obtained by first averaging over x for each frame pair and then over 0.2 s.

Similar to the side-view camera, surface particle velocities, u(t, y) and v(t, y), were
computed from top-view camera frame pairs using the PIVmethod described above. How-

ever, in this case, frames were partitioned into 20d50-sized square sections with an overlap

of 8d50 in x and y between sections. Due to camera distortion at the frame edges, only

the centre part (1285 pixels x 743 pixels) of the total image (1920 pixels x 1080 pixels)

was used. The y-boundaries of the cropped image were located at ∼2.5 cm and ∼5.3 cm
from the nearest sidewall. The computed velocities were rotated to the chute coordinate

system using the extracted rotation angle of 1.6◦ (see Sec. 5.3). The top-view velocities

were then averaged over cross-chute position.

5.4.4 Five second averaging window
For the granular flow trials, the data streams from all instruments were synchronised by

defining t = 0 as the time at which u at the elevation of the sediment-water interface ex-

ceeded a specified threshold, indicating the arrival of the leading edge of the downslope

flow. Examples of the backscatter amplitudes and ensemble-averaged pulse-pair correla-
tions from the MFDop center transducer are given in Fig. 5.3ab for a single S2 trial and

Fig. 5.3cd for a G trial. The 5-s averaging window, during which the layer thickness

remained relatively constant, is indicated for both trials. Five second was chosen because

it was the minimum duration of the constant thickness portion of the record for all tri-

als. The backscatter amplitude at the sediment-water interface is larger for G than for S2,

consistent with a larger reflection coefficient for the glass beads (Hare and Hay, 2020b).
During the 5-s averaging window, the returns from the chute bottom are larger for G than
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for S2, which can be partially explained by the higher attenuation at the larger grain size

for the sand, corresponding to a theoreticalG/S2 backscatter amplitude ratio equal to 1.7

for two-way travel through a 8 mm thick stationary layer (Hare and Hay, 2018).

Figure 5.3: Backscatter amplitudes A and correlations C for single trials of S2 (a,b)
and G (c,d) sediment. Data are from the MFDop center beam. Correlations within the
moving layer are well above 0.7, and representative of all trials in this study. For the
S2 trial, seeding was not used and so the correlations within the water column are low.
The estimated thickness of the moving layer and the top of the fixed roughness bed are
indicated by the red solid and white dashed lines, respectively. The vertical cyan lines
denote the averaging window used to compute the time-averaged velocity profiles for
these trials.

5.4.5 Coordinate rotation
Rotation from instrument to chute coordinates is given by

u = ũ cos β − w̃ sin β (5.13)
w = ũ sin β + w̃ cos β (5.14)

where the tildes denote the instrument coordinate system and β is a rotation angle. If
w = 0, the rotation angle can be computed from Eq. 5.14:

tanβ = −w̃

ũ
. (5.15)
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For the glass bead trials, the MFDop was oriented normal to the chute bottom and, as will

be seen later, the 5-s averaged profile of w was close to zero within the moving layer. For

the S2 measurements, because the MFDop was tilted so that the axis of the centre beam

was at a slight angle with respect to the bed normal, rotation angles βD(z) were computed

for each trial using the values of ũ13 and V33 from within the moving layer using Eq. 5.15,

thereby forcing w in the moving layer to zero. The velocities were then converted to chute

coordinates using Eqs. 5.13 and 5.14. The average value of βD from 3 repeat trials was

2.8◦ ± 0.4◦.

An example of the 5 s average profiles of ũ and w̃ measured by the Vectrino for a

single trial of G is given in Fig. 5.4. The x component of velocity does not go to zero

at z = 0 due to the high attenuation of sound in this medium at 10 MHz. Therefore, the

velocities measured deeper within the moving layer in fact represent contamination from
the sediment-water interface via the sidelobes in the transducer beam pattern. For these

bins, the measured z component of velocity, w̃, is non-zero, indicating that the Vectrino

was tilted relative to the sediment-water interface. Therefore, the Vectrino measurements

were rotated to chute coordinates using Eqs. 5.13 and 5.14. To do so, an average rotation

angle, βV (Eq. 5.15), was computed for each trial using the velocity bins within the

moving layer from z = 0 to z corresponding to the maximum value of ũ within the

moving layer (highlighted in Fig. 5.4). The computed rotation angle was small, with a

mean rotation angle of 2.5◦ ± 0.1◦ for all the G trials. The velocities corrected to chute

coordinates are also plotted in Fig. 5.4, showing the near zero values of w, and that u

overlays ũ.

5.5 Results 1: Velocity Profiles
5.5.1 MFDop vs PIV
Vertical profiles of u(z) measured by the side-view camera and the MFDop averaged

over 5 s and three repeat S2 trials are shown in Fig. 5.5. The error bars denote the

minimum and maximum values and indicate the repeatability of the measurements. The

MFDop u profile exhibits a velocity maximum within the moving layer, bounded above

and below by shear layers: one immediately above the bottom and one spanning the

sediment-water interface. The mean thickness of the moving layer estimated from the

MFDop measurements was 9.2± 0.5 mm, corresponding to 23 grain diameters (see Table
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Figure 5.4: Vertical profiles of the x and z components of velocity obtained with the
Vectrino in instrument (ũ,w̃) and chute (u,w) coordinates for aG single trial. The average
rotation angle for this trial, βV = 2.6◦, was computed using the yellow velocity bins (see
also Sec. 5.4.5). The thickness of the moving layer, h, is also indicated.

5.2). Compared to theMFDop estimates, velocities measured by the side-view camera are

much lower (≤ 1 cm/s compared to ≤ 8.2 cm/s), and do not exhibit a velocity maximum
at depth within the layer. The flow thickness estimate from the side-view is 35% less than

the acoustic estimate. Visual observations indicated that the moving layer was thinner at

the side wall. We attribute these differences to the effects of sidewall friction.

Table 5.2: Results from the MFDop velocity measurements where h̄ is the moving layer
thickness and ūm is the maximum velocity located at zm within the moving layer. The
overbar denotes the average overN trials (see Table 5.1). Also listed is ζ computed using
Eq. 5.19.

Granular medium h̄ h̄/d50 ūm zm/h̄ ζ
[mm] [cm/s] [s/m2]

G 7.70 ± 0.08 23.0 8.0 0.56 1920
S2 9.2 ± 0.5 22.6 8.0 0.66 834

Time series of the x component of surface velocity measured by the MFDop and

top-view camera for a single trial of S2 sand are plotted in Fig. 5.6. For the MFDop,
the surface velocity was given by u at z = hD. Both the top-view camera and MFDop

data were averaged over 1 s intervals. The surface velocity averaged over the 5 s window
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Figure 5.5: Vertical profile of the x component of velocity averaged over three repeat S2
trials measured by the MFDop (blue) and the side-view camera (red). Horizontal bars
denote the minimum and maximum mean values for the three repeat trials. The mean
thickness of the moving layer estimated from the MFDop backscatter amplitude and side-
view camera imagery are indicated by the light blue and pink lines, respectively. The
black line indicates the chute bottom at z = 0.

(dashed vertical bars in Fig. 5.6) and then over three repeat trials is 7.1 cm/s ± 0.3 cm/s

and 4.6 cm/s ± 1.4 cm/s for the top-view camera and MFDop data, respectively. The

MFDop velocity profile in Fig. 5.5 indicates a velocity of∼7 cm/s at about 1 bin below the
estimated sediment-water interface. The difference in surface velocity estimates from the

top-view camera and the MFDop seems likely to be due to the two instruments capturing

different parts of the moving layer, with the top-view camera imagery being biased toward

particles at z-values below the position of the sediment-water interface detected by the

MFDop.

5.5.2 MFDop versus Vectrino
The backscatter amplitude in dB (i.e., 20 log10 A) registered by the MFDop for a single

G trial is shown in Fig. 5.7a with 2 s averaged u velocity profiles from the MFDop
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Figure 5.6: Mean x component of 1-s average velocity obtained from the top-view camera
(black line) for a single S2 trial and from theMFDop at the sediment-water interface (blue
line). Both quantities have been averaged over 1 s intervals. The vertical grey and blue
lines represent ±1 standard deviation. Over the 5 s interval indicated by the vertical
dashed lines, the mean velocity is 7.0 cm/s and 5.7 cm/s for the top-view camera and
MFDop, respectively.

and Vectrino overlayed. The MFDop data show that the flow is quite steady within the

moving layer during the 5 s to 15 s interval after passage of the front. MFDop and Vectrino

vertical profiles of u and w averaged over the 5 s window from t = 6 to 11 s and over

similarly-chosen 5 s windows for 6 repeat trials are presented in Fig. 5.7b and c. The mean

thickness of the moving layer measured by both instruments is comparable, differing by
only 1 or 2 bins.

The MFDop u profiles in Fig. 5.7a and b exhibit a maximum velocity within the

moving layer with velocities tending to zero at z = 0, similar to the observations for

the S2 sand in Fig. 5.5. In the water column, the MFDop and Vectrino u velocities

agree and tend toward zero with increasing distance away from the moving layer. Within

the moving layer, the u profiles from the two instruments are in good agreement in the

upper part of the flow, both exhibiting similar values and negative shear rates above the

velocity maximum at mid-depth within the moving layer. However, the profiles diverge

markedly as the bed is approached. In contrast to the MFDop measurements, the Vectrino

u velocities close to the chute bottom (open circles in Fig. 5.7b) do not tend toward zero,

instead remaining almost constant at the maximum value, for the reasons discussed in Sec.

5.4.5. The w velocities within the moving layer are near zero for both instruments.
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Figure 5.7: (a) Backscatter amplitude from the MFDop centre beam for a single G trial.
The cyan line indicates the sediment-water interface. The horizontal black line is the chute
bottom. Profiles of 2 s averaged u velocity measured with the MFDop and Vectrino are
indicated in blue and pink, respectively. All Vectrino profiles except the first are truncated
at the sediment-water interface, to reduce clutter. (b) Vertical profiles of u and (c) w
averaged over a 5 s window and 6 repeat trials. The open circles represent the erroneous
Vectrino data (see text). The error bars are ±1 standard deviation. The horizontal light
blue and pink lines are the mean thickness of the moving layer measured by the MFDop
and Vectrino, respectively.
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5.6 Results 2: Model Predictions
5.6.1 Assumptions
TheMFDop velocity profiles in Fig. 5.7a indicate that during the 5 < t < 15 s interval the

2-s mean flow profiles were steady, and the flow thickness constant, justifying the assump-

tion of steady flow in Eq. 5.1. Given the good agreement between MFDop and Vectrino

measurements of u at and immediately below the sediment-water interface, and given the

5 cm separation in y between these two instruments, it follows that lateral friction effects

were small and can be neglected. Thus, we are justified in adopting the 2-dimensional

form of the x-component of the momentum equation, a conclusion which is consistent
with the small h/W aspect ratio of the granular flows in these experiments. Furthermore,

as indicated by Fig. 5.7c, w ∼ 0 throughout the moving layer, so ∂w/∂z ∼ 0. It follows

from the 2-D form of the continuity equation that ∂u/∂x ∼ 0. We are therefore justified

in dropping the advective term from the momentum balance as well. Thus, the momen-

tum balance reduces to Eq. 5.1 which is used to predict the flow and effective viscosity

within the moving layer using the two approaches outlined below.

5.6.2 Constant density model
The MFDop u velocity profile for the glass beads in Fig. 5.7b has the parabolic shape

characteristic of plane Poiseuille flow (Kundu, 1990), despite the flow here being driven
by gravity instead of an externally-imposed pressure gradient, and the absence here of a
no-slip condition at the upper boundary. In the simple case of a constant density profile
in the moving layer, Eq. 5.1 becomes

μe
d2u

dz2
= −ρ̂g sinαc (5.16)

where the effective viscosity, being a function of porosity, is independent of z as well.
Invoking the boundary conditions u = 0 at z = 0 and γ = 0 at the velocity maximum at
height zm within the moving layer, the solution to Eq. 5.16 is parabolic:

u(z) = −ζ

2
g sinαc(z

2 − 2zmz) (5.17)

where
ζ(n) =

ρ̂

μe
(5.18)
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and u = um at z = zm. Eq. 5.17 indicates that if zm ≥ h/2, u(h) ≥ 0. The parameter ζ

was determined from Eq. 5.17 at the velocity maximum:

ζ =
2um

g sinαcz2m
(5.19)

Given a value for ζ , and a relationship for μe as a function of n, the corresponding values

of n and μe can then be calculated.

5.6.3 Variable density model
A second model was constructed to allow the porosity to vary with z, accounting for the

vertical variations in the shear rate. Profiles of μe(z) were obtained by piecewise integra-

tion of Eq. 5.1 using two approaches: bottom-up or top-down. Eq. 5.1 was integrated

from z to z + Δz in the former and from z to z − Δz in the latter. Using Eq. 5.2, the

effective viscosity in each bin is

μe(z ±Δz) =
τ(z)− ρ̂(z)g sinαcΔz

γ(z ±Δz)
(5.20)

where ρ̂(z) has been assumed constant in eachΔz interval. In the top-down approach,the

only unknown is the porosity at z = h, since a value for the shear is provided by the data.

The porosity output from the constant density model, n, was used.

In the bottom-up approach, both the shear and the porosity at z = 0 are unknown. An

estimate for the bottom shear was obtained by integrating Eq. 5.16 from 0 to zm (making

use of γ = 0 at zm) and using Eq. 5.2 to get

γ(0) =
ρ̂(n)g sinαczm

μe(0)
. (5.21)

Integrating Eq. 5.1 over the half bin from z = 0 to z = Δz/2 yields the effective viscosity

at Δz/2

μe(Δz/2) =
τ(0)− ρ̂(0)g sinαcΔz/2

γ(Δz/2)
(5.22)

where τ(0) = μe(0)γ(0) with γ(0) given by Eq. 5.21 and μe(0) given by Eq. 5.7 with

n(0) set equal to the measured porosity for stationary sediment (Table 2.3).
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5.6.4 Glass beads
The MFDop velocity profiles for the 6 repeat G trials are plotted in Fig. 5.8 together with

their ensemble average, ū(z), where the overbar denotes the average over N trials (Table
5.1). Also indicated is the corresponding maximum velocity, ūm, at height zm within

the moving layer (listed in Table 5.2). This value was obtained from a second order

polynomial fit to three points bracketing the maximum observed ū. The profile obtained

from the constant density model, Eq. 5.17 with ζ given by Eq. 5.19 and the values listed

in Table 5.2, is also plotted. The value of R2 between the observed ū profile and the

model prediction is 0.94.

Figure 5.8: Vertical profiles of 5 s averaged u velocities measured with the MFDop for 6
repeat G trials. The velocity, ū, and height of the sediment-water interface, h̄, averaged
over the 6 repeat trials are indicated. The star is the maximum velocity from a second
order polynomial fit to three points around the maximum of ū. The dashed red line is the
fit to the constant density model, Eq. 5.17 with φ0 = 0.6. The coefficient of determination,
R

2 = 0.94, between ū and the model is indicated.

From the computed ζ parameter (Eq. 5.19 and listed in Table 5.2), the porosity n and

relative viscosity μr = μe/μw of the moving layer were determined using Eq. 5.18 with

Eq. 5.3 for ρ and Bagnold (1954)’s expression for μe in the macro-viscous regime, Eq.

5.7 with φ0 = 0.6. The resulting values are listed in Table 5.3. Given the constant density

profile assumed in the model, these two parameters represent the depth-averaged values
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for the moving layer. The predicted porosity is higher than that measured for stationary

glass beads (Table 2.3), consistent with the physics of the layer being more dilute due to

shear-induced dilation. Also listed is the Reynolds number, Re = ρūmh̄/μe with ρ given

by Eq. 5.3 using the porosity from the model output n. The computed Reynolds number

is small, consistent with laminar flow.

Table 5.3: Results from the constant density model where n and μr are the porosity and
relative viscosity of the moving layer, λ is given by Eq. 5.5 and Re is the Reynolds
number.

Granular medium n1 μr λ Re
G 0.462 409 27 2.7
S2 0.438 1115 46 1.3
1Computed using Eq. 5.7. If Eq. 5.6 is used instead, n values are reduced by ∼ 2%.

The shear at the chute bottom and sediment-water interface were estimated from a fit

to the two points of ū closest to z = 0 and h̄, respectively. Inserting these values into Eq.

5.2 and using the predicted depth-averaged effective viscosity (Table 5.3), the magnitude

of the shear stress divided by ρ (Eq. 5.3 using n) was 35 cm2/s2 at the bottom and 46

cm2/s2 at the interface. These values are more than 2 orders of magnitude larger than the

observed Reynolds stresses at the interface (see Sec. 5.10), indicating that the stress at

the interface is dominantly viscous, and that the Reynolds numbers of these flows were
too low for turbulence to play a role in the dynamics.

Results from the variable density model (using the equations given in Sec. 5.6.3)

are plotted in Fig. 5.9 for both the top-down and bottom-up approaches to the piecewise

integration. In Fig. 5.9a, the measured MFDop shear profile with the value at z = 0

computed using Eq. 5.21 is compared to the linear shear profile from the constant density

model obtained from differentiating Eq. 5.17 with respect to z. The predicted profiles of

viscosity using both approaches are comparable to each other and to the estimate from

the constant density model. However, the estimate of μr at the z = 0 from the bottom-up

approach is more than 400 times larger than μr from the constant density model. This

difference stems from the requirement to assume values for n(0) and γ(0). The profiles

of λ and Bagnold number are also plotted in Fig. 5.9. The predicted Bagnold numbers

are less than 40, confirming that the flow is in Bagnold’s macro-viscous regime. The
structure in the predicted porosity profile is driven by the shear with both approaches

112



predicting higher porosities at or just above the height of the velocity maximum, zm. The

porosity profiles from both approaches tend toward lower values in the layer between

the velocity maximum and the bed. Otherwise, the predicted porosity profiles oscillate

around the estimate from the constant density model with the average porosity from either

approach only differing by 0.9% and 2.7% compared to n.

Figure 5.9: (a) MFDop-measured shear rate profile. The data point at z = 0 was esti-
mated using Eq. 5.21. Profiles of (b) relative viscosity, μr, (c) porosity, n, (d) linear grain
concentration, λ (Eq. 5.5) and (e) Bagnold number (Eq. 5.4) obtained for both versions of
the variable density model. The horizontal solid cyan and grey lines indicate the average
height of the sediment-water interface, h̄, and the height of the velocity maximum, zm, re-
spectively. In (a), the dashed grey line is the modelled shear obtained from differentiating
Eq. 5.17 with respect to z. In the other subplots, the dashed grey lines are the parameters
from the constant density flow model listed in Table 5.3.

5.6.5 Sand
Fig. 5.10 presents the model-data comparisons for theS2 trials. The value of um is similar

to that obtained forG, but located closer to the sediment-water interface. The shape of the
velocity profile for S2 is less parabolic than that for G, but the fit to the constant density

model is still quite good with anR2 value of 0.83. Also similar to G, the predicted depth-

averaged porosity in the moving layer is larger than that measured for stationary sediment

(Tables 2.3 and 5.3). The predicted depth-averaged effective viscosity for S2 is 2.7 times

larger than that for G (Table 5.3).

The shear stress at the sediment-water interface and chute bottom were determined

in the same manner as that described for G in Sec. 5.6.4. Absolute values of 182 cm2/s2
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Figure 5.10: Same as Fig. 5.8 except for 3 repeat S2 trials.

(bottom) and 73 cm2/s2 (sediment-water interface) were computed for S2, which are 5.2

and 1.7 times larger than those obtained forG, respectively. The higher values of effective

viscosity and shear stress at the upper and lower boundaries of the flow for sand compared

to glass beads are consistent with scanning electron microscope images showing that the

beads are much smoother and rounder than the irregularly shaped sand grains (Hare and
Hay, 2018).

Results for S2 from both approaches of the variable density model are plotted in

Fig. 5.11. Compared to the results for G, the measured shear profile deviates slightly

more from the predicted linear profile of the constant density model due to the velocity

profile being less parabolic. However, comparable to G, the predicted relative viscosity

and porosity from both approaches oscillate around the values from the constant density

model, and exhibit similar tendencies toward higher porosities in the layer above the
velocity maximum and lower porosities in the layer between the velocity maximum and

the bed. The Bagnold number is generally less than 40, confirming that most of the

flow is in the macro-viscous regime. The values of Ba in the bins closest to the bottom

are higher, suggesting that the nearbed flow may be in the lower end of the transitional

regime (though still well below the grain-inertia regime for which Ba> 450).
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Figure 5.11: Same as Fig. 5.9 except for S2.

5.7 Discussion
5.7.1 Identifying the sediment-water interface
In order to determine the appropriate criterion for estimating the range to the interface

from the observed backscatter amplitude profile, the quasi-2D single-scattering reflection

model described in Hare and Hay (2020b) was implemented for G at 1.2 MHz. The

model is briefly summarized here. Discrete particles are selected at random from the

parent size distribution and placed side-by-side in a row. The particles in the row then

undergo Guassian-distributed random vertical displacements so that the modelled surface

roughness was close to the measured value. The quasi-2D array of particles is created

from successive rows separated by a distance equal to the maximum grain diameter.

Here, the finite duration of the transmit pulse was taken into account. The transmit

pulse was a 1.2 MHz cosine with a Hanning window applied to taper it and a pulse length

τp = 1.5 μs. The backscattered pressure from the jth particle in a given row is

pj = p∗r∗
√
σj

D2
j

r2j
e−2αwrj cos(ωt− φj) (5.23)

where p∗ is a reference pressure, r∗ is a reference distance, σj is the backscatter cross-

section for the jth particle and p∗r∗
√
σj is set to unity. In addition, ω is the angular

frequency, Dj is the transducer directivity, rj is the distance from the transducer to the

particle center and φj is the phase difference between the ray path to particle j and that
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to the particle at the origin. The attenuation of sound through the water column, αw,

is taken into account (Medwin, 2005, Eq. 2.73 for 1.2 MHz in 20◦C fresh water). For
each particle, the backscattered return was shifted in time based on the distance from

the transmit transducer to the particle. Returns from the particles within the transducer’s

frequency-dependent circular footprint are summed in time and the two-way travel times

converted to range using the water sound speed, cw. The summed amplitudes were then

range-gated by taking the rms value of the amplitude within bins sized cwτp/2 = 1.1 mm,

which is the same size as the bins for the MFDop measurements.

The range-gated backscatter amplitude predicted by the model is plotted in Fig. 5.12a.

The range to the sediment-water interface, η, given by the mean distance to the particles,

lies above the range to the maximum amplitude. This result is due to the fact that the

number of particles in any given constant-width annulus on the surface increases with
increasing rj . The synthetic profile can be compared to the averaged backscattered ampli-

tude measured by the MFDop center transducer given in Fig. 5.12b. Similar to the model,

the average height of the sediment-water interface lies above the peak amplitude from the

surface particles, validating the choice of amplitude threshold for identifying the range to

the sediment-water interface.

5.7.2 Possible biases due to beam geometry
A potential concern is the contamination of the amplitude returns from the signal side-

lobes at the interfaces. The polar angle to the peak of the first sidelobe, βs, is 5.3◦ at

1.2 MHz (Hare and Hay, 2020b, Table II). Let R1 be the vertical distance between the

MFDop center transducer and the sediment-water interface and R2 = R1/ cos(βs), which

represents the distance from the sidelobe to the sediment-water interface. For two-way

travel andR1 = 0.136m (the range to sediment-water interface forG), the contamination

from the sidelobe return from the sediment-water interface would come later at a range
of 2R2 − 2R1 = 1.16 mm, almost equal to the bin width. However, the square of the di-

rectivity at the sidelobe angle is 1.7% of that at the centre of the main lobe and therefore

should have less impact than the stronger returns from the main lobe from within the mov-

ing layer. In comparison, the contamination from the half width of the main lobe at 1.2

MHz is 0.6 mm, i.e. about half the bin size, and so main lobe returns would be contained

within 1 bin for the pulse lengths used here. For the chute bottom, any sidelobe return

would come later and therefore would not affect the returns from within the moving layer.
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Figure 5.12: (a) Range-gated backscatter amplitude predicted by the quasi-2D single-
scattering reflection model described in Chap. 4 (Hare and Hay, 2020b) for G at 1.2
MHz. The specified range to the sediment-water interface, η, is given by the cyan line.
Vertical profiles of A (b) and u (c) measured with the MFDop and averaged over the 5
s window for 6 repeat G trials (grey), where z has been normalized by the median grain
diameter, d50. The velocity, ū, backscatter amplitude, Ā, and height of the sediment-water
interface, h̄, averaged over the 6 repeat trials are indicated. The black line is the chute
bottom.

Another potential concern is the contamination of the velocities within range bins just

above a strongly-reflecting interface due to the path of least time taken by the interface-

reflected pulse to an outboard transducer compared to that for the centre transducer due

to the MFDop transducer geometry (Hay et al., 2012; Hare et al., 2014). For the current
version of the MFDop with 5◦ bisector angles and for rD = 14.4 cm (Table 5.1), the path

of least time taken by the interface-reflected pulse to an outboard transducer is shorter by

0.5 mm than that for the centre transducer. Thus, the width of the interface contamination

zone is small compared to the bin width and should not affect the velocity measurements

one bin above the interfaces. This is one of the reasons 5◦ was chosen for the MFDop

bistatic angle for these experiments. However, within one bin close to a strongly reflecting

interface, the velocities will be contaminated.
In Fig. 5.12c, u at the chute bottom is not quite zero. This result is due to the finite bin

size (3.3d50 for G), where the velocities right at the chute bottom are being contaminated

by the very small velocities of the particles just above the bottom as well as the bottom

contamination described above.
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5.7.3 Bagnold (1954)
The results reported by Bagnold in his 1954 paper have been revisited by Hunt et al.
(2002), pointing out that the height-to-gap ratio of the test section in Bagnold’s concentric
rotating cylinders was smaller than it should have been – given previous work with fluids

free of particles – to be fully assured that the torque from the end caps would not have

contributed significantly to the dynamic balance. Based in part on numerical simulations,

Hunt et al. (2002) concluded that the end plates would have generated a secondary cir-
culation in the annulus which would have significantly affected Bagnold’s measurements
especially at high rotational speeds, corresponding to the grain-inertia regime. However,

Hunt et al. (2002) concluded that the effects of the end cap boundary layers would have
been small at the low Reynolds number (Re< 100) corresponding to the macro-viscous

regime. Given the very low Reynolds numbers (Table 5.3), Eq. 5.2 should be applicable

for the conditions in the experiments presented here.

The predicted porosities and viscosities depend on the value used for the maximum

possible static concentration, φ0. For the depth-averaged porosity estimates from the

constant density model (Table 5.3), φ0 = 0.6. Theoretically, the maximum value of φ0

is 0.74 for perfect spheres in a rhombohedral packing arrangement (Graton and Fraser,
1935). However, in order for the model predictions of n to be larger or equal to the

measured porosity of the stationary sediment, φ0 had to be less than 0.67 for G and less

than 0.63 for S2. For values of φ0 ranging from 0.55 to these maximum possible values

of φ0, the predicted porosity varies by 28% for G and 18% for S2.

Bagnold (1954) argued that his relation should be applicable to granular flow down an
incline. However, the confining pressure in Bagnold’s experiments was provided by the
flexible wall of the inner cylinder in his apparatus, whereas the only confining pressure in

the present experiments is due to the immersed weight of the grains.

5.7.4 Comparison to previous work
Assuming hydrostatic conditions (the case here because the flow is steady, and w ∼ 0

within the moving layer), the effective normal stress is given by

Pg = ρ̂g cosαc(h− z). (5.24)
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Several groups investigating granular flow dynamics (e.g. MiDi (2004); Cassar et al.
(2005); Forterre and Pouliquen (2008)) have adopted an empirical approach that relates
Pg to the shear stress: e.g., τ = PgμI(I), where μI is a friction coefficient depending on

the inertial number, I , a dimensionless parameter. In the viscous regime, Cassar et al.
(2005) propose that the viscous number, Iv, given by

Iv =
|γ|μw

αpPg
(5.25)

should be used instead of I . For steady uniform flows on an inclined plane, Cassar
et al. (2005) concluded that μI = τ/Pg = tanαc and is therefore constant with Iv being

independent of z, yielding

u(z) =
Ivαp

μw

ρ̂g cosαc(h− z/2)z. (5.26)

Eq. 5.26 is parabolic but, unlike Eq. 5.17, does not have a velocity maximum for z < h

because friction at the sediment-water interface is not taken into account. Cassar et al.
(2005) were able to measure only the surface velocity and could not observe the vertical

structure of the flow within the moving layer.

Courrech du Pont et al. (2003) show that the viscous regime is defined for values of
the Stokes number much smaller than 1 and for the square-root of the density ratio to be

much greater than the Stokes number. The Stokes number, a non-dimensional parameter

representing the relative importance of fluid viscous and grain inertia effects, is given by

(Courrech du Pont et al., 2003; Cassar et al., 2005)

St =
(
2

3

)1/2 αpd50
√
ρsPg

μw

(5.27)

where αp is a constant related to the permeability of the medium. Cassar et al. (2005)
used the value of 0.01 for their glass bead experiments based on the upper limit proposed

by the literature. For the present glass bead trials, the Stokes number (Eq. 5.27 with Eq.

5.24 using the depth-averaged porosity n listed in Table 5.3) is less than 0.02 throughout

the moving layer, indicating that the flow was in the viscous regime. In addition, values
of Iv, computed using the MFDop shear rate, were less than 0.04 within the moving layer.
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5.7.5 Future work
The model fits to the observed velocity profile involve the parameter ζ , which is a function

of both the density and effective viscosity in the moving layer (Eq. 5.18). To properly
test Bagnold (1954)’s and/or any alternative relation, independent measurements of the
porosity would be needed. Acoustics could offer two possible approaches, in principle

at least. Porosity could potentially be estimated from changes – between the moving

and motionless states – in the amplitude of the sound reflected from the sediment-water

interface. However, the reflection coefficient is a function of both the porosity and surface

roughness (Hare and Hay, 2020b), so the change in surface roughness between moving
and motionless sediment would also need to be measured. Alternatively, the attenuation

of sound also has a dependence on n, and could possibly be estimated from the amplitude

of the transmitted sound.

5.8 Summary and Conclusions
Experiments on granular flow down an incline over a fixed roughness bed were carried

out in a water-submerged rectangular chute. Glass beads (G) and natural sand (S2) with

median diameters of 336 μm and 406 μm were used. The chute was secured at an angle

of 27.1◦ for G and 32.5◦ for S2. Sediments were released in the upstream portion of the

chute, producing a moving layer with a thickness of 23 grain diameters. The velocity

profile within the moving layer was measured using a wide bandwidth pulse coherent

Doppler profiler (MFDop) operating at 1.2 MHz. The MFDop velocities at the sediment-

water interface are comparable to those made with a commercially-available Doppler pro-

filer (Vectrino) operating at 10 MHz. However, velocities deeper within the moving layer

could not be resolved with the Vectrino due to attenuation at the higher transmit frequency.

Velocity profiles obtained with video imagery through the chute sidewall indicate much
slower flow speeds and a velocity maximum at the sediment-water interface. Both effects

are attributed to sidewall friction.

The measured MFDop velocity profile has a parabolic shape similar to Poiseuille

flow, except that the flow at the upper boundary – i.e., the sediment-water interface – is

non-zero. Using a constant density model, good agreement is found between the pre-

dicted and measured velocity profile. Given this good agreement, we conclude that the

granular flows studied here can be considered an incompressible continuous fluid with
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bulk properties depending on the concentration of the grains, i.e. the shear stress equals

the effective viscosity of the water-saturated granular media multiplied by the shear rate.

The parabolic fit for the sand was not quite as good as that for the glass beads, likely

due to the rougher surfaces and irregular shapes of the sand grains compared to the glass

beads. Using Bagnold (1954)’s expression for effective viscosity for the macro-viscous
regime, predictions of the depth-averaged porosity and viscosity of the moving layer were

obtained. The model-predicted depth-averaged porosity is larger than that measured for

the stationary granular material. The predicted depth-averaged viscosity of the moving

layer was 409 and 1115 times larger than that of water forG and S2, respectively. Results

from a variable density model were consistent with the results from the constant density

model and showed that the structure in the predicted profiles of n and μe were driven

by shear. The Bagnold number was generally less than 40, confirming that the flow was
in Bagnold (1954)’s micro-viscous regime. Reynolds numbers and Reynolds stress were
low, signifying that turbulence does not play a dominate role in the flow dynamics.
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5.10 Supplementary Material
Vertical profiles of Reynolds stress, −u′w′ where the overbar denotes a time average and

primes denote fluctuations about the 5 s mean, were estimated from the MFDop and

Vectrino data. The results for the glass bead trials are presented in Fig. 5.13. The profiles

exhibit little consistent variation with height. The value at the sediment-water interface

is 0.06 cm2/s2 and 0.001 cm2/s2 estimated from the MFDop and Vectrino measurements,

respectively.
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Figure 5.13: Vertical profiles of Reynolds stress computed from the MFDop and Vectrino
measurements averaged over 6 repeat G trials. Erroneous Vectrino data are indicated by
the open circles. The error bars are ±1 standard deviation. The mean thickness of the
moving layer measured by the MFDop and Vectrino are indicated by the light blue and
pink lines, respectively.
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CHAPTER 6

CONCLUSIONS

The results presented in this thesis can be divided into two parts: laboratory measurements

of (1) the geoacoustic properties of water-saturated granular sediments at MHz frequen-

cies and (2) the vertical structure of sub-aqueous gravity-driven granular flows. In the first

part of the thesis, measurements of the attenuation, phase speed and group speed within

water-saturated granular sediments, as well as the reflection coefficient at the sediment-

water interface are presented. The measurements were made in the scattering regime over

1.0 to 2.0 MHz frequency range, corresponding to 0.5 < ka < 1.2, where k is the acoustic

wave number in water and a is the median grain radius. The granular materials used were
natural sand and glass beads. In the second part of the thesis, granular flows down an

incline were carried out in a water-submerged rectangular chute by releasing sediments

from a cofferdam located upslope, producing a layer with a thickness of O(1) cm mov-

ing at O(10) cm/s. Measurements were made for granular flows over a fixed roughness

bed and over an erodible bed of like material. Vertical profiles of downslope velocity

were obtained remotely using a wideband pulse-coherent acoustic Doppler profiler (MF-

Dop). The results are compared to measurements from a commercially-available Doppler

profiler (Vectrino) and from side-view and top-view video cameras.

These datasets are used to address the following objectives: (1) determine the size/frequency-

dependence of the geoacoustic properties of water-saturated granular sediments, (2) inves-

tigate the dependence of these properties on particle concentration and (3) characterize the

internal structure of velocity within gravity-driven sub-aqueous granular flows over fixed
roughness and erodible beds.
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6.1 Key Findings and Implications

1. Sound speed and attenuation versus themultiple scattering prediction of Schwartz
and Plona (1984)
Attenuation and group speed in water-saturated natural sand and glass beads were

measured for 0.5 < ka < 1 using a single in-water transducer in a monostatic re-

flection geometry (Chap. 2). The results are consistent with reported measurements

made in the more traditional transmission geometry using two transducers. The

phase speed estimates, which were based on travel times through granular layers

with one in-water transducer and one buried transducer, are consistent with previ-

ously reported data (Chap. 3). The measurements confirm the (ka)4 dependence of

attenuation and the negative dispersion of phase and group speeds predicted by the

multiple scattering theory of Schwartz and Plona (1984) for ka � 0.5.

The thesis has validated the use of the monostatic geometry for measuring attenua-

tion, which enabled the design of the chute experiments. The measured attenuation

coefficients at 1.2 MHz indicate an e-folding scale (accounting for two-way travel)

of 1.4 cm for stationary glass beads (Chap. 2). For the granular flow measurements

over a fixed roughness bed presented in the thesis, the thickness of the moving

layer was ∼1 cm, implying that it was thin enough to be probed acoustically at the
transmit frequency of 1.2 MHz.

2. The dependence of sound speed and attenuation on porosity

Group and phase speed measurements in water-saturated granular materials are
compared to estimates from the literature for ka � 0.2 (Chaps. 2 and 3). A

scaling factor Ψ depending only on porosity and the densities of water and sedi-

ment grains is introduced. Scaling by Ψ is shown to reduce the spread among the

group and phase speeds by factors of∼3 and∼2, respectively. Most of the collapse
is attributed to differences in porosity. Evidence is presented indicating that the

remaining spread among the Ψ-scaled phase speed measurements is likely due to

uncertainty in sediment porosity arising from the methods used to compact the sedi-

ments. Similarly, the scatter among the present and previously reported attenuation

measurements for 0.03 < ka < 10 is greatly reduced when dividing by the solid

volume fraction (Appendix D), implying that the attenuation is linearly dependent
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on particle concentration (i.e., porosity) to first order.

This is the first time that all reported estimates of attenuation and sound speed for

ka � 0.1 have been collected together. The collapse of these data sets in non-

dimensional space has allowed inferences to be made on the dependence of sound

propagation on frequency, grain size and particle concentration in sand-sized granu-

lar materials at MHz frequencies. These results can be used to validate and improve
multiple scattering models. In addition, the insight provided on the concentration

dependence of attenuation is of use for inverting backscatter measurements to con-

centration estimates, especially for obtaining concentration profiles within granular

flows.

3. The size/frequency-dependence of the reflection coefficient versus Eckart (1953)’s
prediction.
Reflection from the sediment-water interface is investigated at frequencies from 1.2

to 2.0 MHz using a broadband narrow-beam transducer at near-normal incidence

(Chap. 4). The roughness of the sediment-water interface was measured using

side-on, high-resolution photographs of the interface. The resulting bed elevation

distributions are Gaussian with roughness parameters close to 1, indicating that the

reflected pressure field is mainly due to coherent scattering. The measured reflec-

tion coefficients are consistent with the prediction of Eckart (1953) for a rough
surface with Gaussian-distributed surface elevations.

Few measurements exist of the reflection coefficient for ka values of order unity.

This thesis presents new reflection measurements as well as estimates of the rough-

ness of the sediment-water interface, allowing comparison to be made to Eckart’s
model. To my knowledge, the Eckart model has not been previously applied to
reflection at normal incidence from sand-sized granular sediments at wavelengths

comparable to the grain size. Given that the Eckart model accounts for much of
the observed size/frequency-dependence of the reflection coefficient in this range

of ka, the model can be used to interpret acoustic returns in other conditions, in-

cluding field experiments.

4. A single-scatteringmodel of backscatter from sub-aqueous granular interfaces:
the probability distribution of amplitude and decorrelation lengths
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A single-scattering model of reflection from the surface of a granular medium at

wavelengths comparable to the grain diameter was developed and is shown to re-

produce the observed Gaussian distribution of the reflected amplitude (Chap. 4).

The model also reproduces the observed oscillatory variations in the amplitude of

the reflected pulse as the transducer was translated horizontally and the associated

decorrelation length scales: i.e, ∼20% of the transducer diameter, independent of

grain size or acoustic frequency. This behaviour is a consequence of speckle in the

reflected amplitude field.

This is the first time that the decorrelation length has been investigated for the sur-

face of a granular medium and that the spatial variations in the amplitude of the

reflected pressure field have been attributed to speckle. These results increase our

understanding of reflection from rough granular surfaces, which is also of interest

to other fields such as the medical field (e.g. ultrasound imaging systems).

5. Vertical velocity profiles within a flowing granular layer
Vertical profiles of velocity within a gravity-driven granular layer over a fixed rough-

ness bed were obtained with the MFDop operating at 1.2 MHz (Chap. 5). The MF-

Dop measurements in the upper part of the flow are consistent with measurements

from the Vectrino operating at 10 MHz, and with particle imaging velocimetry es-

timates obtained with a top-view video camera. The velocities deeper within the

moving layer could not be resolved with the Vectrino due to attenuation at its higher

transmit frequency. Shear layers are present above and below a velocity maximum

within the moving layer. The MFDop downslope velocities tend towards zero close

to the chute bottom as expected.

Compared to field or large-scale flume experiments, the use of the chute allowed

for a detailed exploration of granular flows as well as better control over the ex-

perimental conditions. The thesis shows that measurements of the internal velocity

structure within a moving sediment layer can be achieved at high spatial and tem-

poral resolution using a wideband pulse-coherent Doppler profiler. This is the first

time that such measurements are made for gravity-driven granular flows using sed-

iment with densities similar to that of sand. Not only do these results validate the

use of acoustics for measuring granular flows, but they also provide the basis for
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making acoustic measurements of sediment flowing over like materials.

6. Porosity and effective viscosity within a sub-aqueous gravity-driven granular
flow
Good agreement is obtained between the observed velocity profile and that pre-

dicted from an analytic low Reynolds number viscous fluid model with constant

density. The porosity and effective viscosity within the moving layer are estimated

using Bagnold (1954)’s semi-empirical relation for the effective viscosity in the
macro-viscous regime. The model-predicted depth-averaged porosity is larger than

that measured for the stationary granular material, consistent with the moving layer

being more dilute due to shear-induced dilation. Results from a variable density

model indicate that viscosity and porosity are nearly independent of depth within

the moving layer, consistent with the predictions from the constant density model.

These granular flow results increase our understanding of the grain-scale physics

that regulate these types of flows, which can be used to validate numerical models.

7. Vertical profiles of velocity within a granular flow above an erodible bed.
Vertical profiles of downslope velocity within a gravity-driven granular layer flow-

ing over a bed of like material are presented in Appendix C. Similar to the fixed

roughness bed case, the downslope velocity profile exhibit a maximum bounded

above and below by zones of negative and positive shear. However, in the erodible
bed case, the velocities are non-zero below the initial undisturbed bed level (z = 0),

signifying that the deeper granular material was moving due to the shear stress ap-

plied by the particles above. In addition, the maximum velocity within the layer is

lower in the erodible bed case.

These chute experiments of gravity-driven granular flows moving over like materi-

als are particularly relevant to making acoustic measurements of sediment transport

in high concentration bedload conditions, e.g. sheet flow. For these thin granular
flows, the range resolution would have to be increased by decreasing the pulse

length allowing higher frequencies to be used. However, when choosing the trans-

mit frequency for a given grain size, there is a trade-off between range resolution

and the depth of penetration of the acoustic signal given the (ka)4 dependence of

attenuation.
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8. The roughness of the sediment-water interface of a granular flow

The roughness of the sediment-water interface of a moving layer, measured via

side-on video imagery, is larger than that for stationary sediment, implying that the

reflection coefficient would be lower for the moving layer (Appendix B).

9. Sound attenuation in a moving layer of granular material

In Appendix D, transmission measurements through a moving layer of glass beads

are used to obtain an estimate of sound attenuation of 31.6 Np/m. This estimate

is lower than the measured value of 37 Np/m for stationary glass beads, consistent

with the moving layer being more dilute. The two-way e-folding scale for the mov-

ing glass bead layer is 1.6 cm, compared to 1.4 cm for the stationary sediment. This

result indicates that the acoustically detectable thickness of sediment is larger for

moving sediment, as expected.

6.2 Future Work

In the chute experiments, porosity and effective viscosity within the moving layer are

estimated using Bagnold (1954)’s relationship, which are based on his sheared annulus
experiments where the confining pressure on the particles was provided by the flexible

wall of the inner cylinder. In the chute experiments, the confining pressure is due to

the immersed weight of the grains. Thus, to properly test the applicability of Bagnold
(1954)’s relationship for gravity-driven granular flows, independent measurements of the

particle concentration within the moving layer are needed. Since sound attenuation has a

dependence on concentration, the next steps would include inverting the range-dependent
acoustic measurements to concentration profiles. The preliminary results of this study

(Appendix D) are promising. Given the frequency-dependence of attenuation, it is ex-

pected that the use of multiple frequencies would be useful. The acoustically obtained

concentration profiles within the moving layer could be compared to estimates made us-

ing other non-invasive or minimally invasive technologies. Good agreement between

acoustic and conductivity probe measurements has already been found in sheet flow con-

ditions (Fromant et al., 2018), but using lightweight plastic mm-sized particles, not sand.
Another concentration estimate could be obtained using X-ray tomography.
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Attenuation measurements at different particle concentrations over 0.5 � ka � 1.5

are needed, especially given the (ka)4 dependence of attenuation in this region. New mea-

surements of α in a fluidized bed set-up – similar to that used by Argo IV (2012) – over this
ka range and over a wide range of volume concentrations should be made. These measure-

ments would be used to validate models of attenuation in high-concentration suspensions

for implementation in algorithms for inverting backscatter amplitude to concentration.

The phase speed and attenuation measurements, and most of those reported in the lit-

erature, were made using sediments with narrow grain size distributions. Phase speed and

attenuation measurements in bimodal grain size distribution for glass beads have been

reported (Yang and Seong, 2018). However, questions remain as to the dependence of
sound propagation and reflection in sediments with very broad or multimodal distribu-

tions. Measurements in these types of sediments should be made in the scattering regime.
In addition, measurements could be made in sediments with mixed mineralogical com-

positions and in sand-mud mixtures. These new laboratory measurements would help

interpret field measurements with complex sediment compositions as well as validate ex-

isting multiple scattering theories.
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APPENDIX A

SALINE DENSITY CURRENT

Using the chute set-up (Fig. 5.1), an experiment was devised to compare the Vectrino

and MFDop velocity measurements in a weakly scattering medium: a saline density cur-

rent. A saline solution with salinity of 71.7 was prepared by heating a mixture of salt

and tap water to 65◦C and stirring until the salt was fully dissolved. The solution was

allowed to cool before seeding material was added and then poured into the cofferdam.

The cofferdam was removed, allowing the solution to flow downslope as a saline density

current.

TheMFDop andVectrino data were synchronised by defining t = 0when the backscat-

ter amplitude exceeded a specified threshold, indicating the arrival of the leading edge of

the downslope flow. For this data set, 17 consecutive MFDop velocity profiles were aver-
aged together to compensate for the different number of ensemble pulse pairs registered

by the MFDop compared to the Vectrino. The MFDop and the Vectrino velocities were

then averaged over the same 15 s time window starting at t = 5 s. As indicated by Fig.

A.1, the averaged vertical profiles of downslope velocity measured by the two instruments

are in good agreement.
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Figure A.1: Vertical profile of the x component of velocity measured by the MFDop and
Vectrino for a saline density current. The open circles represent 15 s averages. The error
bars are ±1 standard deviation.
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APPENDIX B

SEDIMENT-WATER INTERFACE
ROUGHNESS FOR A MOVING LAYER

In Chap. 5, side-view videos of sub-aqueous gravity-driven granular flow down an incline

were recorded for the S2 sand size. The roughness of the S2 sediment-water interface can

be determined using the bed elevations computed from each frame recorded by the side-

view camera (see Sec. 5.4.3). Only frames corresponding to 5 s after the front passed were

used. For each frame, the bed elevation was detrended over 4 mm sections (i.e. ∼ 10d50).

The probability density distribution function (PDF) of the detrended bed elevations for

all three repeat trials (totalling 3697 frames) is plotted in Fig. B.1 and compared to a

Gaussian function with same variance. The distribution is symmetric about the median

value, with a skewness of 0.5 and a kurtosis of 4.4. The roughness, ση, given by the

standard deviation of all of the detrended segments, was 336 μm, which is 1.7 times the

grain radius. The average surface correlation length, Lη, from all segments was 255 μm
(see Sec. 4.3.2 for details as to how Lη was computed).

The value of ση is 3 times smaller for stationary sand (Table 4.3) than the value mea-

sured here for moving sand, however the surface correlation lengths are comparable for

both cases. The roughness parameter, g, is given by (2kση)
2, where k is the wavenum-

ber in water. For 1.2 MHz, g equals 1.4 and 11.7 for non-moving and moving S2 sand,

respectively. Using Eq. 4.9, the ratio of the incoherent intensity term to the coherent

intensity term is 0.4% for the value of g for stationary S2 sediment, indicating that the

return signal was predominately coherent in that case. However, the incoherent intensity

term is 21 times larger than the coherent term for moving S2 sand, implying that the con-

tribution from incoherent scattering is non-negligible for moving sand. Note that these
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data

Gaussian

Figure B.1: Probability density distribution of the interface at the top of the moving layer,
η, normalised by the standard deviation, ση. Only frames corresponding to 5 s after the
front passed the measurement point were used. The dashed line is a Gaussian distribution
with unity standard deviation.

measurements of surface roughness are based on side-view images and therefore are not

representative of the faster flow present in the middle of the chute where the MFDop
measurements were made (as discussed in Chap. 5).
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APPENDIX C

VELOCITY STRUCTURE IN
SUB-AQUEOUS GRANULAR FLOW
DOWN A SLOPE: ERODIBLE BED

In Chap. 5, measurements of sub-aqueous granular flow over a fixed roughness bed were

presented. Here, measurements of granular flow over an erodible bed of like material are

given.

C.1 Methods

The chute set-up for the fixed roughness bed experiment (Fig. 5.1) was modified to in-

clude a well for the erodible bed trials (Fig. C.1). The well (15.2 cm long and 2.6 cm
deep), located about halfway down the chute, was created by screwing two 2.6 cm thick

polyvinyl chloride (PVC) rectangular pieces spanning the width of the chute to the chute

bottom. The top sides of the PVC pieces were covered with anti-slip traction tape (Gator

Grip). At the start of each erodible bed trial, sediment was poured into the well and

a straight edge longer than the well was carefully drawn across so as to obtain a flat

sediment-water interface. The coordinate system is given in Fig. C.1, where z = 0 is

defined as the top of the sediment-water interface of the sediment-filled well. The rest of

the procedure for producing the flowing granular layer was the same as that described in

Sec. 5.3.

Two types of sediment were used for the erodible bed trials: soda lime glass beads

(G) and quartz sand (S1), with the sediment properties listed in Table 2.3. The chute

was secured at an angle, αc, equal to 27.1◦ for G (same as that for the fixed roughness
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Figure C.1: Experimental set-up: (a) side view of the chute submerged in the water-filled
tank and (b) photograph with glass beads in the well. The gray color indicates the PVC
blocks. The yellow color indicates the well when filled with sand or glass beads. (c)
MFDop geometry, showing the bisector angles, beam velocities and beam intersection
point. (d) Top view of the chute looking down the z axis. The chute coordinate system
used throughout the paper (x, y, z) is indicated in blue in panels (a), (c) and (d).

135



trials) and 32.5◦ for S1. Seeding particles (20 μm polyamid particles) were added to

the surrounding water and sediment in the same manner as that described for the fixed

roughness trials. Seven repeat trials were done for G. Only 1 trial is shown here for the

S1 sand due to the unsteadiness of the flow.

Velocity measurements were made with the MFDop and Vectrino with the same set-

tings as those for the fixed roughness trials (Sec. 5.3). The Vectrino andMFDop data were

collected and analysed as described in Secs. 5.3 and 5.4. For the MFDop data, z = 0 was

given by one range bin above the range to the maximum amplitude at the beginning of the

trial, i.e. before the front passed the measurement point. The vertical distance between

z = 0 and the MFDop center transducer, rD, was 14.8 cm for G and 22.9 cm for S1. For

each trial, the Vectrino data were rotated to chute coordinates as described in Sec. 5.4.5.

The average rotation angle over the seven repeat G trials was 4.0◦ ± 0.2◦.

C.2 Results
C.2.1 Glass beads
Velocities registered by the Vectrino for a singleG trial for the fixed roughness and erodi-

ble bed cases are compared in Fig. C.2. In contrast to the fixed roughness trials, velocity

fluctuations were observed in the water column, persisting for as long as the granular

flow layer was moving. This increased activity in the water column was observed in all

repeat erodible bed trials and is due to turbulence and sediment suspension generated at
the scour pit formed at the well edge upstream from the measurement point. This scour

pit was observed visually in a separate trial using S1 sediment without any seeding (Fig.

C.3).

The backscatter amplitude in dB (i.e., 20 log10 A) from the MFDop for a single G

trial is shown in Fig. C.4a with 2 s averaged u velocity profiles obtained by the MFDop

and Vectrino overlayed. The MFDop profiles show that the flow is quite steady within the

moving layer after the passage of the front. Vertical profiles of u and w averaged over a 5

s window and 7 repeat trials are shown in Fig. C.4bc. The height of the sediment-water

interface averaged over the 5 s window and then over the repeat trials was 9.96 mm ±
0.03 mm and 7.9 mm ± 0.9 mm for the MFDop and Vectrino, respectively.

For the erodible bed trials, the maximumMFDop downslope velocity, ūm, equals 5.2
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Figure C.2: Velocities measured with the Vectrino for glass beads moving over a fixed
roughness (a, c) and erodible (b, d) bed. The sediment-water interface is indicated in red.

Figure C.3: Image taken with the Olympus camera showing the scour pit formed at the
upstream end of the well during a S1 trial (no seeding in this case). Flow is from right to
left. Note the suspended sediment moving in the water column above the bedload layer.
For scale, the thickness of the PVC plate is 2.6 cm.
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Figure C.4: Same as Fig. 5.7 except for the erodible glass bead bed. The horizontal light
blue and pink lines are the mean height of the sediment-water interface estimated from the
MFDop and Vectrino measurements, respectively. The horizontal dashed line indicates
z = 0.
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Figure C.5: Backscatter amplitude measured with the MFDop centre transducer for a
single S1 trial with S1 sand in the well. See also caption for Fig. 5.7a.

cm/s and is located a distance of 4.6 mm below the sediment-water interface. These val-

ues compare to 8 cm/s and 3.4 mm for theG trials with fixed bed roughness. For the fixed

roughness bed trials (Fig. 5.7), u goes to zero at z = 0 and w is nearly zero throughout

the moving layer. For the erodible bed trials, both the u and w velocities are non-zero

below z = 0, signifying that the granular material within the well are moving due to the

shear stress applied by of particles above. As discussed in Sec. 5.4, the Vectrino velocities

measured deeper within the moving layer (i.e. at z � zm) represent contamination from

the sediment-water interface via the sidelobes in the transducer beam pattern. Non-zero
water column velocities are registered by both instruments. The larger water u velocities

in the water column measured with the Vectrino are likely due to the instrument preferen-

tially picking up returns from smaller, faster moving particles (due to its higher transmit

frequency) compared to the MFDop.

C.2.2 Sand
The backscatter amplitude registered by the MFDop center transducer for a single trial of

S1 flowing over the erodible S1 bed is shown in Fig. C.5. For this chute angle, the flow

was unsteady. However, for the same chute angle over the fixed roughness bed, the flow

was steady and the profiles (not shown) had the similar shapes to those presented in Fig.

5.7a.
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APPENDIX D

SUB-AQUEOUS GRANULAR FLOW
DOWN A SLOPE: SOUND
ATTENUATION

D.1 Previous Reported Measurements

Chap. 2 focused on attenuation measurements as a function of grain size and frequency.

However, the porosity n or solid volume fraction Φ = 1 − n are also important factors

to consider (Urick, 1948; Peters and Petit, 2000). Reported literature data of sound atten-
uation, α, are plotted in Fig. D.1a and are compared to datasets where α was measured

in suspensions of scatterers at different volume concentrations. Note that Cowan et al.
(1998) suspended glass beads in a 75% glycerol and 25% water mixture, whereas Busby
and Richardson (1957), Spelt et al. (2001) and Argo IV (2012) used glass beads in water.
Thus, the data reported by Cowan et al. (1998) were corrected to remove the glycerol
contribution to the attenuation as described below.

The wavenumbers given by Cowan et al. (1998) for their fluid mixture, kgw, were
transformed to wavenumbers in water, k, using k = cgw

cw
kgw where cgw and cw are the

sound speeds in their fluid and the water, respectively. Next, the attenuation in the water-

satured glass beads was calculated by subtracting the contribution of glycerol to the total

attenuation αT and replacing it with the same volume of water: α = αT −nmαg+nmαw,

where αw is the attenuation in water (based on equations from Medwin (2005)) and m

is the fraction of glycerol in the fluid. The attenuation in glycerol is given by (Hunter,
1941): αg = 8π2ηgf

2/(3ρgv
3
g), where ηg and ρg are the dynamic viscosity and density

of glycerol. Temperature-dependent expressions for ηg and ρg were taken from Cheng
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Figure D.1: (a) Attenuation, non-dimensionalized with particle radius a, vs ka and solid
particle volume Φ (colour). The squares are the same literature data as Fig. 2.1 with
additional data added by Page et al. (1996). Reported measurements where the solid
fraction was varied are also plotted (Busby and Richardson, 1957; Cowan et al., 1998;
Argo IV , 2012; Spelt et al., 2001). The circles are the attenuation measurements from
Hare and Hay (2018). (b) Same data as in (a), but divided by the solid volume fraction.
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(2008, Eqs. 22 and 24). The speed of sound in glycerol, vg, was determined from a linear

fit of reported measurements (Hunter, 1941; Fergusson et al., 1954; Jeong et al., 1986)
as a function of temperature. The resulting corrections to α are small – less than 3% for

the largest volume fraction 0.61 and less than 15% for the smallest volume fraction 0.21

– due to the fact that scattering is the dominant loss mechanism in Cowan et al.’s data.
In Fig. D.1b, the attenuation data from Fig. D.1a are divided by the solid volume

fraction. It is clear that this scaling leads to a reduction in scatter, indicating that α is,

to a first approximation, linearly dependent on solid volume fraction. This result, which

suggests that multiple scattering is weak, is rather surprising given the particle volume

concentrations in these experiments: i.e. maximum values of 40% for Spelt et al. (2001),
and 61% for Cowan et al. (1998).

D.2 Attenuation within Granular Flow
D.2.1 Methods
To measure the sound attenuation in a granular flow layer, the chute set-up presented in

Fig. C.1 was modified by inserting a pinducer (Valpey Fisher, 7 MHz, 1.3 mm diameter)

into a hole drilled in the bottom of the well so that its face was parallel to the chute

bottom and below the MFDop’s center transducer. The height of the pinducer above the

chute bottom, δzp, was equal to 2.2 cm. This height was determined from the backscatter

amplitude registered by the MFDop’s center transducer for the water-filled well where δzp
is given by the difference between the range to the maximum amplitude (i.e. the chute

bottom) and the range to the peak above the chute bottom representing the pinducer.

For these trials, the well was filled with glass beads (G, see Table 2.3) in the same

manner as that described in Appendix C, so that the pinducer was covered by a few mm of

sediment before the start of a trial. The procedure for producing a granular flowing layer
in the chute is the same as that described in Sec. 5.3, except that in this case the chute was

secured at a slope angle of 27◦, no seeding particles were used and 8 repeat trials were

executed. Data were recorded using three instruments: the MFDop, the Vectrino and the

pinducer. The MFDop transmitted a tone burst at 1.2 MHz with a duration of 6 μs. The

other MFDop and Vectrino settings were the same as those described in Sec. 5.3.

Waveform measurements registered by the pinducer were obtained using a digital

oscilloscope sampling at 125 MHz. Three transmit pulses were acquired at 3.7 Hz and
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Figure D.2: Ensemble-averaged signal, V (ts), transmitted through the sediment layer for
a single trial. The low-passed filtered signal, VLow(ts), and envelope are indicated by the
dark grey and dashed lines, respectively. The rms amplitude of VA(ts) (black line) is given
by the black dashed-dotted line.

ensemble-averaged. The ensemble-averaged signals, V (ts), were then low-passed filtered

using a fifth-order Butterworth filter with a 5 MHz cut-off, VLow(ts), where ts is the signal

travel time. The envelope of VLow(ts) was obtained via the Hilbert transform. Examples

of these signals are shown in Fig. D.2, where the transmitted signal through the sediment

layer is highlighted, VA(ts). Noise level, Ns, was defined as the rms value of V (ts) prior

to VA(ts). VA(ts) was defined to start at the first value of the envelope that was larger than
5Ns and to end one pulse length later. The rms value of VA(ts), designated by A, is used

as the measure of the amplitude of the signal transmitted through the sediment. Assuming

plane wave propagation, let the amplitude for one-way travel be given by

A1 = A0e
−αh1 (D.1)

where A1 is the measured amplitude through a sediment layer of thickness h1, α is the

sound attenuation and A0 is a system-dependent constant, which was given by the rms of

the signal recorded when no sediment was in the well.

The range to the sediment-water interface, ηV , was determined from the Vectrino

measurements using the procedure described in Sec. 5.4. The thickness of the sediment

above the pinducer, hp(t), was determined from ηV , taking into account δzp and the range
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from the Vectrino’s centre transducer to the chute bottom.

The data streams from the Vectrino and pinducer were synchronised by defining t = 0

as the arrival of the leading edge of the downslope flow. For the Vectrino data, t = 0 was

the time when ηV (t) exceeded a specified threshold. For the pinducer, this value was

given by the time at which the gradient of A(t) reached a maximum.

D.2.2 Results
Let As and Am denote the time-averaged A(t) over times when the sediment was sta-

tionary or moving, respectively. For each trial, As was given by the average of A(t) for

t ≤ −2.7 s (over 3.5 to 6.2 s depending on the trial), which is well before the arrival of

the leading edge of the downslope flow occurring at t = 0. For each trial, Am was given

by a 5-s average of A(t) over 3 < t < 8 s during which the layer thickness was relatively

constant. The average u at ηV over the 5 s window and over all repeat trials was 4.8 cm/s

± 0.3 cm/s.
In Fig. D.3, the time-averaged amplitudes for the stationary and moving sediments,

normalised by A0, are plotted as a function of sediment thickness, hp. The lower ampli-

tudes associated with the signals transmitted through the moving sediment layer are due
to the sound being attenuated in the thicker moving layer. The As data points are widely

scattered, however a line with slope −αs (where αs = 37 Np/m is the measured attenua-

tion in stationary glass beads from Chap. 2, see Table 2.6) is representative. The Am data

points are more tightly clustered and the average over 8 repeat trials, 〈Am〉, is also plotted
in Fig. D.3. For these times, the trial-averaged sediment thickness was 〈hpm〉 = 11.4

mm ± 0.2 mm. Using Eq. D.1 with A1 = 〈Am〉 and h1 = 〈hpm〉, the sound attenuation
through the moving layer, αm, is 31.6 Np/m. This estimate is lower than the measured

value of 37 Np/m for stationary glass beads, consistent with the moving layer being more

dilute. Given the linear dependence of attenuation on particle concentration (Sec. D.1),

the porosity within the moving layer is estimated to be 0.485, which is 5% larger than the

estimate from the constant density model listed in Table 5.3.
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Figure D.3: Transmitted amplitude normalised by A0 through a layer of glass beads with
thickness hp where circles and triangles denote data for stationary and moving sediment,
respectively. The data for each repeat trial are grey markers. The average over all repeat
trials for the moving sediment is given by the black triangle with error bars denoting ±1
standard deviation. The dashed line has a slope of -37 Np/m, the measured attenuation
for stationary glass beads (Table 2.6).
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