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ABSTRACT 

 

 Solution processing offers many key advantages to the manufacturing of 

photovoltaic cells. This includes lower costs, higher throughput and lower temperature 

conditions resulting in shorter energy payback times and better scalability. Solar cells 

developed using these techniques then offer greater potential to fill the growing demand 

for low cost and sustainable energy production. Presented in this thesis is the 

characterization of each primary interface in solution-deposited Cu2BaSnSxSe4-x 

(CBTSSe) solar cells using photoelectron spectroscopy techniques. This material is set to 

improve upon high efficiency predecessor Cu2ZnSnSxSe4-x (CZTSSe) materials by 

suppressing inherent antisite defect formation through dissimilar ionic-sizes and 

coordination mismatch. From the electron affinity (EA) values determined by ultraviolet 

and inverse photoelectron spectroscopies a large conduction band offset of -0.6 eV was 

measured at the buffer/absorber (CdS/CBTSSe) interface, meaning the conduction band 

edge of CdS is significantly lower than that of CBTSSe. A cliff-like band profile of this 

magnitude can promote charge carrier recombination at this interface, lowering the open 

circuit voltage of the photovoltaic cell and therefore reducing its power conversion 

efficiency. It is then suggested, based on these findings, that lower electron affinity 

electron transport materials need to be developed for future optimization of these devices. 
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CHAPTER 1 INTRODUCTION 

 

1.1 THE GLOBAL ENERGY MARKET 

The twenty-first century is one of continued exponential population growth and 

accelerating technological development. This has led to a drastically increasing energy 

demand with a total global consumption of 162,000 TWh in 2019 [1]. Even conservative 

estimates determine this value will rise to around 193,000 TWh by 2030 [2]. In turn, 

energy production has grown to meet this demand, primarily through the fossil fuel 

industry as shown by the global energy breakdown in Figure 1.1. It is concerning that our 

planet still heavily relies on energy processes that are based on finite resources, and 

which produce large gas emissions that contribute to global climate change [3]. 

Renewable energy sources (excluding hydroelectric) are still vastly underutilized at 5% of 

total consumption even though they overtook nuclear energy for the first time in 2019 [1].  

 

 

Figure 1.1 Global energy consumption by source in TWh, 1970 to 2019. Data from 

[1]. 
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Solar photovoltaic (PV) technologies are the leading candidates among all renewable and 

emissionless energy sources due to the vast potential of the solar resource. Our sun 

radiates the earth with enough energy in one hour to easily meet the energy demand of 

our planet for an entire year, coming in at 1.05 x 109 TWh annually [4]. It is not realistic 

that we could harvest all this energy with terrestrial PV installations, however. The 

amount of power we could realistically generate, referred to as the technical potential, is 

limited by factors like device efficiency and land restrictions. Studies have estimated the 

technical potential values for different renewable energy sources (shown in Table 1.1) 

and have overwhelmingly concluded that solar energy is the only source that could meet 

the global demand independently [2,5]. Therefore, PV installations can scale with the our 

energy demands and concurrently decrease our global emissions as each gigawatt-hour of 

electricity produced from PVs reduces carbon dioxide emissions by 1000 tons compared 

to coal [6]. This number is calculated using a model that considers a wide range of 

possible energy flows including resource extraction and final device manufacturing. 

 

Table 1.1 Technical potentials for renewable energy production from different 

resources. Data taken from [5] 

 

Source Technical Potential (TWh) 
Geothermal 12,264 

Hydroelectric 14,016 

Ocean 91,104 

Wind 111,252 

Solar 745,476 
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1.2 THE SOLAR SPECTRUM 
 

By using known solar parameters like the size of our sun, its distance from earth, and its 

surface temperature, the radiation output of the sun can be modelled as that of a black 

body. The resulting spectrum is known as the Air Mass 0 (AM 0) standard and is depicted 

in Figure 1.2. This standard spectrum accurately presents the energy dependence of 

photons emitted from the sun that reach the outer surface of our atmosphere. For use in 

photovoltaic applications on the earth’s surface, light absorption by the atmosphere needs 

to be considered. The result is the standard AM 1.5 G spectra, shown in red in Figure 1.2. 

The 1.5 refers to the number of atmosphere thicknesses the light passes through; this is an 

accepted representation for most of Earth’s major population centers at mid-latitudes. The 

G stands for global as this spectrum accounts for both diffuse and direct light. The power 

density of the AM 1.5G spectrum is 1000 W/m2, often referred to as 1 sun. 

 
 

Figure 1.2 Standard solar spectra AM O and AM 1.5G. Dashed line marks the band 

gap of a single-junction solar cell with the theoretical maximum efficiency 

(1.33 eV). 
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1.3  PRINCIPLES OF PHOTOVOLTAICS 
 

At the simplest level of understanding a solar cell is a device that takes the light given off 

from our sun and converts it into electrical energy. To do this the most basic solar cell 

only needs 3 components: 

1) A light absorber 

2) A charge separator/transporter 

3) Asymmetric charge collectors (electrical contacts) 

In a real solar cell, things of course become more complicated. Certain materials used to 

build a cell can perform more that one of these functions, or two different materials may 

need to be used together to fulfill a single requirement. No matter the level of complexity, 

these 3 functional requirements need to be met and performed effectively to achieve 

efficient energy conversion. Simply put, a perfect solar cell should absorb all incident 

light, quickly separate produced charges, and efficiently transport carriers to their 

respective contact. 

 

The performance of a solar cell is often characterized by its external quantum efficiency 

(EQE). This is the ratio of incident photons to electrons that are successfully extracted 

from the cell. This quantity is useful in determining how a specific PV cell design 

converts light at individual wavelengths (λ) to electric current. EQE is expressed in 

Equation 1 where Pin is the incident power density of narrow-band light at wavelength, 𝜆, 

and JSC is the circuit density at short-circuit conditions.  

𝐸𝑄𝐸 =
𝐽𝑆𝐶

𝑃𝑖𝑛
∙

ℎ𝑐

𝜆
∙  100% ( 1 ) 
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When light is absorbed within the material of a solar cell, an electron is promoted to a 

higher energy level which in turn leaves behind a positively charged vacancy: a hole. The 

electron and hole are the negative and positive charge carriers, respectively, that must be 

separated inside the material of the solar cell in order to be collected at the electrical 

contacts, thereby generating an electric current. If the electron-hole pair is not separated 

and collected at one of the contacts properly it will undergo recombination where the 

electron drops back down in energy, filling the vacancy, and is no longer capable of 

supplying energy to the external circuit. For our ideal solar cell, the EQE should be a step 

function with 100% EQE above a characteristic energy called the band gap (Eg): the 

minimum energy to excite an electron and form an electron-hole pair. Deviations from 

this ideal curve provide information on the recombination processes within a solar cell. 

 

Alternatively, and often complementary to EQE a PV cell’s performance is evaluated by 

examining its current-voltage characteristics when under (simulated) solar illumination. 

Figure 1.3 shows the shape of a typical J-V curve for a solar cell. The point of maximum 

power output (MPP) is labelled on the curve. This is the operating point of the cell. The J 

and V intercepts of this plot are the main diagnostic quantities for evaluating 

performance, these are the JSC and the open circuit voltage (VOC). For an ideal solar cell, 

this J-V curve should be square, therefore the “squareness” of a J-V curve can be 

evaluated and is referred to as the fill factor (FF). 

𝐹𝐹 =
𝐽𝑀𝑃𝑃𝑉𝑀𝑃𝑃

𝐽𝑆𝐶𝑉𝑂𝐶

( 2 ) 
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The power conversion efficiency (PCE) of the solar cell can then be determined from 

Equation 3. 

𝑃𝐶𝐸 =
𝑃𝑀𝑃𝑃

𝑃𝑖𝑛
∙ 100% =

𝐹𝐹 ∙ 𝐽𝑆𝐶𝑉𝑂𝐶

𝑃𝑖𝑛
∙ 100% ( 3 ) 

 

Two additional important quantities are the series resistance (RS) and the shunt resistance 

(RSH). These quantities are related to the inverse slopes at open-circuit and short-circuit 

conditions for RS and RSH respectively. The series resistance is related to the conduction 

of charge through all layers of the device including the contact resistance between 

materials. An increased RS means it is harder for current to flow through the device, and 

more energy is lost, resulting in lower operating voltage at the MPP. The shunt resistance 

is related to how easily power can be lost from the light-generated current travelling on 

alternate paths of the solar cells, ultimately leading to electron-hole recombination. An 

example of such a path would be a short caused by pinholes in one of the material layers. 

If charge carriers take alternative paths, J is reduced, as is the buildup of charge across the 

charge-separating junction within the solar cell and therefore the cell voltage is also 

reduced. 

 

Figure 1.3 The current density versus voltage relationship in a solar cell. The 

maximum power is labelled. VOC and JSC mark the open-circuit voltage and 

short-circuit current conditions separately. Figure adapted from [7] with 

permission. Copyright 2012, Springer Nature. 
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1.4 CHALCOGENIDE PHOTOVOLTAICS 
 

As a result of the potential of solar energy the photovoltaic (PV) market is growing with 

an annual growth rate of 24.3% in 2019 [1]. It is still dominated by silicon-based 

technologies, which account for 95% of the total installed PV capacity [8]. The next two 

most popular technologies are cadmium telluride (CdTe) and copper indium gallium 

diselenide (Cu2InxGa4-xS4) (CIGS) solar cells. For comparison, a chart of leading cell 

efficiencies for varying technologies is shown in Figure 1.4 [9]. Due to the higher 

absorptivity’s of CdTe and CIGS compared to silicon, they can be used to create much 

thinner devices. The reduced material requirement of a thin device lends itself to the 

primary goal of PV cell development: to produce cheaper panels for lower cost electricity. 

Traditionally these cells have low manufacturing costs at around 0.4 – 0.5 $/Watt [10]. 

Both materials have also shown compatibility with solution processing techniques 

producing cells of over 12% [11] and 15% efficiency [12], for CdTe and CIGS 

respectively. Solution-based deposition have higher throughput, lower process cost, low 

temperature conditions resulting in lower energy input, and are inherently favourable for 

large scale production [7,13]. Therefore, PV cells based on solution processing provide a 

clear avenue to lower cell costs and promotes the adoption of these thin-film 

technologies.  
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Figure 1.4 Best research cell efficiencies for various PV technologies, plotted as a function of year. Thin film technologies like 

commercial chalcogenide materials CdTe and CIGS shown in green, crystalline Si in blue. This plot is courtesy of the 

National Renewable Energy Laboratory, Golden, CO. [9].



 

 9 

Unfortunately, both CdTe and CIGS have a few inherent drawbacks that prevent them 

from being long-term solutions to PV demand. While currently inexpensive, the prices of 

these technologies are destined to increase as they contain toxic and rare earth elements. 

Cd is a toxic element that when inhaled has been shown to be carcinogenic, thus its 

exposure is regulated under Canadian occupational law [14,15]. Dealing with the 

cadmium emissions given off in both the material refinement and device manufacturing  

process will only drive up the PV cell cost [16]. Additionally, Te and In are two very rare 

elements with orders of magnitude smaller abundances in the earth’s mantle compared to 

Si (refer to Figure 1.5) [17]. The supplies of these materials are very limited and would 

not be able to support large scale PV production while maintaining lower cost per watt 

metrics. This demand for earth abundant materials can already be seen in photovoltaic 

research; there is an active field of developing indium free alternative to indium tin oxide 

(ITO), the most widely used transparent electrode [18–20]. The next generation of solar 

cell materials would ideally meet both requirements, solution processed for low cost and 

low energy manufacturing with non-toxic and earth abundant constituents, while still 

maintaining high efficiency power conversion. One of the first and most well studied 

alternative candidates to CdTe and CIGS is Cu2ZnSnSxSe4-x (CZTSSe). The first devices 

using CZTSSe had a PCE of just 0.66% [21] but this along with its promising earth 

abundant composition was enough to ignite rapid development leading to IBM producing 

a record device of 12.6% in 2013 [22]. Since then, optimization has stagnated. This is 

primarily due to inherit material properties that enhance structural disorder by formation 

of antisite defects that lower cell VOC and efficiency. To reignite this field of research 

new candidate materials are required that suppress the kind of structural disorder 

identified in CZTSSe. 
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Figure 1.5 Elemental abundances of elements contained in the Earth’s mantle. 

Elements relevant to this thesis labelled in red. Data from [17]. 

 

 

1.5 THESIS OUTLINE 
 

Recent theoretical work by the Mitzi group at Duke University has proposed a new 16-

member family of earth abundant and disorder-resistant multinary chalcogenide 

semiconductors [23]. One of the standout candidates from this study is Cu2BaSnSxSe4-x 

(CBTSSe). This material is set to improve upon the CZTSSe devices that Dr. Mitzi 

helped pioneer at IBM. The main goal of this thesis is to assist in the early interface 

optimization of solution deposited CBTSSe PV devices through photoelectron 

spectroscopy measurements. 

 

Chapter 2 outlines the details of material synthesis and device fabrication as well as the 

background theory and methodology of the PES measurements. 
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Chapter 3 presents the PES results and analysis for each material that form the primary 

interfaces in the CBTSSe device structure. 

 

Chapter 4 details the implications of the PES results on the limiting factors of device 

performance and outlines some initial possible improvements to future solution processed 

CBTSSe PV design.  
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CHAPTER 2 EXPERIMENTAL METHODS 

 

All the materials in this thesis, for PES measurements or for construction of PV devices 

were synthesized and deposited by Betul Teymur and Yongshin Kim in the Mitzi 

mechanical engineering and material science group at Duke University. CBTSSe device 

testing and SEM/EDS images were also taken by Betul Teymur. 

 

2.1 OVERVIEW OF DEVICE FABRICATION AND FILM DEPOSITION 

The back contact of the PV devices is the same as the substrate used for all PES samples. 

This consists of a 700-800 nm thick molybdenum (Mo) layer sputter deposited on top of 

soda lime glass. The MoS2 and MoSe2 films for PES measurements were prepared by 

exposing the Mo films to either sulfur or selenium vapour at 580℃ for 10 minutes. 

The solution processed Cu2BaSnSxSe4-x (CBTSSe) absorber material was deposited by 

spin coating a Cu/Sn/Ba/thiourea solution onto the soda line glass/Mo substrate at 2500 

rpm for 2 minutes and then annealing at 580℃ under sulfur vapour for 2 minutes. This 

final molecular solution was prepared from Cu(CO2CH3)2, anhydrous SnI2, Ba(NO3)2 and 

thiourea (NH2CSNH2) precursors. Two separate Cu/Sn and Ba/thiourea solutions were 

then mixed along with 2 mL DMSO and stirred overnight at room temperature in a N2-

filled glove box. These two mixtures were then combined to create the solution used for 

deposition, which maintained a Cu/Sn/Ba/thiourea stoichiometry of 2.56/1.28/1.92/5.38 

mmol. The aforementioned recipe targets a CBTSSe with stoichiometric metal 

composition and (x ≈ 3). To increase the film thickness, a layering procedure was adopted 

where the spin coating and annealing steps were repeated. To obtain micron-thick film for 

the devices produced, 12 cycles were required.  After the desired number of cycles, the 
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films underwent a final sulfurization at 580℃ for 10 minutes under sulfur vapour then a 

selenization at 580℃ for 10 minutes under selenium vapour. The substrates were then 

allowed to cool to 470℃ over 5 minutes before removing them from the hot plate. The 

cadmium sulfide buffer material was deposited using chemical bath deposition (CdS 

thickness ~50 nm) on top of CBTSSe. In this technique the surface to be coated is 

submerged into a chemical bath consisting of DI H2O, ammonium hydroxide (NH4OH), 

cadmium sulfate (CdSO4) and thiourea. The bath is then heated to a controlled processing 

temperature of 60 ℃. The Cu2BaSnS4 reference sample was deposited by co-sputtering. 

Precursor layers were deposited using Cu, Sn and BaS targets onto the substrate then 

annealing at 560-570 ℃ for 10 minutes. 

 

2.2 PHOTOELECTRON SPECTROSCOPY 

Photoelectron spectroscopies are a group of techniques that utilize the photoelectric effect 

to probe the electronic properties of materials. This is achieved by measuring the kinetic 

energy (KE) of emitted electrons upon illuminating the material with a specific energy 

photon source. Using the conservation of energy, the measured KE at the analyzer 

follows the relationship,  

𝐾𝐸𝑠𝑝 = ℎ𝜈 − 𝐵𝐸 − 𝜙𝑠𝑝 ( 4 ) 

where hν is the excitation energy, BE is the binding energy of the electron with respect to 

the Fermi level and 𝜙𝑠𝑝 is the work function of the analyzer. The analyzer is where the 

electron flux as a function of kinetic energy is measured. It is important to note that that 

from Equation 4 the measured KE is dependent on the work function of the analyzer 

which is not necessarily the same as the sample. Even though the analyzer and sample are 

in thermodynamic equilibrium and therefore have the same fermi level, the local vacuum 
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level in the analyzer and at the surface of the sample do not have to be aligned. This 

difference is caused by a contact potential between the sample and the acceptance cone of 

the electron analyzer. Figure 2.1 shows the energy level alignment in a PES experiment to 

help illustrate this point. To determine the true material properties from our 

measurements, we must correct for this difference. This is done by frequently measuring 

a freshly sputter cleaned polycrystalline silver reference sample to verify the analyzer 

work function and correct our measured energy. Note the accepted convention of defining 

BE as positive below the fermi energy. 

 

 

Figure 2.1  PES energy level diagram. Variables with the subscript sp correspond to 

analyzer specific parameters. The constant dashed line marks the position 

of the fermi level. EVBM and ECBM denote the valence and conduction band 

edges, respectively. Evac represents the local vacuum levels outside the 

sample and ϕ is the work function. IE and EA are the ionization energy and 

electron affinity, respectively. 
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To gain information about the BE of electronic states, the electrons contributing to the 

signal of a PES measurement must remain unscattered or elastically scattered to satisfy 

Equation 4. This requirement leads to photoelectron spectroscopies being classified as 

surface sensitive techniques due to the short inelastic mean free path (IMFP) of electrons. 

This quantity is defined as the average distance a particle travels before undergoing an 

inelastic collision. The IMFP shows a strong dependence on the electron’s KE but is very 

similar across a wide range of materials. Therefore, the fit to a set of IMFP data in Figure 

2.2 is sometimes referred to as the universal curve [24,25]. Due to the difference in 

kinetic energies, each unique PES technique has a different probing depth. This property 

is crucial when trying to interpret complementary results from different PES 

measurements, as is done in this thesis. 

 

Figure 2.2  Wide range of experimental IMFP data fit with the IMFP universal curve. 

The energy range of the curve associated with the electrons used in each 

PES technique has been circled. 

 

All UPS and XPS data were collected using a hemispherical analyzer (SPECS Phoibos 

150). In an analyzer of this type two parallel hemispherical surfaces are held at a specific 
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potential difference to only allow electrons within certain energy range to complete a full 

trajectory through the analyzer from the entrance slit to the exit slit, labeled S1 and S2 in 

Figure 2.3. The median energy that electrons successfully pass through the hemisphere is 

appropriately defined as the pass energy which depends only on the charge of the electron 

(e), the voltage across the hemispheres (ΔV) and a geometric ratio of the inner (Rin), 

outer (Rout) and average (RO)  radii of the analyzer. 

𝐸𝑝 = −𝑒
𝑅𝑖𝑛𝑅𝑜𝑢𝑡

2𝑅𝑂(𝑅𝑜𝑢𝑡 − 𝑅𝑖𝑛)
𝛥𝑉 ( 5 ) 

The hemisphere therefore acts as an energy filter to the electrons before they reach the 

electron multiplier detectors located at S2. The analyzer used is equipped with 9 adjacent 

channeltron detectors along the radial axis, allowing for multi-detection in energy and an 

overall higher count rate. 

 

Figure 2.3  Schematic representation of the SPEC Phoibos 150 hemispherical analyzer 

used to collect XPS and UPS spectra. The red trajectory represents an 

electron with KE = Ep. The green and blue trajectories represent electrons 

with KE greater than and less than the pass energy, respectively. 
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The resolution of our photoemission measurements is then equal to the energy range of 

electrons around Ep that successfully pass through this filter and as seen in the following 

expression this depends on the pass energy. 

𝛥𝐸 = 𝐸𝑝 (
𝑊𝑒

2𝑅𝑂
+

𝛼2

4
) ( 6 ) 

 

As seen in Figure 2.3, before reaching the analyzer the electrons travel through an 

electrostatic lens stack. These focus the emitted electrons onto S1 (entrance slit) and 

therefore define parameters like the average width of the electron beam (𝑊𝑒) and the 

average angular width of accepted electrons α. For the lens mode used in this dissertation 

these are equivalent to the physical widths of S1 and S2 (exit slit). The parameter α is also 

well defined and specified by the manufacturer. On top of focusing the electron beam, the 

lenses also provide a retarding voltage. The retarding voltage is the parameter that is 

scanned to produce a spectrum over a chosen energy range and is known as operating in 

Fixed Analyzer Transmission (FAT) mode. The benefit of this is every electron is 

decelerated to the chosen pass energy resulting in the measured signal having a resolution 

that is independent of kinetic energy.  

 

Labelled images of the actual PES system used are shown in Figure 2.4. The relevant 

sources for each of the techniques described in the rest of this chapter are also labelled. 
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Figure 2.4 a) Full PES system with each visible component labelled, b) close-up of 

the IPES system, c) the inside of the analysis chamber showing the sample 

stage and the gas discharge lamp used as the He I source for UPS shown in 

d). Notice the UPS source is not labelled in a) as it is behind the main lens 

stack of the analyzer, so it is not visible in the photo. 

 

2.2.1 Ultraviolet Photoelectron Spectroscopy 

 

In UPS electrons are excited using relatively low energy photons (21.22 eV for He I). 

These energies probe delocalized electronic states in the valence band of the material – 

states that result from atomic orbitals hybridizing in the crystal structure of the solid. The 

structure of a UPS spectrum is complex, it depends on many properties of the material 

including the density of states, electron-electron interactions and importantly the 

interaction of the potential of the created photo-hole and the final state of the system. Due 

to this complexity, peak assignment is only possible when done in conjunction with 

computational modeling a materials electronic structure. In a more simplistic view, a UPS 
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spectrum is a superposition of the valence electronic structure and an exponential 

background consisting of inelastically-scattered secondary electrons. An example of UPS 

data is shown in Figure 2.5 to illustrate this description.  

 

 

Figure 2.5  Example CdS UPS spectrum showing the contribution of secondary and 

primary electrons to the overall signal. 

 

This simplified picture of UPS is sufficient to understand the measurements in this thesis 

and its value as a technique to influence the design of photovoltaic devices. The important 

parameters derived from UPS are the position of the VBM with respect to the fermi level 

and the ionization energy (𝐼𝐸) given by 

𝐼𝐸 = ℎ𝜈 − (𝐸𝑜𝑛𝑠𝑒𝑡 − 𝐸𝑉𝐵𝑀) ( 7 ) 

 

 From the spectrum we can determine the position of the VBM from the intersection of 

the background with a linear extrapolation of the leading spectral edge. A linear tangent 

line is also used to mark the secondary electron onset (𝐸𝑜𝑛𝑠𝑒𝑡). The electrons measured at 

the onset have zero kinetic energy just outside the sample surface, as they have escaped 

the material surface right at the vacuum level. In practice electrons with zero kinetic 
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energy will not be collected by the analyzer as they do not have the energy to overcome 

the work function difference depicted in Figure 2.1. In this work a -3 V bias was applied 

to the sample and the spectra were corrected to account for this shift in energy. 

 

2.2.2 X-ray Photoelectron Spectroscopy 

 

In contrast to UPS, the higher energy photons used in XPS can measure core electrons 

emitted from energy levels that do not participate in bonding. The wavefunction 

associated with these energies are localized and very similar to their atomic counterparts. 

Therefore, the binding energy of these electrons are characteristic of the element from 

which they were emitted. This makes XPS a powerful method in determining the 

chemical composition of surfaces. Furthermore, the binding energy of a core electron is 

sensitive to the local electron density or oxidation state of the host atom. An atom with 

higher local electron density relative to the neutral atom will exhibit a lower BE due to 

increased electron shielding. This shielding results from electron-electron repulsion and 

the fact that all atomic wavefunctions produce a nonzero probability of finding an 

electron close to the nucleus. In the opposite case an electron from an atom with lower 

electron density will feel a stronger effective attraction to the nucleus resulting in a higher 

BE relative to the neutral atom. This effect is known as the chemical shift and can be used 

to identify the chemical environment of each element in a material. Figure 2.6 shows an 

example of where peak fitting was used to identify each chemical configuration that is 

contributing to an XPS core level. The specifics to the peak fitting and elemental analysis 

performed in this work are outlined in the following paragraphs. 
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Figure 2.6  Example XPS peak fitting of carbon 1s core level spectrum. Three unique 

components are fit, each representing carbon atoms in different chemical 

bonding environments. The chemical shifts from elemental carbon (blue) 

allow the other two components to be identified as carbon single bonded 

(green) and double bonded (yellow) to oxygen. 

 

In addition to chemical shifts there are two additional phenomena that should be 

understood to help justify the shape and fitting of the core levels presented in this 

dissertation. One of them is X-ray satellites. XPS spectra were collected using 

unmonochromatized Kα x-ray radiation from either an Al (1486.6 eV) or Mg (1253.6 eV) 

anode. The Kα line is the primary emission for both these anodes but the less probable 

emission lines also excite electrons in the sample. This creates X-ray satellites that appear 

shifted from every core level by an energy difference characteristic to the anode material 

[26]. The second important feature arises when fitting core levels for heavier elements. At 

high enough atomic number the spin-orbit interaction becomes significant enough that 

spin degeneracy is broken for a core level of given angular momentum. This results in 

core level doublets that are separated by a well-defined value known as the spin-orbit 
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splitting or J-splitting. Each doublet also had a characteristic peak ratio that is determined 

by the remaining degeneracy for each state of total momentum j. This can be calculated 

using the multiplicity expression (2𝑗 + 1). 

 

The intensity of a single XPS core level of element i at a specific KE is given by the 

following expression. 

𝐼(𝐾𝐸) = 𝐽(ℎ𝑣) ∙ 𝑁𝑖 ∙ 𝜎(ℎ𝑣) ∙ 𝜆(𝐾𝐸) ∙ 𝑇(𝐾𝐸, 𝐸𝑝) ( 8 ) 

𝑁𝑖 is the density of atoms of the ith species and 𝐽(ℎ𝜈) is the incident photon flux that is 

fixed by the parameters of the excitation source. λ(KE) is the inelastic mean free path and 

in the kinetic energy range typical for photoelectrons in XPS, seen in Figure 2.2, can be 

modelled empirically by  

𝜆(𝐾𝐸) = (𝐾𝐸)𝑝 ( 9 ) 

where p is the fitting parameter (p = 0.7414). 𝜎(ℎ𝑣) is the photoionization cross section 

for a given core energy level and photon energy; these are calculated theoretically and 

looked up in reference tables. 𝑇(𝐾𝐸, 𝐸𝑝) is the transmission function of the analyzer. This 

describes the probability of an electron at a certain KE to be successfully detected. This is 

characterized for an individual analyzer and then is scaled with pass energy by a 

proportionality factor. The product of 𝜆, σ and T is commonly known as the relative 

sensitivity factor (RSF). This factor is used to correctly weight the intensity of each 

measured core level to quantify the relative abundance (𝑋𝑖) of each element in a material. 

This is shown explicitly in Equation 10. 

𝛸𝑖 =
𝐴𝑖

∑ 𝐴𝑗𝑗
    ,     𝐴𝑖 =

𝐼𝑖

𝑅𝑆𝐹𝑖

( 10 ) 
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To determine the area of each individual core level (𝐴𝑖) for the XPS analysis in this thesis 

peak-fitting was performed using the CasaXPS software. Each core level was first fit to a 

Shirley background, this procedure employs a weighted average of the background end 

points where the weighting is related to the area under the curve. As a result, this 

background is fit iteratively. Shirley backgrounds reduce the asymmetry of the measured 

data assisting in peak fitting simplicity. The shape of core-level peak is inherently 

Lorentzian due to the lifetime width of the hole-state but there is also a broadening 

contribution from the instrument. Therefore, a convolution of a gaussian and a 

Lorentzian, also referred to as a Voight function, is suitable for fitting XPS core level 

spectra. Unfortunately, the Voight function has no analytical closed-form and is 

numerically intensive to calculate so CasaXPS uses an approximation to the Voight 

functional. The uncertainties in the fits were determined from the CasaXPS software then 

propagated to the calculated element abundances. To reduce this uncertainty the core 

levels of greatest intensity, and where possible completely resolved from other spectral 

features, were chosen for abundance calculations. 

 

In XPS only spectral peaks corresponding to unscattered electrons emitted from a single 

elemental core level are used for the determination of elemental abundances. It is useful 

to note for peak identification that in XPS spectra there are other observable peaks that 

occur due to a more complicated process involving multiple energy levels known as the 

Auger effect. When an electron is emitted from a core level through the normal 

photoelectric process a vacancy is left behind. An electron from a higher core level in the 

same atom may then fall to fill this vacancy, resulting in a release of energy. This energy 

can then be transferred to a secondary electron in the same atom resulting in its emission. 
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As a result, these Auger electrons have kinetic energies that are independent of the photon 

source energy. These peaks are then labelled with the corresponding atom and the three 

relevant energy levels in order (ex: O KLL).  

 

2.2.3 Inverse Photoelectron Spectroscopy 

 

IPES is a unique but complementary technique to UPS as it probes unoccupied electron 

states in the conduction band using the inverse photoemission process. To measure these 

unoccupied energy levels close to the edge of the conduction band low energy electrons, 

in the range of 5-15 eV, are used as the source. Electrons in this low energy range are 

very susceptible to space charge effects such as repulsion from other electrons within the 

beam. As a result, the electron source used was designed using a low work function BaO 

cathode that enables thermionic emission at low temperature to limit the thermal spread 

of the electron beam [27]. This helps limit both spatial and energy variation. After being 

emitted electrons are focused onto the sample, are captured by the material surface, and 

then give off photons as they radiatively decay into unoccupied final states. IPES 

spectrum were collected in isochromat mode where the electron kinetic energy is varied 

while a fixed photon energy (ℎ𝑣𝑂) is detected, effectively scanning the finals states that 

are separated by ℎ𝑣𝑂 from the initial electron energy. The number of photons detected per 

incident electron is then related to the density of conduction states at this separation. To 

do this with a meaningful resolution a band-pass photon detector was employed that 

consists of a channeltron/KCl photocathode coupled with a SrF2 window [3]. As shown in 

Figure 2.7 the sharp increase in photoionization efficiency of the cathode acts as the low 

energy cutoff and the transmission spectrum of the window acts as the high energy cutoff. 
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The resulting detection function or quantum detection efficiency (QDE) is the product of 

these two curves. The overall resolution of this IPES setup is approximately 0.6 eV as 

determined by the width of the Fermi edge of a clean polycrystalline silver reference. 

 

Figure 2.7  Measured SrF2 window transmission (solid) , KCL photocathode efficiency 

(dashed) and overall QDE (red) for bandpass IPES detector. Overall QDE 

data has been scaled for clarity. The peak quantum efficiency is 

approximately 3% at 9.49 eV with a full width half max (FWHM) of 0.43 

eV. Data from [3]. 

 

Like the determination of the VBM in UPS the CBM is calculated by the intersection of 

the background with a linear fit to the leading spectral edge. Typically, a much larger 

uncertainty is associated with the CBM as compared to the VBM due to the slow varying 

nature of the IPES background and much lower resolution of IPES compared to UPS. The 

position of the CBM can be used with the IE measured by UPS to determine a material’s 

electron affinity (EA). This quantity is defined in the following equation and is shown 

visually in Figure 2.1. 

𝐸𝐴 = 𝐸𝑣𝑎𝑐 −  𝐸𝐶𝐵𝑀 ( 11 ) 
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Due to the conventional definition of binding energy in other PES techniques the CBM 

determined from IPES has a negative BE (i.e. is above the fermi level). An estimation of 

the surface band gap can also be obtained. 

𝐸𝑔 = 𝐸𝑉𝐵𝑀 − 𝐸𝐶𝐵𝑀 ( 12 ) 

 

2.3 ARGON ION SPUTTERING 
 

An extractor type, differentially pumped Ar+ ion source (SPECS IQE 12/38) was used in 

PES measurements for the removal of surface contaminants. In this source a Y2O3 coated 

iridium filament is used to eject electrons into low pressure argon gas creating a plasma. 

The ions are then accelerated and focused onto the target with a set of electrodes and 

electrostatic lenses. The resulting sputtering rate 𝑅𝑠𝑝, expressed in Equation 13, is 

dependent on only the incident ion current I, the charge q of the incident ions and the 

sputtering yield Y. 

𝑅𝑠𝑝 =
𝐼 ∙ 𝑌

𝑞
 ( 13 ) 

 

Sputtering yields, the number of atoms removed from the surface for one incident ion, 

have been measured for a large set of monatomic solids then semiempirical models are 

used to extrapolate to other elements and to determine ion energy dependence. For the 

measurements presented here, sputtering was performed at two different extractor 

voltages/ion energies, 300 V and 3 kV. For the ion source used the beam current and 

extractor voltage are not independent, the measured beam currents were ~0.1 μA for 300 

V and ~2.6 μA for 3 kV. During each sputtering step, the ion beam was rastered over the 

10 mm x 10 mm sample area. Each sample was sputtered until saturation in the position 

of the VBM, CBM and vacuum level (onset) was achieved, indicating that the surface 
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was no longer being modified by the beam. This was to ensure that enough surface 

contamination was removed that the PES measurements were representative of the 

deposited material
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CHAPTER 3 BAND ALIGNMENT IN SOLUTION DEPOSITED 

Cu2BaSn(S,Se)4 SOLAR CELLS 

 

3.1 DEVICE STRUCTURE AND PERFORMANCE 

The devices presented in this thesis are based upon a solution processed copper barium 

thioselenostannate, Cu2BaSnSxSe4-x (CBTSSe), absorber material and utilize the prevalent 

cell architecture, shown in Figure 3.2c, of high efficiency predecessor Cu2ZnSnSxSe4-x  

(CZTSSe) solar cells [22,28,29]. CZTSSe devices are very well studied and with this 

device structure have been able to reach a record efficiency of 12.6% [22] but further 

improvement has been limited by unfavorable and fundamental defect properties. It has 

been identified that defect concentrations as high as ~1019/cm3 [30,31] result in 

significant band tailing which in turn limits CZTSSe device VOC. The largest contributors 

to this are antisite defects between Cu, Zn and Sn [32,33]. Due to their similar ionic radii 

( Zn2+ : 0.74 Å, Cu2+ : 0.74 Å, Sn4+ : 0.69 Å) [34] and valence structure there is not a large 

enough energy barrier to prevent these atoms from swapping positions. This switch 

results in a localized fluctuation in the crystal potential or a point defect. CBTSSe has 

been presented as an alternative where by substituting Ba for Zn would lead to reduced 

antisite formation while trying to maintain the beneficial properties of CZTSSe [23,35]. 

This is motivated by barium’s much larger ionic radius (1.56 Å) and CBTSSe’s distinct 

trigonal crystal structure where the Ba2+ cation has a unique 8 chalcogenide coordination 

compared to the kesterite structure of CZTSSe where all the cations sit in the center of a 

chalcogen tetrahedron. Both crystal structures are depicted in Figure 3.1. The ion size 

mismatch and reduced crystal symmetry help inhibit Ba-Cu antisite formation by 

increasing the formation energy [36].  
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Figure 3.1 (a) Trigonal crystal structure of CBTSSe (space group P31) with S or Se in 

red, Ba in orange, Cu in blue and Sn in green. (b) The kesterite structure 

(space group I4) of CZTSSe with S or Se in yellow, Zn in orange, Cu in 

blue and Sn in green. Note the unique coordination of Ba in CBTSSe. (a) 

adapted from [35], Copyright 2016 American Chemical Society. (b) 

adapted from [33], Copyright 2014 American Chemical Society. 

 

 

Figure 3.2 a) SEM image of CBTSSe film surface, b) SEM cross section of completed 

PV device, c) EDS cross sectional mapping of completed PV device, d) 

SEM cross section showing the BaSO4 impurity phase and device 

architecture schematic in e). Scale bars in c) and d) are 1 μm. Due to the 

interaction volume (few micrometers wide) of the 10 kV electron beam 

used to take the EDS images, the spatial resolution is limited. This results 

in the interfaces appearing less well defined than in the SEM image. Also 

note there is an overlap between the X-ray lines used for the EDS mapping 

of S and Mo (Lα: 2.307 keV and Lα: 2.293 keV respectively) so their 

signal contributes to each other’s images. Panel b) also indicates the 

individual film thicknesses studied here. Adapted from [37]. 
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An SEM cross section of a completed PV device is featured in Figure 3.2b and 

corresponding cross sectional EDS mapping in Figure 3.2c. These cross sections display 

the separate MoS2 and MoSe2 layers that form during the sulfur/selenization stage of 

CBTSSe synthesis. At 580 ℃ sulfur and selenium can diffuse through the absorber layer 

and spontaneously react with the Mo back contact. This introduces multiple new 

interfaces that need to be studied and optimized if their formation is not suppressed in 

future cell designs. 

 

The J-V and EQE data for the champion CBTSSe device are shown in Figure 3.3; this 

device yielded a short-circuit current density, open-circuit voltage, fill factor and PCE of 

14.3 mA/cm2, 470 mV, 43.6% and 2.93%, respectively [37]. While this is a record 

efficiency for a solution-processed CBTSSe PV device it falls short of equivalent devices 

utilizing sputter-deposited absorber layers [38]. This device is primarily limited by its 

very low VOC. Numerous factors can contribute to this including low charge carrier 

concentrations which lower the potential across the p-n junction as well as interfacial 

recombination enhanced by surface defects or poor band alignment. The measured VOC is 

0.85 V lower than the theoretical maximum for a single junction cell illuminated under 

AM 1.5 G illumination [39]; other studies of have made claims of poor band alignment at 

the CBTS/CBTSSe and CdS interface but none have provided UPS measurements [40–

43]. It is then crucial to investigate the interfacial characteristics of the materials in these 

devices as they play an integral role in device optimization. 
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Figure 3.3 a) J-V curve and b) EQE spectrum of the champion CBTSSe solar cell 

(solid line) and the same spectrum applied with -0.5 V bias. Increase in 

EQE by applying a reverse bias suggests poor charge transfer and 

recombination at the buffer/absorber interface. The derivative of the EQE 

(blue curve) can be used to determine the bandgap of a solar cell’s 

absorber by finding the location of its maximum value. Integrated 

photocurrent density shown in red. Adapted from [37]. 

 

3.2 CDS 

Full binding energy range XPS survey spectra are shown in Figure 3.4a with core level 

spectra shown in plots (b) and (c). The only unexpected elemental constituents detected 

were oxygen and carbon. These adventitious species are the most common surface 

contaminants in PES spectra [44,45]. After 30s of total sputtering time at 3 keV the O 1s 

and C 1s signal is reduced to the level of background noise suggesting their nearly 

complete removal from the surface. Before sputtering the deposited CdS film appears to 

be slightly Cd poor as illustrated by the calculated elemental abundances in Table 3.1. 

This appearance is the result of the kinetic energy and corresponding IMFP difference of 

the Cd 3d and S 2p core levels. The higher BE, lower KE, electrons from the Cd 3d level 

will have a smaller IMFP, refer to Figure 2.2, and as a result are more likely to be 

scattered by the overlayer of C and O. The Cd 3d signal is then attenuated to a greater 

degree than that of S 2p. This is consistent with the trend produced with sputtering. As the 
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surface contaminants are removed, the abundances transition from showing a cadmium 

poor to one that is slightly sulfur poor. Overall, the surface composition of the deposited 

CdS film is in good agreement with the expected bulk stoichiometry achieving a [Cd]/[S] 

ratio of 1.04. 

 

Figure 3.4  Mg Kα XPS spectra of CdS across the full BE range shown in (a). Higher 

resolution scans of the (b) Cd 3d and (c) S 2p regions show the core levels 

shift with sputtering. Data at different sputtering times have been offset for 

clarity. 30 seconds of sputtering at 3 keV corresponds to approximately 3 – 

5 monolayers of material being removed from the surface. 

 

Table 3.1  Atomic abundances and associated uncertainty for each expected element 

in the deposited CdS film, calculated by fitting XPS core level spectra. 

 

Element  
(Core level) 

Expected 
abundance 

Uncertainty As-loaded 10s sputter 30s sputter 

Cd (3d) 0.500 ± 0.004 0.494 0.504 0.509 

S (2p) 0.500 ± 0.004 0.506 0.496 0.491 
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In the as-loaded UPS spectra in Figure 3.5b, the identifiable features appear smeared out 

with very low intensity near the valence band edge. This broadening is can be explained 

by the scattering of photoelectrons as they pass through the discussed contaminant 

overlayer. As this overlayer is removed the feature at the VBM becomes more defined 

and of higher intensity, further suggesting sputtering is successfully cleaning the surface 

and as a result increases surface order. This drastic structural change in the UPS spectrum 

with sputtering is not reflected in the IPES results. Again, this difference is due to the 

different IMFP of the two techniques; IPES is not as sensitive to small levels of surface 

contamination. After the surface has been sputter cleaned the UPS background reduces 

significantly causing the low-lying Cd 4d core level at ~ 11.5 eV to become more 

prominent. The sputtering process also induces a shift in position of the band edges 

(Table 3.2) which is appreciably larger than the core level shift displayed in Figure 3.4. 

Due to the shorter measuring depth of UPS the induced surface band bending associated 

with this shift likely has a relatively short depletion length. The final VBM and CBM 

positions and the resulting surface bandgap of 2.58 ± 0.2 eV are in good agreement with 

other PES studies based upon measured CBD and vacuum deposited CdS thin films [46–

49]. The location of the fermi level high in the gap indicates the CdS films in these 

devices exhibit the strong n-type behaviour desired to form an effective p-n junction 

within a device. The measured IE and EA are 6.73 eV and 4.15 eV, respectively. 
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Table 3.2  Parameters derived from UPS and IPES measurements for as-loaded and 

sputtered CdS surfaces; Eonset, EVBM and ECBM energy values are referenced 

to the Fermi level. 

 

  
Eonset 

(± 0.05 eV) 
EVBM 

(± 0.1 eV) 
ECBM 

(± 0.2 eV) 
IE 

(± 0.1 eV) 
EA 

(± 0.2 eV) 
EG 

(± 0.2 eV) 

As-loaded 16.90 1.50 -1.15 5.82 3.17 2.65 

10s Sputter 16.75 1.89 -0.75 6.36 3.72 2.64 

30s Sputter 16.47 1.98 -0.60 6.73 4.15 2.58 

 

 

Figure 3.5  UPS and IPES spectra of CdS at different total sputtering times, including 

(a) UPS He I secondary electron onset, (b) scans of valence band states and 

(c) combined close-up of UPS He I valence band edge and IPES 

conduction band edge (filled circles). In (c) the data have been offset for 

clarity. Dotted tangent lines are drawn to show intersection with the 

background to mark the position of the onset in (a) and EVBM and ECBM in 

(c). Ef refers to the fermi energy. 30 seconds of sputtering at 3 keV 

corresponds to approximately 3 – 5 monolayers of material being removed 

from the surface. 
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3.3 MOSE2 AND MOS2 

MoSe2 and MoS2 are closely related layered transition metal dichalcogenide materials. 

Due to the more diffuse bonding orbitals of Se compared to S, MoSe2 (1.10 eV) has a 

smaller bandgap than MoS2 (1.29 eV) but since S and Se share a group on the periodic 

table these two materials have very similar valence structure [50]. This is represented in 

the similar structure near the band edges in the UPS and IPES spectra; presented in Figure 

3.6 and Figure 3.7 for MoSe2 and MoS2, respectively. With sputtering the UPS, IPES and 

XPS core levels all shift to lower binding energy. Both materials are n-type with the fermi 

levels just above mid-gap. The measured surface band gaps by UPS and IPES of 1.05 eV 

and 1.20 eV are in good agreement with the reported values for MoSe2 and MoS2, 

respectively. Surprisingly, the signal to background is much better in the MoSe2 UPS and 

IPES compared to MoS2. This discrepancy is explained by comparing the XPS spectra of 

both material; Si 2p and large O 1s peaks are observed in both materials, arising from the 

underlying soda-lime glass substrate. However, the oxygen signal in the MoS2 spectra in 

Figure 3.9a dwarfs any of the Mo or S peaks from the material. This suggests the MoS2 

sample measured was significantly thinner than MoSe2. The elemental abundance 

calculations from XPS yield an exactly stoichiometric composition for MoSe2 but an Mo 

poor surface for MoS2 with a [Mo]/[S] ratio of 0.36. This again could be the result of the 

severely reduced film thickness. The initial sputter deposited Mo layer could be so thin 

that this film never achieved full surface coverage. Then during the sulfurization, sulfur 

atoms could have deposited in the gaps, leading to sulfur rich result. 
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Figure 3.6  UPS and IPES spectra of MoSe2 at different total sputtering times, 

including (a) UPS He I secondary electron onset, (b) scans of valence band 

states and (c) combined close-up of UPS He I valence band edge and IPES 

conduction band edge (filled circles). In (c) the data have been offset for 

clarity. Dotted tangent lines are drawn to show intersection with the 

background to mark the position of the onset in (a) and EVBM and ECBM in 

(c). Ef refers to the fermi energy. 10 seconds of sputtering at 3 keV 

corresponds to approximately 1 – 2 monolayers of material being removed 

from the surface. 

 

Table 3.3  Parameters derived from UPS and IPES measurements for as-loaded and 

sputtered MoSe2 surfaces; Eonset, EVBM and ECBM energy values are 

referenced to the Fermi level. 

 

  
Eonset 

(± 0.05 eV) 

EVBM 

(± 0.1 eV) 

ECBM 

(± 0.2 eV) 

IE 
(± 0.1 eV) 

EA 
(± 0.2 eV) 

EG 

(± 0.2 eV) 

As-loaded 16.80 0.92 -0.40 5.34 4.02 1.32 

10s Sputter 16.68 0.65 -0.40 5.19 4.14 1.05 
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Figure 3.7  UPS and IPES spectra of MoS2 at different total sputtering times, including 

(a) UPS He I secondary electron onset, (b) scans of valence band states and 

(c) combined close-up of UPS He I valence band edge and IPES 

conduction band edge (filled circles). In (c) the data have been offset for 

clarity. Dotted tangent lines are drawn to show intersection with the 

background to mark the position of the onset in (a) and EVBM and ECBM in 

(c). Ef refers to the fermi energy. 10 seconds of sputtering at 3 keV 

corresponds to approximately 1 – 2 monolayers of material being removed 

from the surface. 

 

Table 3.4  Parameters derived from UPS and IPES measurements for as-loaded and 

sputtered MoS2 surfaces; Eonset, EVBM and ECBM energy values are 

referenced to the Fermi level. 

 

  
Eonset 

(± 0.05 eV) 

EVBM 

(± 0.1 eV) 

ECBM 

(± 0.2 eV) 

IE 
(± 0.1 eV) 

EA 
(± 0.2 eV) 

EG 

(± 0.2 eV) 

As-loaded 17.07 0.90 -0.60 5.05 3.55 1.50 

10s Sputter 16.57 0.70 -0.50 5.35 4.15 1.20 
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Figure 3.8  Mg Kα XPS spectra of MoSe2 across the full BE range shown in (a). 

Higher resolution scans of the (b) Mo 3d and (c) Se 3d regions show the 

core levels shift with sputtering. Data at different sputtering times have 

been offset for clarity. 10 seconds of sputtering at 3 keV corresponds to 

approximately 1 – 2 monolayers of material being removed from the 

surface. 

 

Table 3.5  Atomic abundances and associated uncertainty for each expected element 

in the deposited MoSe2 film, calculated by fitting XPS core level spectra. 

 

Element  
(Core level) 

Expected 
abundance 

Uncertainty As-loaded 10s sputter 

Mo (3d) 0.333 ± 0.008 0.322 0.329 

Se (3d) 0.667 ± 0.004 0.678 0.671 
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Figure 3.9  Mg Kα XPS spectra of MoS2 across the full BE range shown in (a). Higher 

resolution scans of the (b) Mo 3d and (c) S 2p regions show the core levels 

shift with sputtering. Data at different sputtering times have been offset for 

clarity. 10 seconds of sputtering at 3 keV corresponds to approximately 1 – 

2 monolayers of material being removed from the surface. 

 

Table 3.6  Atomic abundances and associated uncertainty for each expected element 

in the deposited MoS2 film, calculated by fitting XPS core level spectra. 

 

Element  
(Core level) 

Expected 
abundance 

Uncertainty As-loaded 10s sputter 

Mo (3d) 0.333 ± 0.010 0.271 0.267 

S (2p) 0.667 ± 0.005 0.729 0.733 
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3.4 CU2BASNS4 

UPS, XPS and IPES measurements were made on sputter deposited Cu2BaSnS2 (CBTS) 

films to be used for comparison with the more novel solution processed CBTSSe absorber 

material. Physical vapour deposition (PVD) techniques like sputtering have been the 

prominent method of deposition for PES studies on multinary chalcogenides [30,46–

49,51,52]. Due to being performed in vacuum and the slower deposition rate, PVD 

typically produces polycrystalline materials with higher surface uniformity than solution 

processed techniques. As a result, we typically observe reduced broadening in the UPS 

and IPES spectra; sharper valence and conduction band edges allow for higher certainty 

in the position of the VBM and CBM. Therefore, in the context of this work, CBTS is 

viewed as a reference material.  

 

CBTS was also used to calibrate Ar+ ion sputtering at 300 eV as it was necessary to 

confirm proper operation of the sputtering gun. It had never been run at this energy 

previously and this is approaching the lower limit of its recommended range. This low 

energy is suggested for multinary systems as they are less robust to damage that can be 

caused when bombarded by high kinetic energy ions. It has been shown that prolonged 

sputtering of similar systems at ion energies exceeding 500 eV can lead to the formation 

of metallic phases at the surface [47,49]. Due to the coupling between the ion energy and 

ion current the required sputtering time required to remove a layer of material will 

increase. A time scaling factor can be estimated to determine equivalent sputtering times 

by taking the ratio of the calculated sputtering rate for CBTS at 3 and 0.3 keV. Using 

Equations 13 and the sputtering yields in Table 3.1, the time scaling was determined to be 

76.6; this factor equates 15 – 30 seconds of sputtering at 3 keV to 22 – 44 minutes at 0.3 
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keV. The sputtering rate can also be converted to estimate the total time required to 

remove a monolayer of material. Assuming a simplified monolayer model of a square 

lattice of atoms with a lattice parameter in the range of 3 − 4 Å one can calculate an 

atomic density of  4 − 6 ∙ 1014 atoms/cm2. From this and the sputter yields it is estimated 

that it takes approximately 9 to 15 minutes to remove one monolayer of atoms by 

sputtering at 0.3 keV. This back of the envelope calculation helps provide context to the 

level of contamination (a few monolayers) that is being removed from each sample and 

reinforces the significant effect it has on UPS spectra. 

 

Table 3.7 Argon ion sputtering yields (Y) for CBTS/CBTSSe constituent atoms 

calculated from [53–55].  

 

Element 
Y - 3 keV 

(atoms/ion) 
Y - 0.3 keV 

(atoms/ion) 
Cu 6.40 1.90 

Ba 4.10 1.50 

Sn 5.60 1.75 

S 8.70 3.10 

Se 11.50 6.00 

 

Panels (a) and (b) in Figure 3.10 show the secondary electron onset and full He I UPS 

spectra, respectively, across the entire range of sputtering times that spectra were 

acquired. Valence and conduction band edge positions relative to the fermi level are listed 

in Table 3.8 for each sputtering step. Saturation in the position of the secondary onset is 

observed at 40 minutes total sputtering time, in agreement with the time scaling 

calculation. This is confirmed by an additional sputtering step of 80 total minutes where 

the onset does not continue to shift to lower binding energy with sputtering. Saturation is 

also seen at 40 minutes for the VBM and CBM as shown in the UPS and IPES band edge 

spectra shown in Figure 3.10c. As the sputtering time increases there is a significant 
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reduction of signal at higher BE in Figure 3.10 but an increase in structure close to the 

band edge. Part of this loss of signal is from the removal of surface species which 

contribute electrons to the valence states probed by UPS but the rest results from the 

chemical shift to higher BE when bonding with an electronegative species such as 

oxygen. If the oxygen is then removed by sputtering and the bonds broken the intensity 

shifts back to lower binding energy. Reduction of the O 1s peak can be clearly seen in the 

XPS spectra in Figure 3.11a at around 580 eV. The band gap also decreases to a measured 

value of 2.00 ± 0.2 eV which is in good agreement with band gap values determined by 

photoluminescence measurements on CBTS [38]. CBTS is a p-type material with a fermi 

level position 0.3 eV below mid-gap and calculated IE and EA of 5.30 eV and 3.30 eV, 

respectively. Calculated elemental abundances in Table 3.9 suggest that the surface of the 

CBTS film is stoichiometric except for a sizable copper deficiency. This finding is 

consistent through each sputtering step but appears to become less Cu-poor at longer 

times. The sulfur content follows the opposite trend, displaying the largest change and 

decreasing with sputtering time. These opposing observations are rationalized by the Cu 

2p and S 2p core levels having the largest IMFP difference as they are located at the 

opposite ends of the scanned energy range (ΔBE = 790 eV). Therefore, the intensity of 

their spectral peaks would be the most affected by sputtering. 
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Figure 3.10  UPS and IPES spectra of CBTS at different total sputtering times, 

including (a) UPS He I secondary electron onset, (b) scans of valence band 

states and (c) combined close-up of UPS He I valence band edge and IPES 

conduction band edge (filled circles). In (c) a subset of the data is shown 

and have been offset for clarity. Dotted tangent lines are drawn to shown 

intersection with the background to mark the position of the onset in (a) 

and EVBM and ECBM in (c). Ef refers to the fermi energy. 40 minutes of 

sputtering at 0.3 keV corresponds to approximately 3 – 5 monolayers of 

material being removed from the surface. 
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Figure 3.11  Mg Kα XPS spectra of CBTS across the full BE range shown in (a). 

Higher resolution scans of the (b) Cu 2p, (c) Ba 3d, (d) Sn 3d and (e) S 2p 

regions show the core levels shift with sputtering. Data at different 

sputtering times have been offset for clarity. 40 minutes of sputtering at 0.3 

keV corresponds to approximately 3 – 5 monolayers of material being 

removed from the surface 
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Table 3.8 Parameters derived from UPS and IPES measurements for as-loaded and 

sputtered CBTS surfaces; Eonset, EVBM and ECBM energy values are 

referenced to the Fermi level. 

 

  
Eonset 

(± 0.05 eV) 

EVBM 

(± 0.1 eV) 

ECBM 

(± 0.2 eV) 

IE 
(± 0.1 eV) 

EA 
(± 0.2 eV) 

EG 

(± 0.2 eV) 

As-loaded 17.17 0.55 -1.80 4.60 2.25 2.35 

2 min Sputter 17.17 0.70 -1.50 4.75 2.55 2.20 

10 min Sputter 17.10 0.70 -1.40 4.82 2.72 2.10 

20 min Sputter 16.98 0.70 -1.30 4.94 2.94 2.00 

40 min Sputter 16.62 0.70 -1.30 5.30 3.30 2.00 

80 min Sputter 16.64 0.70 -1.30 5.28 3.28 2.00 

 

 

Table 3.9 Atomic abundances and associated uncertainty for each expected element 

in the deposited CBTS film, calculated by fitting XPS core level spectra. 

 

Element  
(Core level) 

Expected 
abundance 

Uncertainty 
As-

loaded 
10 min 
sputter 

20 min 
sputter 

40 min 
sputter 

80 min 
sputter 

Cu (2p) 0.250 ± 0.004 0.106 0.113 0.121 0.132 0.146 

Ba (3d) 0.125 ± 0.006 0.130 0.130 0.131 0.133 0.139 

Sn (3d) 0.125 ± 0.004 0.126 0.126 0.129 0.130 0.128 

S (2p) 0.500 ± 0.005 0.639 0.631 0.619 0.605 0.587 

 

3.5 SOLUTION PROCESSED CU2BASN(S,SE)4 

Following the 0.3 keV sputtering calibration on the sputter deposited CBTS material, 

UPS, XPS and IPES spectra were collected at 0 minutes, 20 minutes and 40-minutes total 

sputtering time. XPS spectra in Figure 3.14 were used to verify film stoichiometry during 

the sputtering process and to identify the surface species being removed. Figure 3.12 

displays three identified contaminants: adventitious carbon (285 eV), oxygen (530 eV) 

and iodine (619 eV). The presence of iodine is attributed to residual SnI2 precursor, as 

supported by EDS mapping, which shows trace amounts at iodine at the grain boundaries 

for some samples examined (Figure 3.13). The carbon 1s signal in Figure 3.12a follows 

the expected exponential trend for the removal of surface impurities by sputtering. In 
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contrast, the oxygen 1s stays relatively constant, except for the reduction of a low binding 

energy (LBE) component. The immutable character of the higher binding energy O 1s 

component arises from the BaSO4 impurity phase found at the grain boundaries and 

occasionally within the bulk of the film as identified by SEM and EDS images (Figure 

3.13,Figure 3.2 a-b). The LBE O 1s component is then assigned to the formation of 

surface oxides such as BaO because the chemical shift of metal oxides toward lower 

binding energy is smaller than metal sulfates. This is in agreement with the UPS results 

(Figure 3.15) showing a loss of structure in the 6-12 eV binding energy range with 

sputtering, consistent with states derived from the hybridization of the low-lying O 2p 

core level [56]. Previous work on these CBTSSe films has suggested the observed BaSO4 

is from degradation of the Ba(NO4)2 precursor during the layered deposition process [57]. 

It has also been shown that the 580 ℃ annealing temperature used would be sufficient to 

activate this process [58]. The Ba(NO4)2 decomposition has pathway is as follows [59].  

2𝐵𝑎(𝑁𝑂4) + ℎ𝑒𝑎𝑡 ⟶ 2𝐵𝑎𝑂 + 4𝑁𝑂2 + 𝑂2 

Barium oxide then reacts with the sulfur atmosphere present during each annealing step to 

form barium sulfate. 

 

 

Figure 3.12 Al Kα XPS spectra of CBTSSe in the C 1s, O 1s and I 3d regions, showing 

the change in these surface contaminants with sputtering. In the O 1s plot, 

arrows are used to mark the low and high energy components assigned to 

BaO and BaSO4, respectively. 
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Figure 3.13 EDS mapping on the sample used in UPS measurement. Trace amount of 

iodine observed along the grain boundaries in the center of the image. 

BaSO4 crystallites observed on the sample surface and grain boundaries in 

the bottom right SEM image. Scale bar is equal to 2.5 microns. 

Reproduced from [37]. 

 

Table 3.10 includes the calculated elemental abundancies for the expected constituents of 

CBTSSe. The sputtering trends observed in this data for each element do not directly 

correlate to the relative magnitude the corresponding sputtering yields in Table 3.7. For 

example, S and Se compositions do show the largest decrease as would be expected for 

having the largest yield but the Ba fraction should increase when having the lowest yield. 

Overall, any abundance changes caused by sputtering are not greater than twice the 

expected uncertainty for this data suggesting the effect of sputtering on surface 

composition is minimal. Using the values from the 40-minute sputtered XPS spectra the 

ratio of [Cu]/([Ba]+[Sn]) is found to be 0.44. This suggests that the solution processed 

CBTSSe films exhibit a Cu-poor and Ba-rich surface. A copper deficiency agrees with the 
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findings for sputtered deposited CBTS and is consistent with previous surface studies on 

related multinary chalcogenides such as CZTSSe [30,52,60] and CIGSSe [48,51,61]. It is 

hypothesized that the Ba rich nature of the surface is due to the comparatively high 

volatility of Ba; for context the vapour pressure of Ba at the temperature the films are 

annealed is orders of magnitude higher (2.21 x 10-3 mbar) compared to Cu (1.52 x 10-11 

mbar) or Sn (1.98 x 10-11 mbar) [62]. During the high temperature anneal barium could 

migrate through the film and re-deposit on the surface as it cools. This kinetically driven 

process might also provide an explanation to why the XPS result find the CBTSSe surface 

to be more barium rich than that of CBTS. Because CBTSSe is annealed at a slightly 

higher temperature and for longer, more barium could reach the surface. A 

[Se]/([S]+[Se]) ratio of 0.51 was also determined suggesting a discrepancy with the 

targeted bulk x ≈ 3 stoichiometry. It is important to note, however, that a strong overlap 

of the sulfur 2p and selenium 3p core levels (Figure 3.14 e) and the complicated 

background resulting from the close proximity to other spectra features, makes their 

deconvolution difficult. Therefore, a much larger error associated with the calculated 

atomic abundances of S and Se. 

 

Table 3.10 Atomic abundances and associated uncertainty for each expected element 

in the deposited CBTSSe film, calculated by fitting XPS core level spectra. 

 

 

300 eV Ar+ sputtered, CBTSSe 

Element  

(Core Level) 
Expected 

abundance 
Uncertainty As-loaded 20 minutes 40 minutes 

Cu (2p) 0.250 ± 0.004 0.121 0.139 0.147 

Ba (3d) 0.125 ± 0.006 0.212 0.204 0.203 

Sn (3d) 0.125 ± 0.004 0.128 0.132 0.135 

S (2p) 0.125 ± 0.020 0.266 0.281 0.254 

Se (3p) 0.375 ± 0.020 0.273 0.244 0.261 

Total 1.000 - 1.000 1.000 1.000 
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UPS and IPES spectra of the CBTSSe films after each sputtering step are shown in Figure 

3.15. A small shoulder can be seen in the secondary onset in Figure 3.15; mild onset 

broadening like this indicates a small degree of surface inhomogeneity. With sputtering, 

both the VBM and CBM shift to higher binding energy and are accompanied by a rigid 

shift (~0.2 eV) in the XPS core levels (Figure 3.14 b-e); this behaviour corresponds to 

induced surface band bending. This shift then saturations at 40 minutes further verifying 

the sputtering time scales presented in the CBTS measurements. Table 3.11 lists the 

derived parameters obtained from the UPS and IPES data at each sputtering time. The 

shape of the IPES spectra has the same leading shoulder as CBTS which marks the 

position of the CBM. As is expected the VBM UPS spectra resemble that of CBTS but 

are broad in comparison to a vacuum deposited material. From 0 to 40 minutes of 

sputtering time the measured band gap decreases to 1.65 ± 0.2 eV, in good agreement 

with the value calculated from EQE measurements (Figure 3.3 b). The fermi level 

position as determined by UPS and IPES is 0.175 eV below mid-gap suggesting CBTSSe 

is less p-type than CBTS. 

 

Table 3.11 Parameters derived from UPS and IPES measurements for as-loaded and 

sputtered CBTSSe surfaces; Eonset, EVBM and ECBM energy values are 

referenced to the Fermi level. 

 

  
Eonset 

(± 0.1 eV) 

EVBM 

(± 0.1 eV) 

ECBM 

(± 0.2 eV) 

IE 
(± 0.1 eV) 

 EA 
(± 0.2 eV) 

EG 

(± 0.2 eV) 

As-loaded 17.3 0.50 -1.40 4.42  2.52 1.90 

20 min Sputter 16.9 0.65 -1.00 5.02  3.37 1.65 

40 min Sputter 16.7 0.65 -1.00 5.17  3.52 1.65 
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Figure 3.14 Al Kα XPS spectra of CBTSSe across the full BE range shown in (a). 

Higher resolution scans of the (b) Cu 2p, (c) Ba 3d, (d) Sn 3d and (e) Se 

3p/S 2p regions show the core levels shift with sputtering at 0.3 keV. Data 

at different sputtering times have been offset for clarity. 40 minutes of 

sputtering at 0.3 keV corresponds to approximately 3 – 5 monolayers of 

material being removed from the surface 
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Figure 3.15 UPS and IPES spectra of CBTSSe at different total sputtering times, 

including (a) UPS He I secondary electron onset, (b) scans of valence band 

states and (c) combined close-up of UPS He I valence band edge and IPES 

conduction band edge (filled circles). In (c) a subset of the data is shown 

and have been offset for clarity. Dotted tangent lines are drawn to shown 

intersection with the background to mark the position of the onset in (a) 

and EVBM and ECBM in (c). Ef refers to the fermi energy. 40 minutes of 

sputtering at 0.3 keV corresponds to approximately 3 – 5 monolayers of 

material being removed from the surface 
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CHAPTER 4 CONCLUSIONS AND INITIAL FUTURE 

IMPROVEMENTS FOR CBTSSe CELL DESIGN 

 

To help influence the interface design and optimization of future solution processed 

CBTSSe PV devices, UPS, XPS and IPES measurements were performed to investigate 

the surface properties of each material within the leading CdS/CBTSSe/MoS2/MoSe2/Mo 

based architecture. By comparing the determined electron affinity values of CdS and 

CBTSSe an indirect measurement of band alignment at the buffer/active layer interface is 

obtained by assuming vacuum level alignment at the interface. The CdS-CBTSSe 

conduction band offset (ΔEc) is measured to be -0.6 ± 0.2 eV, meaning the conduction 

band edge of CdS is significantly lower in energy than that of CBTSS, suggesting a cliff-

like band profile at this interface. This is in agreement with a recent theoretical study that 

predicted a similar ΔEc of – 0.49 eV [43]. However, this is larger than the ΔEc values of -

0.33 eV and -0.45 eV reported for CZTS [63] and CIGS [46]. Large negative conduction 

band offsets like these have been shown to be a significant cause of reduced VOC in 

chalcogenide devices as they promote charge carrier recombination at the interface 

[64,65]. Therefore, based on the low VOC of 0.47 V and the cliff-like conduction band 

offset it is suggested that new electron transport materials with lower EA need to be 

incorporated into future devices. One promising option is oxygenated CdS or CdS:O. The 

reaction of CdS with oxygen during the deposition process raises the CBM and will 

therefore improve the conduction band alignment [50] and has been show to increase the 

VOC of sputter deposited CBTS devices by up to 68% [42]. Due to the nature of CdS:O, 

consisting of 3 phases: CdS, CdSO4 and CdSO3 this material presents a challenging 

material optimization project but also great promise for improving cell efficiencies. 
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The MoS2, MoSe2 layers form spontaneously at the back hole collecting Mo contact. 3 

new interfaces result from this formation and can greatly affect charge carrier collection. 

Based on the measured ionization energies of these materials and CBTSSe, their valence 

band offsets are very small (-0.02 eV for MoS2, -0.22 eV for MoSe2). Based on these 

indirect measurements there appears to be suitable band alignment between these 

materials. However, thick Mo(S,Se)2 layers do increase device series resistance by 

decreasing the thickness of the Mo contact and have been shown to decrease CZTSSe cell 

fill factors resulting in a reverse correlation between layer thickness and power 

conversion efficiency [66,67]. Therefore, to optimize device performance design choices 

need to be made to limit chalcogen diffusion to the back contact. This will also impose 

greater control of available S and Se ions within the material and will in turn help limit 

the formation of impurity phases like BaSO4. Initial attempts to limit diffusion have been 

made that show efficiency improvements when using a thin layer of titanium nitride 

(TiN) as a diffusion barrier [68] but this absorber/Mo interface is still generally 

understudied and remains an outstanding question in the field of multinary chalcogenide 

PV devices. 
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