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The ionic versus metallic nature of 2D electrides: A
density-functional description

Stephen G. Dale,∗a Erin R. Johnsonb

The two-dimensional (2D) electrides are a highly unusual class of matierals, possessing in-
terstitial electron layers sandwiched between cationic atomic layers of the solid. In this work,
density-functional theory, with the exchange-hole dipole moment dispersion correction, is used to
investigate exfoliation and interlayer sliding of the only two experimentally known 2D electrides:
[Ca2N]+e− and [Y2C]2+(2e−). Examination of the valence states during exfoliation identifies in-
tercalated electrons in the bulk and weakly-bound surface-states in the fully-expanded case. The
calculated exfoliation energies for the 2D electrides are found to be much higher than for typical
2D materials, which is attributed to the ionic nature of the electrides and the strong Coulomb
forces governing the interlayer interactions. Conversely, the calculated sliding barriers are found
to be quite low, comparable to those for typical 2D materials, and are effectively unchanged by
exclusion of dispersion. We conjecture that the metallic nature of the interstitial electrons allows
the atomic layers to move relative to each other without significantly altering the interlayer binding.
Finally, comparison with previous works reveals the importance of a system-dependent dispersion
correction in the density-functional treatment.

Introduction
The discovery, ongoing characterisation, and potential applica-
tions of 2D materials have had a profound impact on the scien-
tific community in recent years. Well-characterised 2D materials
such as graphene, boron nitride (BN), and molybdenum disul-
fide (MoS2) possess low barriers for exfoliation1 and lateral layer
motion,2 among other attractive properties. Graphene in partic-
ular has been described as, ‘one of the most promising materials
for post-silicon electronics’.3 Upon the identification of 2D elec-
trides,4,5 studies looking for similar desirable electronic and me-
chanical properties swiftly followed.

Electrides are ionic crystals in which the anions are stoi-
chiometrically replaced with localised electrons.6 The first elec-
trides discovered used alkali metal-ligand complexes involving
electron-rich, organic ring- and cage-like ligands that allow the
valence electron to dissociate from, and exist independently
of, the complex.7–15 These materials were highly sensitive to
both temperature and atmosphere, which hindered research and
application efforts. In 2003,16 the first inorganic electride,
[Ca24Al28O64]

4+(4e−), was identified and shown to be stable at
temperatures up to 1600 ◦C.17 This was a significant increase in
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thermal stability compared to the most-stable organic electride
(which decomposes at 40◦C14) and allowed development of a se-
ries of potential applications.18–23

In recent years a number of new inorganic electrides have
been identified.4,5,24,25 Two of these materials, [Ca2N]+e− and
[Y2C]2+(2e−), possess covalently-bonded 2D atomic layers with
the ‘electride’ electrons intercalated between each layer.4,5 It
was hypothesised and theoretically demonstrated that a layer of
[Ca2N]+e− could be separated from the bulk material, similar to
the exfoliation of graphene sheets.26 The ‘electride’ electrons are
then predicted to dissociate above and below the surface of the
exfoliated layer, forming a pseudo-2D free-electron gas. Stable
exfoliation of [Ca2N]+e− was recently verified experimentally27

and introduces a whole new range of potential applications for
electride materials. Theoretical studies have also predicted that
a [Y2C]2+(2e−) monolayer would be strong enough to be free
standing,28 but harder to exfoliate than [Ca2N]+e−.29

Theoretical calculations29,30 revealed a low energy barrier of
1.6 meV Å−2 to interlayer sliding of [Ca2N]+e−. This prompted
the suggestion that more facile exfoliation of [Ca2N]+e− layers
could be achieved by a combination of such sliding and electron
doping;29 peripheral experimental observations seem consistent
with this suggestion.27 Moreover, the predicted sliding barrier is
low enough to make the 2D electrides excellent candidates for
new solid lubricants. The current, primary failure of solid lu-
bricants is a lack of atmospheric stability as the temperature in-
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creases, and unfortunately, this is currently a flaw that the 2D
electrides share. However, a recent computational study pre-
dicted the existence of another 24 potential 2D electrides.31 If
even a fraction of those predictions are correct, the electride field
would expand dramatically and could overcome problems faced
by the limited sample space of stable electride crystals.

In this work we use density-functional theory (DFT) and
the exchange-hole dipole moment (XDM)32,33 dispersion model
to examine exfoliation and interlayer sliding energies of the
[Ca2N]+e− and [Y2C]2+(2e−), the only experimentally charac-
terised 2D electrides. This is the first study to apply a non-
empirical, density-dependent dispersion correction to the 2D elec-
trides, allowing the dispersion coefficients to respond to changes
in the electronic structure of the system under study. Compari-
son between the present results and previous studies reveal large
exfoliation energy differences caused primarily by the lack of,
or choice of, dispersion correction; these differences and their
impact on the computed properties is discussed in detail in sec-
tion 3.3. Additionally, we present the first study of the evolution
of the ‘electride’ states as exfoliation occurs and observe the tran-
sition from interstitial layers to surface states. The first sliding cal-
culations for [Y2C]2+(2e−) and the first dispersion-corrected re-
sults for sliding of [Ca2N]+e− are also presented. The results re-
veal that the 2D electrides have the unique combination of strong
interlayer binding during exfoliation, but weak interlayer interac-
tions during sliding, when compared to other common 2D materi-
als. The former is explained by the ionic nature of the materials,
with Coulomb attraction between the positively-charged atomic
layers and negatively-charged interstitial electrons, leading to a
high exfoliation energy. The latter is explained by the metallic
nature of the interstitial electron density, resulting in nearly non-
directional interlayer interactions.

Computational Methods

Unit-cell geometries of [Ca2N]+e− 4,34 and [Y2C]2+(2e−)5,35,36

were taken directly from their experimental crystal struc-
tures. Full relaxation of the atomic positions and cell di-
mensions under periodic boundary conditions was performed
using the B86bPBE functional37,38 and the XDM dispersion
model33,39,40 with the Quantum Espresso program.41 Unless
specified otherwise, calculations presented in this work used the
planewave/pseudopotentials (PW/PS) approach and the Projec-
tor Augmented Wave (PAW) formalism,42 with a plane-wave cut-
off energy of 100 Ry, a 12×12×12 kkk-point mesh, and cold smear-
ing43 at a temperature of 0.01 Ry. Pseudopotentials were adapted
from the atompaw library.44

Interlayer-sliding calculations were conducted by fixing the
unit-cell parameters and the x, y coordinates for all atoms af-
ter the desired lateral shift for a single layer; the z-coordinates
of each atom were then allowed to relax. Exfoliation calcula-
tions were conducted by shifting each layer in the z-direction,
such that all layers remained equidistant; unit-cell parameters
were adjusted to accommodate this. At a given separation, the z-
parameter of the unit-cell and z-coordinate of all the atoms were
held fixed and the x,y cell parameters and atomic coordinates

were allowed to relax.
Spin-polarised calculations were attempted with a variety of

initial magnetic-bias motifs in the spirit of our previous work.45

However, these calculations would consistently return spin-
unpolarised solutions or, in the few cases when a magnetic state
for [Y2C]2+(2e−) was found, it was higher in energy than the
spin-unpolarised solution. Consequently, all of the calculations
presented herein do not include spin-polarisation.

Results and Discussion
Exfoliation
Our calculations predict exfoliation energies of 94.9 and 145.6
meV Å−2 for [Ca2N]+e− and [Y2C]2+(2e−), respectively. The po-
tential energy surfaces from which these values are derived are
shown in Figure 1. These exfoliation energies are significantly
larger than for the more common 2D materials graphite, BN,
and MoS2, calculated to be 21.0, 21.6, and 23.2 meV Å−2, re-
spectively, calculated using identical methods and consistent with
previous work.46 Interlayer binding of graphite, BN, or MoS2

is primarily due to dispersion forces, while the binding in the
2D electrides is primarily due to electrostatic forces between the
positively-charged atomic layers and negatively-charged interca-
lated electrons. Indeed, even if the XDM dispersion energy is
removed, the exfoliation energies of the electrides remain high,
at 61.8 and 98.2 meV Å−2 for [Ca2N]+e− and [Y2C]2+(2e−),
respectively. Comparison with other common 2D materials re-
veals roughly equivalent XDM contributions to the exfoliation en-
ergy of 33.1, 47.7, 28.5, 28.9 and 31.2 meV Å−2 for [Ca2N]+e−,
[Y2C]2+(2e−), graphene, BN and MoS2, respectively. However,
the dispersion contribution is much more significant for the tra-
ditional 2D materials as it is the single force responsible for in-
terlayer binding. The 2D electride layers are already bound by
electrostatic forces and the inclusion of dispersion only serves to
increase their stability.

Fig. 1 Computed potential energy surfaces for exfoliation of the
[Ca2N]+e− (red) and [Y2C]2+(2e−) (black) electrides. Interlayer
separation is measured as the vertical distance between metal atoms on
neighbouring layers, consistent with previous studies. 29

Perhaps the simplest way to understand the difference be-
tween the exfoliation energies of the two electrides is through
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examination of the oxidation numbers. The oxidation states in
[Y2C]2+(2e−) are 3+ for Y and 4- for C, whose magnitudes are
higher by one compared to the corresponding values of 2+ for
Ca and 3- for N in [Ca2N]+e−. In light of this, the higher ex-
foliation energy of [Y2C]2+(2e−) is due to the increased electro-
static attraction resulting from the more positive charge for the
metal atoms at the surface of each layer and the greater number
of interstitial electrons, consistent with the higher base-functional
contribution to the exfoliation barrier.

Figure 2 shows density plots for the valence or ‘electride’
state47,48 for each material as the interlayer separation is gradu-
ally increased from the potential-energy minima to the asymptotic
energy limit. Specifically, the electron density of all states from
0.25 eV below and up to the Fermi level is plotted. This thresh-
old was chosen to ensure only the highest-lying valence states
were consistently represented and the resulting valence densi-
ties were renormalized for all interlayer separations. These plots
reveal a higher valence electron density between each layer for
[Y2C]2+(2e−), in line with the higher number of ‘electride’ elec-
trons in the stoichiometric formula. Figure 2 also reveals the tran-
sition of the ‘electride’ electrons from an interstitial state at the
potential energy minima (leftmost frame) to a surface state at the
asymptotic separation limit (rightmost frame). This surface state
was first predicted to exist for an isolated layer of [Ca2N]+e−,26

with localisation of electron density above and below the atomic
layer allowing formation of what is effectively a 2D free-electron
gas. Figure 2 predicts that this state also exists for [Y2C]2+(2e−).

The behaviour of the valence state throughout exfoliation is
markedly different for each electride. The [Ca2N]+e− valence
state is initially intercalated between each atomic layer and grad-
ually becomes more disperse with increasing separation, eventu-
ally splitting into surface states at the edge of each layer. The
[Y2C]2+(2e−) valence state is initially very well localised be-
tween each layer. Indeed, non-nuclear maxima in the electron
density were identified and are consistent with the regions of
high density in the valence state for the equilibrium geometry of
[Y2C]2+(2e−). As the material is exfoliated, the intercalated elec-
tron initially retreats back to, and disperses over, the atomic layer.
The valence state only returns to the surface of each atomic layer
at very large interlayer separations, approaching the asymptotic
energy limit.

Note that any examination of electron densities generated us-
ing Generalised Gradient Approximations (GGAs), such as PBE
or B86bPBE, should be treated with caution due to delocalisation
error inherent to these methods.49–56 This error is the source of
many failings of semilocal density functionals including under-
estimation of band gaps, overstabilization of fractional charges,
overestimation of charge transfer and polarizabilities, and un-
derestimation of reaction barrier heights.57–71 Inclusion of ex-
act (Hartree-Fock) exchange, as in hybrid72,73 long-range cor-
rected74–78functionals can help mitigate this error,62,79–86 but
is generally intractable for planewave/pseudopotential calcula-
tions. However, as the name suggests, delocalisation error typ-
ically results in an overly disperse electron density. Indeed, ex-
amination of the Kevan solvated-electron model, an electride ana-
logue consisting of six octahedrally-oriented water molecules that

localise an excess electron, revealed this to be the case.87 We ex-
pect similar behaviour for the electride systems examined in this
work. Consequently, if one could correct for delocalisation error
in the present calculations, we would expect the valence densi-
ties in Figure 2 to show greater density in the interstitial regions
initially. On exfoliation, the surface states would be expected to
contract, being more tightly bound to the atomic layers.

Interlayer Sliding
Figure 3 shows the 2D potential energy surfaces for sliding a sin-
gle layer of either [Ca2N]+e− or [Y2C]2+(2e−) in the bulk crys-
tal. At the minimum-energy points of the potential, the metal
atoms of neighbouring layers are as far from each other as pos-
sible. At the maximum-energy points, the metal atoms of the
translated layer align with the metal atoms of the neighbouring
layers. Sliding barriers are calculated to be 2.7 and 5.6 meV Å−2

for [Ca2N]+e− and [Y2C]2+(2e−), respectively. As in the pre-
vious section, stronger interlayer interactions in [Y2C]2+(2e−),
justified by the oxidation states of the metal atoms at the surface
of each layer (viz. 2+ for Ca and 3+ for Y). As sliding occurs,
the metal atoms in neighbouring layers will approach each other
and naturally the species with the higher charge will generate
greater electrostatic repulsion, hence the higher sliding barrier
for [Y2C]2+(2e−).

Note that the calculations used to generate Figure 3 assumed
that the interlayer separation of the 2D electrides remains con-
stant during sliding. To test the validity of this assumption, the
lattice constant and atomic positions for each electride at the
maximum-energy point along the sliding path were allowed to
relax in the z-direction. This causes the interlayer separation to
increase from the equilibrium distances of 3.50 and 3.21 Å to
3.58 and 3.30 Å, for [Ca2N]+e− and [Y2C]2+(2e−), respectively.
If this change in interlayer separation is taken into account, the
sliding barriers are further reduced to 1.4 and 4.0 meV Å−2, for
[Ca2N]+e− and [Y2C]2+(2e−), respectively.

The dependence of the sliding barrier on the interlayer sepa-
ration is examined further in Figure 4, which plots the sliding
energy barrier for interlayer distances about the equilibrium ge-
ometry. The sliding barrier increases as the interlayer separation
decreases, consistent with tribological studies which observe a lin-
ear increase in friction with applied load for common 2D materi-
als.88–91 Also, Figure 4 shows that our results are consistent with
the previous work from Yi et al.29,30, who predicted a sliding bar-
rier of 1.6 meV Å−2 for Ca2N]+e− at an interlayer separation of
3.87 Å, with the PBE functional.38 Their predicted equilibrium
interlayer separation was larger than in the present work due to
neglect of dispersion.
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Fig. 2 Plots of the renormalised valence-state electron density for [Ca2N]+e− (top) and [Y2C]2+(2e−) (bottom). Each sub-plot shows the valence
density (e bohr−3) within the (110) unit-cell plane bisecting the electride layers, with the x- and y-axes corresponding to the position within this plane.
The plots are ordered from left to right according to increasing interlayer separation. The unit cells and chemical structures are shown to the left side
of each plot. Atom colors are: Ca, white; N, blue; Y, grey; and C, black. Results are presented for six interlayer separations, ranging from the
potential-energy minimum (left) to near the asymptotic energy limit (right). The specific interlayer separation is reported below each valence-density
plot.
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The sliding barriers of the 2D electrides calculated in this work
are on par with equivalent energies for graphene, BN, and MoS2,
calculated to be 1.6, 2.0, and 4.7 meV Å−2, respectively,2,92 us-
ing PW86PBE-XDM.38,93 Thus, 2D electrides would be good can-
didates for new solid lubricants if not for their high sensitivity
to oxidative environments. Nonetheless, electrides do still show
promise; a water-stable electride, [Y5Si3]+e− was recently syn-
thesised25 and the existence of 24 new, stable 2D-electride crys-
tal structures computationally predicted,31 some of which may
prove more resistant to oxidation.

Figure 4 also shows that, for a given geometry, the sliding bar-
riers calculated with and without the XDM dispersion correction
are roughly equivalent. Indeed the XDM-corrected barriers are
slightly lower than those calculated using the base functional
alone. This implies that dispersion forces do not play a significant
role in interlayer sliding, in sharp contrast to the typical solid lu-
bricants, graphite, BN, and MoS2, where the dispersion energy is
the principle component of the sliding barrier.2,94

We conjecture that the low sliding barriers for the 2D electrides
are due to the non-directional metallic nature of the interstitial
electron, as reflected in the valence density plots in Figure 2.
While other 2D materials must overcome more directional van
der Waals contacts for sliding to occur, the presence of the inter-
calated electron layer allows translation of the atomic structure
without significantly impacting the stability of the system. This is
consistent with early descriptions of electrides as ‘expanded met-
als’95 and recent observations that the band structure of the 2D
electrides are independent of the stacking motifs between lay-
ers.29

The Role of Dispersion

Previously reported exfoliation energies for [Ca2N]+e− are
68.0,26,30 69.327,30 and, most recently, 63.029,30 meV Å−2. Each
of these calculations used the PBE38 functional and the for-
mer two energies include the DFT-D2 dispersion correction.96

The only other reported exfoliation energy for [Y2C]2+(2e−) is
96.0 meV Å−2 using only the PBE functional.29,30 Our own re-
ported values (94.9 and 145.6 meV Å−2 for [Ca2N]+e− and
[Y2C]2+(2e−), respectively) are higher in every case. For compar-
ison, calculations with the non-local optB86b-vdW functional97

give exfoliation energies of 76.4 meV Å−2 for [Ca2N]+e− and
117.5 meV Å−2 for [Y2C]2+(2e−), which are also significantly
higher than the previous results.

Figure 5 shows potential energy surfaces for [Ca2N]+e− and
[Y2C]2+(2e−) calculated with and without the XDM dispersion
correction. Removing the XDM dispersion correction from the ex-
foliation energies reported in this work gives 61.8 and 98.2 meV
Å−2 for [Ca2N]+e− and [Y2C]2+(2e−), respectively, very closely
reproducing the PBE results of Yi et al.29 Clearly the increased ex-
foliation energies reported in this work are due to the dispersion
correction applied. The difference between the XDM and DFT-
D2 dispersion corrections is more subtle. Both XDM and DFT-D2
dispersion models use the first term in the series expansion,

Edisp =−∑
i< j

C6,i j

R6
i j

, (1)

as the primary contribution to the dispersion energy (although
XDM also includes higher order C8 and C10 terms). In this equa-
tion, the summation runs over all pair of atoms, i and j, and the
Ri j are the interatomic separations. The primary difference be-
tween the two dispersion corrections is in the calculation of the
atomic dispersion coefficients, C6,i j.

DFT-D2 approximates the homoatomic dispersion coefficients
as constant values calculated using the free-atomic ionisation po-
tential (I) and polarisability (α f ree) obtained with the PBE098

functional.96

C6,ii = 0.05NIiαi, f ree (2)

The parameter N has value 10 for 2nd-row elements, 18 for 3rd-
row elements, and 36 for 4th-row elements. Heteroatomic disper-
sion coefficients are obtained from a simple combination rule.96

For the alkali and alkaline earth metals specifically, it was ac-
knowledged that the difference between free-atom and bulk C6

values was so large as to be problematic. As a compromise, rather
than using the equation above, the C6 values of the proceeding
group 8 element and following group 3 element were averaged
and used instead. This gives a homoatomic C6 value of 187.4 a.u.
for Ca.96

XDM non-empirically calculates the pairwise dispersion coef-
ficients from the atom-in-molecule polarisabilities (α) and inte-
grals involving the exchange-hole dipole moments (dX ) deter-
mined from the electron density of the system and related prop-
erties.

C6,i j =
αiα j〈d2

X 〉i〈d2
X 〉 j

〈d2
X 〉iα j + 〈d2

X 〉 jαi
(3)

The XDM dispersion coefficients have been shown to be in
good agreement with available atomic and molecular reference
data99 and are sensitive to changes in the local chemical envi-
ronment.100,101 Figure 6 shows the change in value of the ho-
moatomic XDM C6 coefficients for Ca and Y in [Ca2N]+e− and
[Y2C]2+(2e−), respectively, as the interlayer separation is in-
creased. The homoatomic C6 dispersion coefficient ranges be-
tween 600-800 a.u. for Ca and the elevated exfoliation energy
reported in this work is consistent with the much larger calcium
C6 calculated by XDM with respect to DFT-D2.

To ensure the XDM C6 values are physically correct, we com-
puted the C6 dispersion coefficients of atomic and bulk Ca, which
gave values of 2053 and 823.5 a.u., respectively. The calculated
C6 value for atomic Ca matches well with a number of previously-
reported values, all roughly 2000 a.u.102–110 While experimental
determination of C6 values in the bulk metal is not possible, cal-
culated bulk C6 values tend to be roughly half of the free-atom
values for coinage metals,101,111 and this is consistent with the
C6 value calculated for bulk Ca metal in this work. Finally, we
note that previous calculations by our group comparing the C6

values of bulk and surface metal atoms tend to observe a 30%
increase in the latter case.101 If the fully-exfoliated electride is
considered to resemble a metal surface, this trend is reproduced
with respect to the bulk 2D electride, as shown in Figure 6.

The changing C6 coefficients calculated by the XDM model can
only be caused by a change in the exchange-hole dipole moment
(dX ) or atom-in-molecule polarisability (α) of calcium, based on
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Fig. 3 Potential energy surfaces for sliding of a single layer of [Ca2N]+e− (left) and [Y2C]2+(2e−) (right) with respect to other layers within the bulk
electrides. These plots were generated from calculations using a plane-wave cut-off energy of 60 Ry and a 4×4×4 kkk-point mesh.

Equation 3. The evolution of dX and α for Ca and Y are shown
in Figure 6 and it is immediately obvious that the changes in dX

are the primary cause for the changes in the C6 coefficients. This
is consistent with previous studies of metal surfaces101 and can
be rationalised by considering the behaviour of the exchange-
hole dipole moment of a free atom compared to an atom in a
bulk metal. The exchange-hole of a free atom will remain cen-
tered on the nucleus regardless of the position of the reference
electron,112 resulting in large values of the exchange-hole dipole
moment. Conversely, the exchange-hole of bulk metal remains
close to the reference electron,112 resulting in small values of
the exchange-hole dipole moment. While the metal atoms in this
work are neither free atoms nor bulk metals, the bulk 2D electride
electron environment resembles that of a bulk metal, while the
fully-exfoliated electride starts to take on some free-atom charac-
ter.

While the changes in the metal-atom polarisabilities do not sig-
nificantly impact the C6 coefficients, they do reflect the change in
the electron density within the 2D electrides as they are exfoli-
ated and are consistent with previous observations in this work
regarding Figure 2. The atomic polarisabilities are dependent on
computed effective atomic volumes (Vi), such that

αi =
Vi

Vi, f ree
αi, f ree, (4)

where Vi, f ree is the effective free-atom volume and αi, f ree is the
free-atom polarisability. The atomic volumes are obtained from

integrals involving the electron density (ρ),

Vi =
∫

wi(rrr)ρ(rrr)r3drrr, (5)

where the wi are the Hirshfeld partitioning weights.113 From Fig-
ure 6, the Ca atomic volume and polarisability in [Ca2N]+e− are
minima at the equilibrium distance of of 3.5 Å and increase to
maxima as the increasing interlayer separation causes the inter-
calated valence state to become more disperse. Upon sufficient
separation, the valence states become surface states, causing the
atomic volume and polarisability to decrease again. The Y atomic
volume and polarisability in [Y2C]2+(2e−) do not reach minima
until an interlayer separation of 4.27 Å, which is 1.26 Å larger
than the equilibrium separation of 3.21 Å. This is consistent with
the retreat of the valence state into the atomic layer. From this
point onwards, the behaviour of V is consistent with [Ca2N]+e−

as [Y2C]2+(2e−) separates into individual layers.

Conclusions

In this work, density-functional theory was applied to systemati-
cally examine the exfoliation and interlayer sliding properties of
the 2D electride materials [Ca2N]+e− and [Y2C]2+(2e−). Plots
of the valence density of each electride verify the increased elec-
tron density within the interstitial region of [Y2C]2+(2e−) com-
pared to [Ca2N]+e−. By examining changes in the valence den-
sity during exfoliation, we identify for the first time the transition
between interstitial electron states in the bulk and previously-
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Fig. 4 The sliding energy barrier as a function of interlayer separation for [Ca2N]+e− (left) and [Y2C]2+(2e−) (right). Both the dispersion-corrected
(blue) and base-functional (green) results are shown. Please note the difference in scales.

Fig. 5 Potential energy surfaces for exfoliation of [Ca2N]+e− (left) and [Y2C]2+(2e−) (right). Both the dispersion-corrected (blue) and base-functional
(green) results are shown.

predicted surface states26 for the separated atomic layers.
Comparison between this and previous dispersion-corrected

DFT studies26,29 reveals large differences in the computed ex-
foliation energies, primarily caused by the non-empirical versus
empirical nature of the dispersion models used. Both the ex-
foliation energy and sliding barrier are found to be higher for
[Y2C]2+(2e−) than for [Ca2N]+e−, justified by greater electro-
static interactions in the former case due to the larger stoichio-
metric number of interstitial electrons and the higher oxidation
state of the metal atoms.

The exfoliation energies of both materials were found to be
considerably higher than those of other typical 2D materials,
while the sliding barriers are comparable. We attribute this to
the electride electrons acting as an intercalated anions in the for-
mer case, holding the layers together through coulomb attraction,
rather than weaker van der Waals forces as is typical for 2D ma-
terials. In the latter case we suggest that the interstitial electron
permits non-directional metallic bonding, allowing the individual
layers to move relative to each other without significantly affect-
ing their binding energy.

Finally, we note that the remarkable properties observed in this

work should be consistent across other 2D electrides as they are
due to the jointly ionic and metallic nature of the interactions, not
the specific atomic composition or structure. If not for the atmo-
spheric sensitivity of the 2D electrides, our calculations predict
they would make excellent candidates for new solid lubricants.
Despite this, the electride field continues to show promise with
the recent discovery of an atmospherically-stable electride25 and
the highlighting of a large sample space of potential, new 2D elec-
trides.31
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Fig. 6 Dependence of the calculated homoatomic C6 dispersion coefficients (left), dipole moments (centre) and atomic polarisabilities (right) of Ca
and Y in [Ca2N]+e− (red) and [Y2C]2+(2e−) (black) on the interlayer separation.
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