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Abstract

Due to the phishing sites appearing genuine to users, detecting them is a challenging

task. The SSL certificate that is generally used to secure and encrypt the communi-

cation, can also be generated for the phishing sites. The consequences of using the

HTTPS phishing sites could be harmful to users. Attackers can easily trap users and

steal sensitive information using the cloned website that looks legitimate along with

its SSL certificate. This may also result in the degradation of the user’s trust and

belief in “green padlock” and “lock icon” shown on the browser after connecting to

a web site through HTTPS. In this thesis, I have studied the important attributes

of how attackers use SSL certificates in sites with fake domains. As a result, I have

explored the robustness of a system to auto-detect a phishing site using the critical

attributes of an SSL certificate. The proposed system uses different Machine Learning

algorithms that utilize extracted SSL certificate features studied. Considering good

performance and transparency in the resulting model, I have chosen the decision tree

algorithm for decision making of site category. The algorithm defines a set of decision

rules to classify whether the site is a legitimate site or a phishing site. The proposed

classifier has achieved around 97% of correctly classified instances in comparison with

other machine learning classifiers. In order to connect users to the system, a Web API

is created which provides the user interface of the proposed system through HTTP

service. The API verifies single domain as legitimate or phishing domain by using

the decision rules of decision tree algorithm. Evaluation results show the promising

effectiveness and efficiency of the Web API system designed and developed.
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Chapter 1

Introduction

With the exponential growth of the internet and digital marketing, more people rely

on online services for their day to day needs. Several sectors such as payment, search

engines, social media, email, banking, and different business marketing websites are

designed to connect digitally with prospective users. These web services have easier

internet infrastructure set up with low-cost and less cyberspace. Digitalization im-

proves efficiency and also ease of access. It has been recorded that around 1.74 billion

websites [47] are present on the internet and 351.8 million domain names were regis-

tered across all top-level domains (TLD) in 2019 [14]. Along with many advantages,

digitalization also brought issues of privacy and security [52] of data. It has been

observed that the threat of vulnerabilities and attacks in online services are more as

compared with the offline services due to the availability of free attacking tools such

as Netstat, Nikto, Wix etc. Attackers use these tools to look for weakness or flaws

within a security system of organization to compromise a secure network. For an ex-

ample, if a organization has broken authentication, attackers can hijack user sessions

to get a user’s credential and then pose as the original user. They could gain access

to unauthorized data or open paths for money laundering [8]. Many cases of identity

theft, data misuse, fraud etc., came into the picture [7]. In these cases, attackers cre-

ated clone sites of popular legitimate sites or tried to hijack communication through

man-in-the-middle attacks for stealing personal information and sensitive data of the

users. In order to prevent these attacks, Secure Hypertext Transfer Protocol (HTTPS)

has been applied over the transport layer protocol. HTTPS encrypts traffic between

two networks. This secure web service uses Secure Socket Layer (SSL) certificate to

create a secure communication between the browser and the server. On connecting

through HTTPS to any legitimate website, the lock icon shown generates trust for

the internet users by keeping their data or personal information protected. Nearly

one million most visited websites switched from HTTP to HTTPS in 2019 [12]. It is

1
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almost impossible to decrypt and read communication by any third party unless the

third party has the private key. By using this key, the third party can decrypt the

session and interrupt or read the communication between two networks.

In recent years, it has been analyzed that the attackers are able to compromise

the encrypted traffic. SSL encryption hides the transmission of many attacks that are

continuously rising to 400% since 2017 [62]. By using forged or compromised keys,

and certificates, attackers create malicious tunnels into the network where they hide

to conduct surveillance, install malware and ultimately exfiltrate valuable data [38].

The inspection of attacks under encrypted traffic is quite challenging because of lack

of effective strategies. The idea of decrypting and then re-encrypting the traffic[30] in

search of threats creates new vulnerabilities. In addition, the trusted lock icon shown

on the address bar made attackers’ way easier to deceive the users.

Figure 1.1: Rise of Phishing attacks using SSL certificates [31]

The percentage of phishing attacks using SSL certificates in different years is shown

in Fig 1.1. According to the Anti-phishing Working Group track report (APWG),

there was an increase in the phishing attacks from 2015 to 2019. In the year 2015,

the attacks were less than 2%. But the phishing attacks using SSL certificates were

kept on increasing since the third quarter of 2016. In that quarter, there was 2.5% of

HTTPS phishing attacks which later increased to 74% in the fourth quarter of 2019.
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Figure 1.2: The Most Targeted Industries in 2019 [31]

In the year of 2019 only, the percentage increased from 58% to 74% in just three

quarters. There was an increment of a total of 16% from second quarter to fourth

quarter of 2019. This indicates that a high percentage of phishing sites are using the

SSL certificate and HTTPS protocol for attacking purposes.Along with the tracking of

HTTPS phishing attacks, APWG also inspected carefully about the effected industries

in the last quarter of 2019 that is shown in Fig 1.2. According to the figure, users

of the Software as a service (SaaS) and Webmail services were the targeted groups

in 2019 and had 31% of phishing attacks. As per the report [31], first time SaaS

and Webmail sectors became the highest category of phishing attacks as compared

against the payment sector. The attackers paid more attention towards these sectors

since these provided online services to the organization and easily accessible on the

internet [31]. Financial institution and Payment services still had a high percentage of

phishing attacks. Other sectors such as social media, telecom, e-commerce, and also

cloud and hosting sites had less than 10% of the attacks. This implies these sectors

were the least targeted compared to the other four sectors. Hence, the analysis of

the APWG’ 19 reports shows that attackers are utilizing SSL certificate, a security
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measure for the wrong purposes in different sectors and they are targeting more to

business sites as well as the accounts related to payment and finance for stealing or

manipulating the sensitive information.

Figure 1.3: Phishing website of Amazon

Fig 1.3 shows a phishing website acting like Amazon that is from the list of

phishing sites from Phishtank1 and Fig 1.4 shows the original website of the Amazon

from Alexa2. An unskilled user would not be able to recognize the original website

that is present in one of the two figures, Fig 1.3 and Fig 1.4 because the user interface

design with a lock icon at the address bar is making the phishing website look real.

This shows that a SSL certificate on the website presents no assurance in securing the

user’s data anymore. There are more than 1000 cloned phishing websites of popular

brands present on the internet such as the aforementioned Amazon phishing website.

Zscaler Cloud Security Insights Threat report analyzed the SSL traffic and estimated

the top phished brand over HTTPS during 2019 [62]. As per the analysis, Microsoft

was on top of the list with 58% of phishing websites in 2019. The brands such as

1https://www.phishtank.com/
2https://www.alexa.com/

https://www.phishtank.com/
https://www.alexa.com/
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Figure 1.4: Original website of Amazon

Facebook are 12%, Amazon and Apple both 10% and other brands were having 4% of

the phishing websites present on the internet. The report observed that the presence

of lock icon and HTTPS protocol on the phishing websites were creating the threat of

security risks while visiting the targeted brands which was decreasing the popularity

of the websites.

In a recent study, Torroledo et al.[64] focused on classifying the legitimate SSL

certificates and phishing SSL certificates. Their system employed feature extraction

techniques and a deep neural network (DNN) classifier. The irrelevant features can

create huge impact on the performance of machine learning, therefore they used a

feature selection process to remove the misleading data. The feature selection process

was used by Kabilan et. al as well [54]. They also adopted the same feature extraction

technique and deep neural network to automate the detection process. But they did

not elaborate on the feature selection methods used.

The study done by Zheng et al [33] aimed to classify the phishing and legitimate

Uniform Resource Locator (URLs). The system was engineered with features from
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SSL certificate and employed six machine learning algorithms such as KNN, Random

Forest, C4.5, Decision Table, Naive Bayes and Simple Logistics. At the end, result

of each classifier was combined and averaged to get the final decision of the URL

category. Due to differences between classifiers, the time taken for classification was

more in case of KNN classifier which made the system slower in making the final

decision.

The current works [64, 54, 53, 33] did not analyze and test the robustness of

the designed models. Robustness is vital to test the effectiveness and consistency

of the final design of the system. However, previous literature did provide good

recommendations on the assumptions of training data collection for the phishing and

legitimate categories.

In this thesis, the goal is to explore a robust detection system which could detect

whether a domain is legitimate or phishing by utilizing details in SSL certificate.

I explore and evaluate the robustness of the detection system by training it with

different sets of features and then testing with different assumptions.

The objectives of the thesis are:

• To analyze the importance of features: Which features in the model contribute

to the detection system with good accuracy.

• To explore the robustness of the (classification) detection system: The purpose

is to test effectiveness of the final design of the system

• To investigate the following issues raised by APWG and Zscalar:

– How attackers generate an SSL certificate for the spoofed website?

– How to differentiate between legitimate and phishing websites over secure

service?

In order to achieve these objectives, the feature creation, feature selection and nor-

malization techniques, and machine learning classifiers were employed for classifying

the category (legitimate vs phishing) of the domains. These methods made easier the

designing process of detection system by reducing the complexity of data samples,

extracting the hidden indicators, and providing the predictive analysis of datasets.

In the first step, HTTPS domains for legitimate and phishing classes were collected
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from the internet. Then two separate automated scripts were implemented in Python

programming language for collecting domain’s SSL certificate and creating features

from these collected certificates. These two scripts made both the processes faster

and saved time in extracting 42 features and also downloading SSL certificates from

domains. These features were classified into three types: Boolean, Integer, and Text.

After generating datasets with 42 features, I normalized the numeric attributes and

then removed irrelevant attributes from the dataset using Weka tool sets. These de-

creased the training time and increased the validating accuracy of the model. There-

after, several machine-learning classifiers were built using Weka and then compared

with each other based on their training performances and ten-fold cross validation

evaluation results.

After selecting the best performing machine learning classifier, the selected clas-

sifier was examined with different sets of features. The purpose was to understand

the importance of the statistical text-features in the dataset. There were two sets

of features which were obtained: With text features and Without text features with

good performances. The text-features included the statistically learning of text data

features along with boolean and integer features whereas Without text-features had

only boolean and integer features.

Four sets of datasets were prepared to test the effectiveness of both With text-

feature system and Without text-features system. Each test dataset had different

combinations of sample data. The combination consisted of same, different and mixed

union of data characteristics used in the training data samples. The robustness testing

indicated the systems’ ability to perform under new datasets (unseen during training).

The test results provided variation in test scores for each test-dataset and showed how

the test-accuracy changed along with the characteristics of test data.

Finally, Web API and proof-of-concept web application was created to automate

all the processes of the proposed detection system. This application allows a user

to identify whether a domain visited is legitimate or phishing on frontend. As the

backend classification part of the Web API, the decision tree of the chosen machine

learning classifier is implemented using the Python programming language.

The main contributions of this research are:

• To demonstrate how the collected data with different patterns in certificates
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and domains increased the performance of the trained model.

• To describe the different characteristics observed in the collected data.

• To extract features using scripts from the certificate data.

• To examine the system’s performance with different sets of features and under-

stand the importance of features.

• To explore and evaluate the robustness of the detection classifiers.

The thesis is organized as follows: Chapter 2 reviews previous works on different

approaches for phishing attacks, provides background knowledge of SSL certificates

and their working along with definitions of types of certificates. Chapter 3 discusses

the proposed approach, methods used and the datasets employed. Chapter 5 presents

the experiments and results of the proposed system. Chapter 6 summarizes the

conclusions and the future research plans.



Chapter 2

Related Works

The chapter presents the history of phishing and methods used in previous works to

identify the phishing attacks. It also covers background knowledge of a SSL certificate,

its working, and types of certificates.

2.1 Phishing and Detection Methods

The first phishing attack was observed in 1996. In this case, attackers accessed

private account information and passwords of users of America Online (AOL). [42, 41].

They used fake credit card details to open American Online accounts. Fake credit

card numbers were generated randomly by using a script. When these incidents

were reported, AOL deactivated all the fake accounts and started to validate the

credit card and identity of billing accounts for any new registered users. Apart from

opening accounts, attackers also used to spam other legitimate users of AOL by

conducting attacks. They sent emails or messages to users specifying that users’

personal information was needed to verify their account and billing details. Once they

had this information, they used it to access accounts as legitimate user for fraudulent

purposes. It was quite easy for attackers to trap because of lack of awareness in users

regarding these scenarios. Although, the attack stopped in the same year by AOL

implementing some security measures like sending warning message “no one working

at AOL will ask for your password or billing information” to users [18]. Back then,

the attacker’s tricks such as email and instant message spoofing were pretty common.

These messages or emails had familiar or attractive words which grabbed the user’s

attention. Later in the 2000s, they shifted their target more towards online sites [43].

They started stealing user’s information by cloning the legit sites and sending the

cloned website links through email or messages to users. The design and layout of

the cloned website looked very similar to legit website. Once the user clicked on the

link, the attacker launched attacks. At present, the attackers still follow the same

9
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old techniques of phishing attack with the addition of new ones such as presence of

phishing websites in pop-windows or advertisements, domain spoofing and phishing

with HTTPS are now popular these days. Alongside, several research solutions have

also been proposed for years to detect phishing techniques used by attackers.

In this section, previous researches are reviewed relating to phishing detection

methods. The discussed methodologies and results by these researches were inter-

esting since they showed different effective solutions to prevent the phishing attacks.

Through their applied approaches, they demonstrated that there were possible ways

to distinguish legitimate and phishing sites. Their ideas concentrated on recogniz-

ing the common patterns and characteristics followed by attackers. The phishing

URLs, web contents on phishing sites, SSL/TLS certificates used by phishing sites

and other techniques were involved in researcher studies. A summary of these studies

are presented in following sections:

2.1.1 URL-based Detection Method

This section presents summary of researches that focused on URLs of phishing sites.

The idea behind this approach was to analyze the text contents present in the website

URLs to detect phishing. Samuel Marchal et al. [49] proposed an automated detec-

tion system named “PhishSorm”. The system provided a score of 0 (Legitimate) and

1 (Phishing) for a URL based on machine learning analysis methods. The methods

were feature-extraction and semantic analysis techniques. The system implementa-

tion included URL word extraction, feature creation, and prediction by measuring

similarities between registered domain and remaining characters that were present

in a URL. The query, low-level domain, main-level domain, upper-level domain, and

path were parts of URL. Search engine query data were used to compute the rela-

tionship between these parts. This approach was assumed that all the words used in

different parts of URLs were related to each other for legitimate URLs whereas, in

phishing, the terms used in the query, path and low-level domains had a relation with

the targeted brands but not with main-level domain that was used in the URL for

phishing purpose. They considered four characteristics of phishing URLs to create

the dataset:

• URLs with IP addresses



11

• URLs with long domains or incorrect words/letters

• URL obfuscation with main domain’s name

• URLs obfuscation with mismatched keywords

Twelve features were created by considering intra-relatedness of URLs and its pop-

ularity. They employed supervised machine models which were built to distinguish

between phishing and legitimate sites. There were seven classifiers Random Tree,

Random Forest, C4.5, Logistic Model Tree (LMT), Partial Decision Tree (PART),

J-Repeated Incremental Pruning (JRip) and Support Vector Machine (SVM) used

for classifying phishing and legitimate sites. Among all classifiers, Random Forest

achieved good performance of 95.22%.

Recently Jiwon Hong et al.[39] proposed another approach based on lexical fea-

tures of URLs. They created 18 strings-based features from the URLs such as length

of URLs, Occurrence of “@” etc. The system learnt common patterns by attackers in

URLs to detect the phishing website. The architecture of system summarized below:

• Data collection: The Bank of America, eBay, and PayPal, three most targeted

sites were selected and collected their respective URLs. Other than these, two

more URLs string-dataset of previous works were also included.

• Label data: The collected data were labelled and merged five datasets into one

dataset.

• Feature extraction: The method used to extract features from URLs. Word

embedding technique of feature extraction used to create vectors value of text-

features.

• Unsampling method: 16 methods used to make the balance vector sampling

classes.

• Classifiers: Adaptive Boosting (AdaBoost), SVM, Random Forest, 1D Convo-

lutional Neural Network (1Dconv), Long Short Term Memory (LSTM), 1Dconv

+ LSTM classifiers were employed. The grid search technique was also applied

for each classification model to get the best combination performance. In all,

Random Forest performed well with good F1 score.
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Routhu Srinivasa et al.[58] also proposed a technique named “CatchPhish” to de-

tect the phishing website at client side using the URL-based features. The features

classified as Hand-crafted features and Term Frequency-Inverse Document Frequency

(TD-IDF) features. The scikit-learn package and python programming were used to

create the model.

• Hand-crafted features: These features were manually created based on elements,

full URL, and the domain name of the URLs. It was implemented by using

python programming.

• TD-IDF features: The method TD-IDF applied on the URLs to analyze the

text-content of the URLs. It extracted important keywords from URLs and

then used in the detection process.

Finally, both features were combined to build Random Forest model for classifying the

legitimate and phishing website. Thereafter classifier was deployed as web application

at client side.

These works demonstrated different techniques to understand the patterns of at-

tacks using URLs as an indicator. I used some of these techniques such as feature

extraction and feature creation methods in my research since these methods reduced

the training speed as well as increased the accuracy of a classifier in previous works.

2.1.2 Web content-based Detection Method

This study was on content of web pages and source code used in creation of phishing

website. The idea behind research approaches was to do comprehensive study for

determining the difference between legitimate and phishing website. Haijun et al.[68]

proposed a phishing detection system based on the visual similarities and text content

of the website. In text content, suspicious words or terms were included and excluded

stopping words such as “a”, “an”, “the” present on the website. For visual contents,

they were added image content information. Below is the architecture of the proposed

system:

• The text content features were extracted from web page and then used in Näıve

Bayes classifier to determine the classification result.
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• The visual content features were extracted from the web page to generate the

visual signature. Then, visual features were used to calculate the Earth mover’s

distance (EMD) to find the visual similarities of the image of legitimate and

phishing website.

• The Bayes classifier was utilized to evaluate the classifier results and determine

threshold value for the Näıve Bayes classifier and visual similarities result.

• The condition was if the result values were greater than the estimated threshold

value, the page was categorized as phishing.

• At last, the fusion algorithm was employed to combine the results of the classifier

with Bayes threshold value to make the final decision for a new incoming page.

There was another approach[50] based on the HTTP headers and web page content.

In this approach, the phishing websites were collected from phishing campaigns, drive-

by downloads, and command and control (C2) infrastructure whereas legit website

were collected from Alexa traffic. This approach employed feature extraction, fea-

ture selection, and analysis techniques. The web page content included HTML and

JavaScript features. They extracted the below features:

• JavaScript features from prior work. It mainly consisted of common JavaScript

methods such as create elements(), eval() and others. Each method had own

functionality.

• Mozilla Developer Network methods for HTTP Header features.

• Hypertext Markup Language (HTML) features were included tags, attributes,

links. It contained entire HTML code snippet elements.

The total of 1,865 features were analyzed that were later reduced to 26 features after

applying the gradient boosting algorithm, computing Variance Inflation Factor (VIF)

and, removing irrelevant and dependent features. They used two sets of features, one

of 26 features, other of 50 features from prior work and built eight supervised ma-

chine learning classification models. The algorithms were Bagging Classifier, Ensem-

ble Method, Logistic Regression, a Generalized Linear Model, K-Nearest Neighbors

(KNN), Nearest Neighbor Method, and Neural Network. The comparison was done
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between the results of 26 features built model with 50 features built model. The aver-

age Matthews correlation coefficient (MCC) and Accuracy (ACC) for the 26 features

were higher than 50 features.

Similarly, Rosiello et al.[59] presented a detection approach called “DOMAn-

tiPhish”, based on layout similarities of the websites. The system used Document

Object Model-Tree (DOM) of web page to detect the phishing website. The proposed

system warned users when the same information such as same credentials were used

in multiple websites. The system compared the DOM-tree of the current page and

previously visited page and alerted the user in case of similarities found in the pages.

The assumption was made if the user put the same password having different layout

than the user was only reusing the password on another legitimate website. The

system maintained a database of user’s information with the visited web pages. The

conditions for determining DOM-trees equivalence were:

• Classes of the corresponding vertices were the same.

• Indices of corresponding edges were the same.

• Both DOM-trees were isomorphic [59]

At the end, layout similarities were computed by ratio of weighted number of matched

vertices of DOM-Trees to total vertices of legitimate web page. In the case of phishing,

similarities value should be greater than threshold value of 0.5.

I used similar data collection and selection processes in my research since these

improved the quality of collected data in their research work. Explanation of these

processes are presented in chapter 3

2.1.3 SSL Certificates-based Detection Method

The idea behind this detection method was to learn the encrypted traffic and content

of the SSL certificates. Torroledo et al.[64] proposed a system to detect maliciously

encrypted traffic. They were collected three types of SSL certificates-legitimate, mal-

ware and phishing certificates and prepared two datasets, one for legitimate and mal-

ware and others for legitimate and phishing. The approach used feature extraction

and feature analysis techniques. There were 40 features which categorized between
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Boolean, Integer and Text features. These features were created by analyzing the

important indicators present in the SSL certificates. The Deep Neural Network algo-

rithm with LSTM was employed for classification purposes. The architecture of the

system is summarized below:

• Converted all the features into a matrix form by using one hot-encoding method.

• Word embedding method was used to create vector form of features.

• Passed the vector values to LSTM layer and also additional layer of neural

network was added to get single probability of phishing.

• Calculated the scores for classification of the classes

At last, the deep neural network classifier result was compared with prior work model

using the SVM algorithm. The accuracy of deep neural network classifier was greater

by 7% for malware certificates and 5% for phishing certificates. Kabilan et al.[54]

presented a system to analyze the real network data. The Rest API employed frame-

work and distinguished the SSL certificate as malicious, phishing or legitimate. The

system had three components.

• Apache Metron: It sent individual data packets to the Rest API

• Neural Network classifier: It trained and tested datasets.

• Rest API: It deployed the classifier and provides classification result.

The user made network requests through the command-line interface on a machine

that was monitored by Apache Metron to classify their datasets.

Mishari et al.[42] proposed a technique to identify fraud domains over HTTPS

protocol. They included random, and malicious domains in phishing and typosquat-

ting data samples and popular domains in legitimate data samples The nine features-

Boolean and Non-Boolean features extracted from SSL certificates. These features

were used by the machine-learning algorithms for classification purposes.The used

classifiers were Random Forest, Decision Tree, k-Nearest Neighbour and two opti-

mization techniques for Decision Trees: Bagging and Boosting built to train models.

Then models were compared based on precision-recall performance metrics. At the
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end, the performance of classifiers was evaluated using the ten-fold cross-validation

method.

Similarly, Zheng et al.[43] proposed a certificate-based anti-phishing technique to

detect phishing attacks. They considered the components and optional fields of SSL

certificate to create features. The 42 features were extracted from the SSL certificate

and built machine-learning system to classify phishing and legitimate domains. The

architecture of the system is summarized below:

• Downloaded the certificates from the domains.

• Extracted features from the downloaded certificates.

• Created the classification models using Random Forest, K-Nearest Neighbors,

C4.5, Decision Table, Naive Bayes Tree, and Simple Logistic algorithms

• Used the computed average probability of classifier results or decision threshold

for Random Forest to make the final decision of classification.

• Evaluated average performance of classification by using ten-fold cross-validation

method.

I used the same features and classifiers in my research for analysis. These made it

easier for them to understand the common behaviour followed by attackers while

generating SSL certificates for phishing websites. All features and classifiers which

were used in this thesis are presented in chapter 3.

2.1.4 Other Detection Methods

The approaches were based on usable studies. With these studies, researchers eval-

uated the effectiveness of security tools. Mohamed et al.[24] conducted a user study

about browsers’ security indicators and phishing awareness in the users. They an-

alyzed user’s eye-catching and self-reporting observations on the websites. As per

the eye-catching data results, the observation found that user paid attention towards

security indicators only 6% of the time and 9% of the time on other browser ele-

ments. Remaining 85% of the time, they just looked over body of the page. Also,

the self-reporting results showed that only 53% of phishing websites were correctly
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detected by users. Vincent et al.[51] provided knowledge of phishing and legitimate

certificates. Based on evidences, they demonstrated that the differentiation between

legitimate and phishing websites was not possible by only analyzing SSL certificates’

information and brands names because most phishing sites were now protected by

legitimate SSL certificates. Tara et al.[66] studied the collected eye-tracking and

questionnaire data. Based on the collected data, they observed that how the users

utilized security tool. The results showed that the users only saw the lock icon on

the address bar and completely ignored the security and certificate information on

the browsers.

Along with user studies, the blacklisting approach[34] is also used to identify

phishing threats. Google safe browsing API 1 uses blacklist to do safe browsing. The

blacklist maintains a list of malicious/phishing sites and store at client side. API

queries blacklist to determine whether visited URLs was on the list or not. If the

loaded URL is present in the list, then it shows warning notification on the browser.

Otherwise, the page is considered as legitimate [34].

Two approaches which were discussed in this section helped me in understanding

how I could implement an effective indicator for users. These approaches were con-

sidered while implementing Web API and proof-of-concept web application that is

detailed in chapter 3.

2.1.5 Summary of Phishing and Detection Methods

Different methods and features have been employed in the researches. Each detection

methods have some advantages and disadvantages.

• With URL-based detection method, the advantage is less evaluation time be-

cause only a limited portion of the text is analyzed[64]. On the other hand,

the flaw is the phishing methods are constantly evolving, the features used in

the proposed researches may not be useful to detect the phishing websites. The

features are created based on characteristics of phishing URLs which can be

changed or compromised in future by the attackers.

1https://safebrowsing.google.com/

https://safebrowsing.google.com/
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• The disadvantage of web content-based detection method is the maximum anal-

ysis time. It takes a long time to study the whole content of the website pages.

Also, there is always a risk of attacks such as installing malware or ransomware

in the device while navigating to the phishing web pages. For extracting the

features, it is necessary to download the phishing web pages. Alongside, this

method could also provide several features to examine. With the more num-

ber of features, the confidence of detection system for predicting the phishing

website increases.

• With the SSL-certificate based detection method, the advantage is that the

mandatory fields of certificate are taken as features to detect the websites.

The chances to compromise these fields are lesser by the attackers. But the

problem of this method is that data samples of the web-certificate are not easily

accessible.

• Although blacklisting approach successfully warns user before visiting phish-

ing websites but the disadvantage is phishing websites are activated for short

span of time. So blacklist usually cannot cover all phishing websites because it

deactivates before adding to the list. [34]

2.2 SSL Certificate

SSL certificates [3] also refers to digital certificate or public key certificate that is

used over HTTPS protocol. It provides the digital identity to an organization and

shows the organization and its website are trustworthy. SSL certificate follows Public

Key Infrastructure (PKI) standards, that allows web server and a web browser to

authenticate each other using certificate. The trusted certificate authority (CA) issues

SSL certificate to the organization [3] and ensures safety of private and public keys.

SSL certificate takes private and public key and use it while creating communication

between a web server and a web browser for authentication purposes. The private

key is always private, used only by the owner of the certificate whereas the public

key is publicly available for everyone and can be used by those who need to validate

the owner’s SSL signature [22]. Both private and public keys are generated using

the Rivest Shamir Adleman (RSA) algorithm. The keys should be safe to avoid any
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type of security risks. As browsers store some trusted Certificate Authority (CA)’s

certificates. In case if the incoming website’s certificate is not present, the warning

message will be shown on the browser before directing to the website. Figure 2.1

shows the format of the SSL certificate. Below is the general process for encrypting

the traffic:

• The web server sends the public key with the certificate to the browser.

• With the public key, the web browser creates and encrypts the session for com-

munication. The browser replies to server with the public key.

• The web server decrypts the session with its private key to enter the created

session.

• In that session, secure communication starts between the browser and the server.

The session is created for a short span of time to avoid security risks.

Figure 2.1: SSL Certificate Format [3]

2.3 Types of Certificate Validation

To obtain the SSL certificate [3], the organization requests CA server and sends a

certificate signing request with all the organization details including email address,
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organization unit etc and public key. The CA first verifies the identity of an orga-

nization with the provided detail information and then issues SSL certificate to the

organization. After verifying, CA digitally signed the SSL certificate and send it to

the organization. The signature of CA verifies the authenticity of SSL certificate[3].

However, validation of the organization depends on which category of SSL certificate

is requested to CA for web domain. The description of SSL certificate types are

provided below:

Figure 2.2: Domain Validated Certificate

• Domain Validated Certificate: It is a standard SSL certificate. The or-

ganization only provides domain name with the certificate signing request to

the CA. There is no additional step required. CA validates domain name of

the organization to issue SSL certificate. However, these certificates can give

assurance that data is being sent and received by the holder of the certificate,

there is no guarantee about owner of the certificate. [60]. Fig 2.2 shows the

example of domain validated certificate.

• Organization Validated Certificate: In this standard SSL certificate, along

with the domain name, the organization must provide some additional details

such as organization name, locality name, country name and organization unit

name. The CA strictly verifies these details and approves the SSL certificate

request of the organization. The certificate provides the assurance of the orga-

nization. Fig 2.3 shows the example of organization validated certificate.
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Figure 2.3: Organization Validated Certificate

• Extended Validated Certificate: In this standard SSL certificate, the orga-

nization must include some additional details. The details include the category

of the business and organization registration number. The CA verifies the ex-

istence, official records of the organization and also validates that the organi-

zation is authorized to use the domain[60]. For extended validated certificates,

the green bar is displayed on the address bar which shows the sign of reliability

of the website and owner. Fig 2.4 shows the example of extended validated

certificate.

• Wildcard Certificate: It [21] is not a standard SSL certificate. With wildcard

certificate, organization can secure the same level of sub-domains with a single

certificate and save money in purchasing certificates for multiple domains. The

certificate can be requested by providing the details of sub-domains to CA. The

type can be a domain validation wildcard certificate, organisation validation

wildcard certificate and extended validation wildcard certificate based on the

categorization of validation level. Figure 2.5 shows the example of wildcard

domain validated certificate.



22

Figure 2.4: Extended Validated Certificate

To summarize, validation level increases along with the cost and trust where do-

main validated comes at lowest level and extended validated certificate at highest

level. The organization validated certificate and extended validated certificate are

expensive and reliable compared to domain validated certificate. Since SSL certifi-

cate shows more detail information of the organization for extended validated and

organization validated certificates which assures that the organization are credible.

Moreover, wildcard certificate category is insecure in use. If attacker infiltrate orga-

nization’s web domain by any chance, they can gain privilege that allows them to

create domains. The created domains will be encrypted and protected by wildcard

certificate of organization and these domains can be used for phishing purposes by

attackers [26].
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Figure 2.5: Wildcard Certificate

2.4 Chapter Summary and Research Motivation

In chapter, summary of prior works with different techniques were presented. Al-

though all approaches were achieved good performances, but there was no effective

technique till now employed to detect HTTPS phishing attacks. It was possibly be-

cause:

• Several studies were conducted based on phishing features. These features en-

gineered after recognizing the common patterns of URLs or Web-page used

to create phishing websites. These features would not be useful in detecting

process if the attackers changed their patterns.

• These studies lacked in defining precise rules to differentiate the phishing and

legitimate website.

• The prior works included unnecessary features which was increasing the training

as well final decision making classification time.

These limitation of prior works motivated this study. Instead of Web-page or URLs,
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SSL certificate of domains were studied to detect HTTPS phishing attacks. As these

web certificate had mandatory fields that necessary to provide CA in issuing SSL

certificate for registered domain. These fields were analyzed and created as features

for identifying attacks. Apart from that, training dataset was generated based on

common characteristics of phishing and legitimate classes which later tested based

on alternative assumptions. Motivated by the research gaps observed in previous

approaches, I focused on the following specific aspects in my research:

• To analyze the feature importance based on sets of features used to understand

which features contribute more towards the detection.

• To explore the robustness of detection systems.

• To develop a set of decision rules (using machine learning classifiers) for detect-

ing the category of a domain to implement a Web API.



Chapter 3

Methodology

In this chapter, the approach and techniques used to achieve research objectives are

described. The data collection process, feature creation and feature extraction meth-

ods along with data normalization and feature selection techniques are discussed.

Finally, a web API (Application Program Interface) was built over HyperText Trans-

fer Protocol (HTTP) service, provided a user interface of the detection system.

3.1 Approach

Finding HTTPS phishing sites manually is a bit challenging because of its “legit” ap-

pearance and reliability of “lock icon” shown on browser. Attackers create phishing

sites with similar look and feel of legitimate sites. This look and feel includes similar

layout, colour, font of the web contents on site. The “legit” appearance along with

“lock icon”, sign of trust at address bar make confuse any user in identifying phishing

sites over the internet. So, there is need for a method which could detect the phish-

ing attacks over secure web service effortlessly. Although web browsers contain anti-

phishing tools to block phishing sites, attackers still find a new way to compromise

these detection methods by changing their attacking patterns. In this circumstance, a

robust method should be applied which perform effectively and able to deal with un-

certain situations without failure. To create a robust detection method for detecting

HTTPS phishing attacks for this study, SSL certificate was taken as an indicator since

it has many components such as issuer name, subject name, validity etc which could

contain critical information that would assist in recognizing the common patterns of

attackers. All the components along with optional fields of domain’s certificate were

analyzed and identified for creating the useful features. To examine phishing patterns

in domains, machine learning classifiers were utilized on collected dataset. Generally,

machine learning algorithm quickly analyze and learn the structure of the large set

25
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of data samples. Based on the learnt patterns, it provides a reliable output and clas-

sifies the instances as per the label. The performance of machine learning algorithm

increases with increase in the size of data samples. This pattern was observed when

the data samples of different domain and certificate characteristics were added to

categories while generating dataset for this study. The machine learning algorithms-

SVM, Random Forest, J48 Decision Tree, Bagging Decision Tree, Boosting Decision

Tree, KNN, Näıve Bayes, Deep Neural Network with LSTM were used to build the

classification models. These algorithms are trained on a dataset to learn the examples

presented in the training data for both legitimate and phishing domain data samples.

The reason for using these specific supervised machine learning algorithms was that

these algorithms were already used in prior research works that were presented in

chapter 2. As the classifiers performs differently with different type of data, these

classifiers applied to test which classifier would give the best predictive model for my

generated data. The classifiers were compared on True Positive Rate (TPR), False

Positive Rate (FPR) and F1 score metrics on classified instances since these gives

visualization of errors being made by the classifiers. High FPR means that lots of

data samples are unclassified where as high TPR means that most of the data sam-

ples are correctly classified. F1 score represents both (FPR and FNR) and measures

incorrectly classified cases. By using these classification metrics, I observed number

of unclassified and correctly classified instances and then evaluated the performance

of classification models. Before building the classification models, the other processes

such as data selection, data prepossessing and data transformation place an impor-

tant role in designing the predictable model. These processes reduce the complexity

and improved the quality of data.

To make these processes easier, tool, inbuilt methods, and libraries of Python pro-

gramming language were used in this study. The Waikato Environment for Knowledge

Analysis (Weka) tool[37] is a free software and provides graphical user interface to

users. It contains several machine learning algorithms, different functions for data

analysis and data pre-processing. Also, it provides graphical visualization of features

used in machine learning algorithm. I utilized this tool for attribute selection pro-

cess, normalization technique, creating classification models, and applying ten-cross

validation method. With Weka, it was easy to get and use all the functions at same
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Figure 3.1: Overview of Classification Systems

place. In addition, the Python programming language and its standard libraries were

used to fetch the components of SSL certificate and create 42 features that were used

to prepared dataset for this study. The advantages of using Python programming

language are that it is free and quite easier than other programming languages. Be-

cause of having vast libraries support, the demand of Python is increased in several

fields. It can use for any application development.

There were three categories:Text, Integer and Boolean features in the dataset used

in this study. For text data category, Counter Vectorization feature extraction method

was employed because it was not possible to apply text data directly to any machine

learning algorithm. It was necessary to first convert text data to vector form or real

number. Since the text data content was small, a simple and traditional approach

for vector representation was selected in my research. Python inbuilt methods were

utilized for implementing boolean and integer data category. The ten-cross validation
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method was used to evaluate the performance of trained models. Generally, this ten-

cross validation method first randomly partitions the training dataset into ten equal

sets of data. Of the ten sets of data samples, a single set remains as the validation

data for testing the model, and the remaining nine sets are used as training data.

Then the process is repeated ten folds, with each of the 10 sets used exactly once

as the validation data [65]. The ten results from the folds are then be averaged to

produce a single estimation. The importance of this method is that all observations

are used for both training and testing, each observation are used for testing exactly

once and at end it provided more accurate estimated accuracy[65].

In the following sections, details about classifiers used are provided along with

the feature creation and feature extraction methods. In data section, details about

datasets used are presented. These include descriptions of characteristics of collected

domains, certificates, features and other techniques i.e. data normalization and fea-

ture selection methods. Fig 3.1 shows the overview of the classification system. Steps

are given below:

• Different characteristics of phishing and legitimate domains were collected to

create website domain dataset.

• Certificates were extracted from collected raw dataset

• The extracted certificates were manually labeled as phishing certificate and

legitimate certificate.

• Then 42 features were created which prepared the final certificate dataset.

• Data normalization technique was applied on attributes of certificate dataset

for machine learning algorithm

• Feature selection methods were used to remove irreverent features

• Remaining features were used to create the learning models and compared with

each other.

• At last, the ten-fold cross validation used to evaluate the model and again

compared to finalize model.
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3.2 Algorithms

In this section, the general functionality of employed machine learning algorithms

for classification models, python libraries, and feature extraction method for creating

features is explained. As shown in Fig 3.1, eight classifiers, six libraries, and one

feature extraction method were involved to design the detection system.

3.2.1 Definition of Classifiers

The supervised machine learning algorithms[23] were used in my dataset to create the

classification models. The predictions were made about instances on the labeled data.

The training data used in this study consisted of the pair of input data and output

data. The input object was called labeled trained data and output was called desired

class. The supervised learning technique learnt the output with examples presented

in the training data for both the legitimate and phishing domain input data. The

algorithm should be able to generalize from the training data to any unknown data.

The importance of supervised learner is that it provides best solution for classification

problems and it is simple to understand even having the larger data. In following

sections, short description and functionality of each classifier are presented.

Support Vector Machine

The Support Vector Machine which is abbreviated as SVM[36, 63], is commonly

used for regression, classification, and detection tasks. The approach of classifier

is based on statistical learning theory and kernel method. The method puts the

input data into high dimensional feature space. Thereafter, classifier separates the

data points of two classes by constructing the hyperplane in the feature space. The

hyperplane is decision boundary and data points are support-vectors. As there are

many hyperplanes present which separates the data points but only one should be

considered to maximize distance of two classes from the separating hyperplane. The

hyperplane that maximizes the distance is also called an optimal hyperplane. Based

on optimal hyperplane, the test dataset is classified. Figure 3.2 shows the hyperplane,

data points for both classes. For correctly classified data points satisfy the inequality
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Figure 3.2: Classification of data by support vector machine [36]

Equation 3.1:

yi(w.xi + b) ≥ 1 (3.1)

where,

yi is class A

xi class B, combining both classes represent training data.

w is weight vector, feature weight gives the relevance information for the discrim-

ination of the two classes.

b is bias, the distance to the origin of hyperplane.

Library for Support Vector Machines (LIBSVM) [29] was installed in Weka tool

to implement the model using SVM.

Random Forest

Random Forest[48] is also used for both classification and regression tasks. The

classifier is a forest of multiple decision trees. The randomness is added to the model

for creating decision trees. It selects a random subset of feature to split nodes and

provides a random threshold for the features. Based on the prediction of each decision

tree, each tree casts a unit vote to the most popular class at input data. The final

result is decided by maximum vote of the classification result. Figure 3.3 shows the

semantic diagram of Random Forest. The final result of this classifier is drown by
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Figure 3.3: Random Forest schematic [36]

ordinary majority vote, the decision function is 3.2:

H(x) = argmaxY
k∑

i=1

I(hi(x) = Y ) (3.2)

where,

H(x) is combination of classification model

hi is a single decision tree model

Y is the output variable

I( )· is the indicator function

“RandomForest” under the “trees” group was selected in Weka tool to implement

the model using Random Forest

J48 Decision Tree

The J48 Decision tree[9, 40] is a C4.5 decision tree classifier, generally used for clas-

sification problems. It uses top-down and divides and conquer strategy to build a

tree-type structure model. The classifier splits the training data sets based on the

chosen nodes that provide highest normalized information gain at each level. It is re-

cursive in nature, so the splitting process continues until it provides a terminal node.

The chosen node i.e. attribute indicates the possible outcomes and terminal node

i.e. class label indicates final action to be taken. The advantages[45] of C4.5 decision

tree are that it handles both continuous and discrete features, missing values and

solves the problem of over-fitting by using pruning method (technique to reduce the
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complexity and prediction error rate). The classifier 3.3, 3.4 computes information

gain ratio for the chosen node:

E(S) =
n∑

i=1

−Pr(Ci) ∗ log2Pr(Ci) (3.3)

G(S,A) = E(S)−
m∑
i=1

Pr(Ai)E(SAi) (3.4)

where,

E(S) – information entropy of S

G(S,A) – gain of S after a split on attribute A

n – nth class in S

Pr(Ci) – frequency of class Ci in S

m – nth of value of attribute A in S

Pr(Ai) – frequency of cases that have Ai value in S

E(SAi) – subset of S with items that have Ai value.

“J48” under the “trees” group was selected in Weka tool to implement the model

using J48 Decision Tree

Bagging Decision Tree

Bagging Decision Tree[16] is a machine learning ensemble decision tree. The clas-

sifier selects subsets of random data from the dataset and uses the subsets to train

multiple decision trees. The average prediction is computed by combining all the

tree-classifiers. The classifier provides stable performance and reduces variance. It

is very similar to Random forest but the difference is Random Forest takes random

subset of features along with random subsets of data whereas Bagging Decision Tree

takes full set of features with random subsets of data for each tree.

“Bagging” under the “meta” group was selected in Weka tool to implement model

using Bagging Decision Tree

Boosting Decision Tree

Boosting Decision Tree[32] is also a machine learning ensemble decision tree. The

classifiers train multiple decision tree models by selecting a random set of features

where subsequent models try to fix the prediction errors made by prior models[28].
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The method continues till no improvement is required. It is the average of every

model prediction but more weighted on better performance on the training dataset.

With the averaged prediction, it tests new data. The equation 3.5 used to improve

error of the classifier. Each weak learner produces an output hypothesis, h(xi) , for

each sample in the training set. At each iteration t, a weak learner is selected and

assigned a coefficient αt such that the sum training error Et of the resulting t-stage

boost classifier is minimized[15].

Et =
∑
i

E[Ft−1(xi) + αth(xi)] (3.5)

Here, Ft−1(x) is the boosted classifier that has been built up to the previous stage of

training and αth(x) is the weak learner that is being considered for addition to the

final classifier[15].

“AdaBoostM1” under the “meta” group was selected in Weka tool to implement

the model using Boosting Decision Tree

KNN

KNN[10, 69] stands for k-Nearest Neighbors, uses for classification tasks. The clas-

sifier is a non-parametric and instance-based learner. For training the model, the

classifier observed k training-instances called optimal k-values. By using an optimal

k value, the category of new instance has predicted i.e. it compares the nearest points

and classifies the class based on closest similarities between them. Fig 3.4 shows the

KNN classification where the new data needs to categorize. Here, if k=3, then it cate-

gorize to class 2 because in circle there are two triangles and one square. By majority

voting, the final decision has taken. In equation 3.6, the formula for computing the

largest probability for x

P (y = j|X = x) =
1

K

∑
i∈A

I(y(i) = j) (3.6)

where,

A is set of points in the training data that are closest to x.

K is optimal k values

y is class label

I(x) is the indicator function “IBk” under the “lazy” group is selected in Weka

tool to implement the model using k-Nearest Neighbors, where k=3.
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Figure 3.4: KNN Classification [27]

Näıve Bayes

Näıve Bayes[35, 11] is a probabilistic machine learning classifier, based on the Bayes

theorem for classification purposes. The classifier assumes that each feature is equal

and independent to each other. The presence or absence of any feature does not

affect the other feature. The equation 3.7 is the Bayes theorem, where X is defined as

x1, x2 . . . . . . xn and X is number of features where y is class label. The classifier com-

putes the probability of each class based on the probability where evidences belongs

to particular class.

P (y/X) =
P (X/y)P (y)

P (X)
(3.7)

where,

P(y) is the probability of hypothesis y being true.

P(X) is the probability of the evidence.

P(X/y) is the probability of the evidence given that hypothesis is true.

P(y/X) is the probability of the hypothesis given that the evidence is there.

“NäıveBayes” under the “Bayes” group was selected in Weka tool to implement the

model using Näıve Bayes

DNN with LSTM

DNN stand for Deep Neural Network [55, 17], based on neural network concept. It

uses a mathematical model to process the data in depth. Just like the neural network
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model, each layer connected to one another, but it uses more complex architecture

with multiple layers for feature learning and estimating the output. Here, the LSTM

technique of DNN is used to create the classification model. LSTM stands for Long-

short term Memory, is a class of artificial recurrent neural networks. LSTM has

chain like structure which consists of four layers: a memory cell, a input gate layer, a

output gate layer and a forget gate layer. The Fig 3.5 shows the architecture of the

LSTM. The process repeats in every module, where each individual module passes

the message to next. The memory cell is responsible for memorizing the previous

task and keep track of the dependencies between the elements in the input sequence.

The input gate controls the extend of adding information to the cell, the forget gate

is responsible for removing the less important or no longer required information and

the output gate puts filter on value in the cell, value is used to compute the output

activation of the LSTM unit. The advantage of LSTM is that it solves long-short

dependencies, problem of Recurrent neural network (RNN) (the model is not able to

use the previous learn word in present task) by modifying the processing unit in the

architecture.

Figure 3.5: LSTM architecture [67]

WekaDeeplearning4j[46] package was installed in Weka to implement the clas-

sifier under the “Dl4jMlpClassifier” model. In the configuration window of the
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Dl4jMlpClassifier provided the layer specification option to create network architec-

tures by stacking listed neural network layer types.

3.2.2 Python libraries

Python libraries carry several inbuilt functions and provides access to install the

modules or packages in python framework for specific tasks. These functions provide

the standard solution for any problem. The advantage of these libraries is that along

with installation of framework, they also provide the whole package for the operating

system. In following section, the name and brief description of used libraries for the

creation of feature is explained.

OpenSSL Cryptographic

The OpenSSL Cryptographic library[2] implements a wide range of cryptographic

functions and sub-libraries. The sub-libraries are used to implement individual algo-

rithms that include symmetric encryption, public key cryptography and key agree-

ment, certificate handling, cryptographic hash functions and a cryptographic pseudo-

random number generator. The OpenSSL’s certificate functionality contains X509

object to call certificate display and signing utility. Because of cryptography, the SSL

certificates are encrypted in X509 Distinguished Encoding Rules (DER) format. It

is not possible to retrieve the SSL certificate details without decrypting X509 DER.

The X509 object called to fetch SSL certificate information such as issuer components,

validity, subject components, optional field etc.

SSL and Socket

SSL library[6] is programming library, supports a socket-like wrapper that encrypts

and decrypts the data by going over the socket with SSL protocol. It also identifies the

validity of the server. This library supports method called getpeercert(), to retrieve

the certificate of other side of the connection.

Socket library[6] provides a socket object and is used to create server and client

connection on a given address family, socket type and protocol number. To create

communication, AF INET and SOCK STREAM parameters pass. AF INET refers to the
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address-family internet protocol version 4 (ipv4) and SOCK STREAM means socket con-

nection type such as connection-oriented transmission control protocol (TCP). The

connection was made by passing these parameters over the host address on given

port.

Publicsuffix2

Publicsuffix2[4] basically builds public suffix, registered domains and top-level do-

mains list and supports method to obtain the lists. The method called “get tld()”

to fetch out the top-level domains of the phishing and legitimate domains. Before

fetching out, it is necessary to ensure that the domain includes a valid TLD. The

boolean parameter strictly provides a solution and checks whether the domain is

valid or invalid TLD. In case of an invalid TLD, function returns a None value.

Seolib

Seolib[5] provides the search engine optimization (SEO) metrics of any domain. The

library supports the method called “get alexa” to get the Alexa ranking of the do-

mains.

Scikit-learn

Scikit-learn[19] is a python machine learning library and is also called as sklearn. The

library supports several functions for clustering, classification, regression including

machine learning algorithms. The python libraries are integrated with sklearn to

provide solutions. Sklearn library was imported for text analysis and calculation of

Euclidean and Kullback-Leiber distance features.

Scipy

The scipy library[20] is used for mathematical computing. The library is built on

the NumPy array object and contains methods for optimization, linear algebra, inte-

gration, interpolation, special functions etc. This library imported to call ks 2samp

method for computing Kolmogorov-Smirnov statistic feature.
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3.2.3 Count Vectorization

Count vectorization[57] is a simple approach to do text analysis. It extracts features

from the text for the machine learning algorithm. Basically, it converts text into words

as features and each word is known as “gram”. It could be “bigram” or “trigram” as

well, but it depends on how many words tokenize at a time. It counts the occurrences

of the words in the text and provides the vector value. It treats every text as separate

document, then covert each text into words and make a list of all unique vocabulary.

For example, we have four texts

“It was the great day”, “It was the worst day”, “It was the best feeling”, “It was

the worst feeling”

list of vocabulary = “It”, “was”, “the”, “great”, “day”, “worst”, “best”, “feeling”.

By counting the number of occurrences in the text with the list, it provides the vector

value of each line.

“It was the great day” = [1, 1, 1, 1, 1, 0, 0, 0]

“It was the worst day” = [1, 1, 1, 0, 1, 1, 0, 0]

“It was the best feeling” = [1, 1, 1, 0, 0, 0, 1, 1]

“It was the worst feeling” = [1, 1, 1, 0, 0, 1, 0, 1]

It converts text into a matrix of word count and encodes any new text by using

present list of vocabulary. If there is an occurrence of any new words, it adds to list

and transform it as the vector with equal shape the vocabulary list. For this study,

only the array of vectors to calculate text-features was used.

3.3 Importance of Classifiers

Machine learning classifiers [23] provides an ability to understand the different types

of complex data present in the dataset. Even the demand of these classifiers highly

increase in network and security since learning approaches successfully identify the

malicious contents without any human involvement. The benefits of classifiers is listed

below[25]:

• Machine learning methods help identify and extract features from any possible

important data among all data.
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• The classifier automates the whole processes to provide the predictive analysis

of large volume of data. It reduces the cost and save time to carry out these

heavy tasks.

• It quickly learns the trends and patterns of huge data. Based on the learnt

patterns, it could easily categorize new incoming data.

• There are some tasks which might have complex data and the relationship be-

tween input and output are not defined. In this circumstances, the machine

learning algorithms are able to adjust internally and produce output for large

sample of data by implicitly creating relation between input and output func-

tion.

The discussed classifiers in above section were also employed in previous works. Apart

from benefits, the reason of selecting these specific classifiers was to examine the

performance on my generated dataset. In all, J48 decision tree was used in generating

dataset and designing the final detection system since it made easier to understand

importance of involved features by visualizing in tree structure. The J48 decision

tree classifier result provided clarity and transparency to the decision-making process

with assigning specific values to each involved features.

3.4 Data

In this section, the data along with features used in the dataset are described. Only

one dataset was used to build the classification models. The purpose was to generate

the datasets (raw dataset and certificate dataset) and then used the certificate dataset

to create features and trained model. All the domains data, certificate data and main

dataset are elaborated in the below sub sections.

3.4.1 Data Description

Selecting and collecting data samples were crucial phase of this research study. First,

I determined the appropriate data sources to collect and select domain data on the

internet. After identifying these sources, an automated scripts using Python were

written to download SSL certificates from the shortlisted domains, and to extract
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features from the certificates. In this section, details about data and important

indicators in generating datasets are explained. The description of each process used

in this thesis is given below:

• Data selection and data collection: The selecting process was based on the

characteristics of domains and certificates. These characteristics were observed

while generating the dataset and provided patterns about phishing/legitimate

categories. These patterns made it easier to analyze how attackers generate SSL

certificates for spoofed websites [31, 70]. In this research, total 160 certificates

were used. As there is no ideal number exist for machine learning classifiers

to learn data patterns, I tried to use all the freely available data in this study

which is elaborated more in chapter 4.

Characteristics of Domains:

– Top-level domains: These top-level domains “.com”, “.net”, “.org”, “.uk”,

“.ca” were found commonly in legitimate domains whereas “.site”, “.xyz”,

“.icu”, “tk”, “.online”, “.live” were observed in phishing domains. These

top-level phishing domains are confirmed by Proofpoint Domain Fraud Re-

port. Although these TLDs of phishing domains are also used in legitimate

domains but frequency is quite less [61].

– Length: Long length was found for phishing domains. For example, “appleid-

support-update-account-supportupdate42299codeanyapp.com” whereas for

legitimate domains, short length was observed.

– Sub-domains were observed in phishing domains. For example, “ativar-

net.sslblindado.site”.

Characteristics of Certificates:

– Certificate issuer: All top-level Certificate Authority issuer such as “GTS

CA 1O1”, “Go Daddy Secure Certificate Authority - G2”, “Sectigo Secure

Server CA” were observed for legitimate domains whereas “Let’s Encrypt

Authority X3”, “CloudFlare Inc ECC CA-2”, “cPanel, Inc. Certification

Authority” were found commonly in phishing domains.
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– Types of certificate: Domain validated and Wildcard certificate were found

commonly in phishing domains whereas Organization and Extended vali-

dated certificate were observed for legitimate domains.

The legitimate domains were collected from Alexa Rank1 and Moz’s Domain

Authority2. Both Alexa Rank and Domain Authority completely evaluates

listed domains. But the difference is that Alexa lists the domains by estimating

internet traffic whereas Marketing Software(Moz)’s Domain Authority measures

the links of pages in Domain Authority score[1]. On the other hand, phishing

domains were assembled from PhishTank3. The PhishTank contains verified

phishing domains. The verification is done by third parties such as team experts

and volunteers before adding to blacklists. At the end, total 60 legitimate and 60

phishing confirmed domains were collected. These confirmed domains helped

in analyzing the important indicators used in generating SSL certificates for

registered domains.

• Certificate Collection: The SSL certificates were fetched in X509 DER format

from collected domains. The SSL certificate used by legitimate domain was a

legitimate certificate and SSL certificate used by phishing domain was phishing

certificate. The count of domains was more than 100. It would take a lot

of time and effort if the SSL certificates extracted one by one from collected

domains. To make the process more efficient, the script was implemented in

Python which would download all SSL certificates and saved in CSV file at

once. In the script, the input was collected domains and the output was fetched

SSL certificates in X509 format. The script contains the socket programming

and ssl libraries for implementation process. The fetched SSL certificates was in

DER extension. I converted DER to Privacy-Enhanced Mail (PEM) extension

to save SSL certificates in Comma-Separated Values (CSV) file. Although X509

object could be encoded in both DER and PEM, PEM extension is simple to

convert into any readable data compared to DER extension. There were two

reasons for saving SSL certificates. First, a connection between server and client

1https://www.alexa.com/topdomains
2https://moz.com/top500
3https://www.phishtank.com/

https://www.alexa.com/topdomains
https://moz.com/top500
https://www.phishtank.com/
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to get a certificate was not required anymore. Second, while doing the socket

connection for phishing domains, it might give an error. The phishing domains

were activated for a very short span of time because blacklisting of phishing led

the attackers to frequently change the domains.

3.4.2 Feature Creation

After analyzing important and useful information in the SSL certificate, total of 42

features were considered. The belief was that these features must have some con-

tents which indicated how attackers generated SSL certificate for phishing domains.

The features were categorized as text, boolean and integer. For some features, the

components were directly taken from the certificate and others were computed by

components but not directly used. The separate script was implemented to create

features for all the phishing and legitimate certificates and saved in CSV file to pre-

pare my final dataset. Out of 42, 40 features were based on features used in [64]. The

importance was to inspect the attacker’s behavior and pattern by using these below

features.

• Boolean features: Based on components present in the SSL certificate, condi-

tional statements were applied to execute the boolean features. The condition

implied the rule for each feature

– SubjectCommonNameIp: Checks if subjectCN is an IP address instead of

domain.

– Is extended validated: Checks if certificate is extended validated certifi-

cate. Identify based on the business category or registration number

– Is organization validated: Checks if certificate is organization validated

certificate. Identify based on the subject Organization name

– Is domian validated: Checks if certificate is domain validated. Identify

based on the business category or registration number and organization

name should not be present.

– SubjectHasOrganization: Checks if subject component has Organization

(O) field
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– IssuerHasOrganization: Checks if issuer component has O field

– SubjectHasCompany: Checks if subject component has Company (CO)

field

– IssuerHasCompany: Checks if issuer component has CO field

– SubjectHasState: Checks if subject component has State (ST) field

– IssuerHasState: Checks if issuer component has ST field

– SubjectHasLocation: Checks if subject component has Location (L) field

– IssuerHasLocation: Checks if issuer component has L field

– Subject onlyCN: Checks if subject component has only Common Name

(CN) field

– Subject is com: Checks if subject component CN is a ‘.com’ domain.

– Issuer is com: Checks if issuer component CN is a “.com” domain.

– HasSubjectCommonName: Checks if CN is present in subject component

– HasIssuerCommonName: Checks if CN is present in issuer component

– Subject eq Issuer: Checks if subject component = issuer component

– Selfsigned: Checks if certificate is self-signed

– Is free: Checks if the certificate is free generated

– Is WildCard Validated: Checks if certificate is wildcard certificate

– Is domainMatchCN: Checks if domain name matches with SubjectCN

• Integer features: This category was also called as calculative features. In

order to get the features, the calculations were done by using the components

of certificate.

– SubjectElements: Number of details present in subject component

– IssuerElements: Number of details present in issuer component

– SubjectLength: Number of characters of whole subject string

– IssuerLength: Number of characters of whole issuer string

– ExtensionNumber: Number of extensions contain in the certificate
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– DaysValidity: Calculates days between not before and not after days

– Domain Ranking: Calculates ranking of domain by estimating traffic of

the domain

• Text features: These features were taken subject or issuer’s CN component of

the certificate as one parameter. Both were string data types and the required

components to validate any types of certificate. To calculate the distances, the

considered two parameters would be “google.com” certificate and an incoming

certificates’ CN because the Alexa rank of “google.com” is 1, “google.com” cer-

tificate was kept as constant parameter for all the incoming certificates. More-

over, text data must be converted into vector or real number, so the machine

learning algorithms could understand. The count vectorization, a feature ex-

traction method was used to get vector values which is explained already in

previous section of this chapter.

– SubjectCommonName: Shannon entropy (Minimum number of bits per

character needed to encode the string) of subject CN

– Euclidian Subject Subjects: Euclidean distance (Distance between two

points in euclidean space) of subject CN among all subjects

– Euclidian Subject English: Euclidean distance of subject CN characters

among English characters

– Euclidian Issuer Issuers: Euclidean distance of issuer CN among all issuers

– Euclidian Issuer English: Euclidean distance of issuer CN characters among

English characters

– Ks stats Subject Subjects: Kolmogorov-Smirnov statistics (Distance be-

tween the empirical distribution functions of two samples) for subject CN

in subjects

– Ks stats Subject English: Kolmogorov-Smirnov statistics for subject CN

minimal number of bits per symbol required to encode the string in English

characters

– Ks stats Issuer Issuers: Kolmogorov-Smirnov statistics for issuers CN in

issuers
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– Ks stats Issuer English: Kolmogorov-Smirnov statistic for issuer CN min-

imal number of bits per symbol required to encode the string in English

characters

– Kl dist Subject Subjects: Kullback-Leiber distance (Compute mutual in-

formation between two data samples) for subject CN in subjects

– Kl dist Subject English: Kullback-Leiber distance for subject CN charac-

ters in English characters

– Kl dist Issuer Issuers: Kullback-Leiber distance for issuer CN in issuers

– Kl dist Issuer English: Kullback-Leiber distance for issuer CN characters

in English characters

3.4.3 Data Normalization

Normalization[70] is the process to make the values of numeric features in the dataset

to a common scale. In this thesis, datasets containing text and integer features were

in very different ranges. In order to normalize these two categories of features, I

utilized Weka MIN-MAX normalization method, Fig 3.1. This normalization method

re-scaled the range of features between [0,1]. The main advantage of using data

normalization was to increase numerical stability, reduce the training time and also

increase the accuracy of classification models [70]. The equation 3.8 is used to compute

MIN-MAX Normalization:

N =
n−min(n)

max(n)−min(n)
(3.8)

Where,

N= Normalized value for n

n=The value to be normalized

min(n)=The minimum value of n

max(n)= The maximum value of n

To explain in detail, I have provided an example. Before normalization, Euclid-

ian Subject Subjects(text feature) value was 1.414213562 and SubjectElement (inte-

ger feature) was 5. I observed, the categories were in different ranges where integer

feature ranged between 0-10 while text feature ranged between 0-1.0. Also, the vali-

dating accuracy was 55% taken 9.21 seconds of training time for deep neutral network
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with LSTM. Thereafter, I applied MIN-MAX normalization method using Weka tool

on my dataset. The value of Euclidian Subject Subjects(text feature) was changed

1.414213562 to 0.649311 and for SubjectElements(integer feature), it changed 5 to

0.444444. The accuracy of deep neutral network with LSTM using normalized data

was also increased to 75% taken 5.17 seconds of training time. This example shows

how this method increased the performance of classifiers in this research.

3.4.4 Feature Selection

Feature Selection[44] is a process of selecting the most useful features in a dataset in

order to decrease the training speed with increase accuracy of the model. I manually

removed some unnecessary features from the data-set by using Weka tool. The Weka

provided an option to remove and add attribute or instance. Below methods have

taken for feature selection.

• Features with a single unique value: With this method, the attributes observe

which give the single value for all the instances. These attributes having zero

variance would not be useful for machine learning classifiers.

• Features with zero importance: With this method, those features analyze which

have zero participation in classification. In short, by removing these features,

the performance of the model would be affected.

3.5 Web API and Proof-of-Concept Web Application

Web API provides application interface to user over the internet. It handles user

request and returns output through web service. As there are many popular web

frameworks that supports an environment to develop a Web API using Python pro-

gramming language. In this study, Flask web framework[13] was used. The advan-

tages are easy to install and contains several tools, libraries, and technologies to build

a web application. The purpose was to implement the trained model in the form of

Web API by using the Flask framework. The Web API automated the detection pro-

cesses of the model where a user could verify the domain whether it is legitimate or

phishing. The framework deployed the trained system functionalities in back-end and
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provided identified result in front-end. HTML and Cascading Style Sheets(CSS) were

used for creating page structure and styling web page that included colors,layout,

and fonts. Moreover, I added dynamic functionality in web page by using JavaScript

method. Based on the output of extract certificate, feature creation and decision

maker functions, JavaScript action method call to response the user input request.

The scripts were used in preparing training dataset, implemented in Web API for

extracting certificate and creating features functions. For decision maker function,

the decision rules were coded as control statements in Python programming language.

These decision rules were obtained from J48 decision tree classification model. This

model was chosen for developing the detection system based on the evaluations dis-

cussed in chapter 4.

3.5.1 Implementation

The functionalities and implementation flow chart are included in this section. Main

functionalities of framework are:

• It must identify phishing and legitimate domains based on machine learning

classifier rules.

• It must return an error message on wrong input data.

• It must successfully create features using different Python library method.

• It must extract the certificate from the website without any error because phish-

ing domains are active for very short span of time.

• It would not detect any types of web attack such as Distributed Denial of Service

(DDOS) etc.

• Input data should be a website domain name.

Fig 3.6 shows the flow chart of the framework. The flow chart of the framework is

explained below:

• Input is domain of the single website.

• Extraction of certificate from the input domain.
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• Features are created for single certificate.

• Machine learning classifier rules are employed to classify category of the domain.

• The result shows that a domain was legitimate or phishing domain.

3.5.2 Testing

To test my Web API, three types of testing were employed to make sure that API

functionalities were working as expected.

• Unit Testing: In Unit testing, all methods and functions used for features and

API were checked individually. There were three functions that were called-

certification extraction, feature creation and decision maker and tested inde-

pendently.

• Integration Testing: All called functions were integrated and tested such as

extraction of certificate and features creation methods were combined to test.

They were checked whether they worked well together or not.

• Functionality Testing: In this testing, the main requirement examined whether

the application was able to do domain verification or not. To make sure, I used

the domains(training and testing domains of classification model) in function-

ality testing of Web API.

3.6 Chapter Summary

In this chapter, the methodology used for the proposed system was discussed. An

overview of different techniques used for creating classification models were provided.

These include:

• List of algorithms used in the model.

• List of python inbuilt libraries and methods used in creating features.

• Different characteristics and 42 features used.

• Discussions on data normalization and feature selection.
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Figure 3.6: Flow Diagram of Web API

• Details on web API that is developed..

All the results in different phases of this research are explained in chapter 4. The

results in these phases started with the generation of final dataset, then training

performance of different classification models, followed by validating classification

models results using ten-fold validation method, and at the end robustness testing of

the classifier with different sets of features.



Chapter 4

Experiments And Results

In this chapter, all the evaluations and results are described in detail. These include

techniques, characteristics, and feature analysis of data as well as different test cases

and respective results for checking robustness of the detection system.

4.1 Classifiers Result

The main objective was to explore the robust machine classifier with set of features for

distinguishing between legitimate and phishing domains. To achieve this, the collected

domains and 42 features were considered to create final certificate dataset. Initially

small dataset of 60 domains (30 legitimate and 30 phishing) with J48 decision tree

classifier were used. Later, more domains were added till there was no more change

in performance and decision tree structure of the classifier. Though the domains were

added based on the domains and certificates characteristics in both legitimate and

phishing category after analyzing the inconsistent behaviour of data samples. The

example of inconsistent behaviour of data sample was a phishing data sample behaved

as a legitimate. Then that data sample examined and based on its characteristic

behaviour, more data samples added in both phishing and legitimate category. Along

side, the classifier performance was also analyzed until it showed constant accuracy

No. of Domains No. of Involved Features Accuracy
60 (Result 1) 3 95%
70 (Result 2) 4 95.5%
80 (Result 2) 4 95%
90 (Result 4) 4 95.7%
100 (Result 5) 5 96%
110 (Result 6) 10 96.6%
120 (Result 7) 10 96.6%

Table 4.1: Results with different set sizes

50
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by using Weka. As the examined characteristics were already discussed in section of

chapter 3. At the same time, the balancing of both legitimate and phishing instances

was also been taken care. The table 4.1 shows results with different set of size and their

accuracy and involved features. The purpose was to generate the dataset with data

specifications for each category. This dataset was later used to build the detection

models by using other classifiers. There were total of seven results obtained. Each

result (Result 1 to Result 7) referred to J48 classification model performance with

different set of data samples and features. In the last two results, Result 6 and Result

7 had same accuracy and number of involved features with different domain sizes.

This indicated that there was no further change in performance and tree structure

that confirmed final dataset. From result table, I observed that as the data size

increased, the performance of the classifier also increased.

Once the training dataset finalized, the feature selection and data normalization

methods processed with the help of Weka tool. By using feature selection methods,

I found below irrevalent features:

• SubjectCommonNameIp, HasSubjectCommonName, HasIssuerCommonName:

Boolean features with a single unique value. The weight of the label were either

all True or all False.

• IssuerHasCompany, Subject eq Issuer, IssuerHasOrganization, Issuer is com:

Boolean features with a zero importance. The weight label was very less for

one label. For example, IssuerHasCompany feature had True=1 and False=

119 instances. This showed that the features had zero participation in the

classification model.

• SubjectHasLocation, SubjectHasOrganization, SubjectHasState, IssuerHasLo-

cation: If the labels’ weight of two features were same, one of the features could

be removed to increase model interpretability. For an example, as the labels,

True=72 and False=48 were same for boolean features-SubjectHasLocation,

SubjectHasOrganization and Is domian validated. SubjectHasLocation, Sub-

jectHasOrganization attributes were removed from dataset.

Thereafter, final normalized dataset with 31 features was fed into the classifiers i.e.

SVM, Random Forest, J48 Decision Tree, Bagging Decision Tree, Boosting Decision
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Classifier Accuracy Legitimate Phishing
TPR FPR F1 TPR FPR F1

J48 96.6 % 98.3% 5% 96.7% 95% 1.7% 96.6%
Random Forest 95% 93.3% 1.7% 95% 98.3% 6.7% 95.9%
KNN 92.5% 98.3% 13.3% 92.9% 86.7% 1.7% 92.0%
Bagging DT 97.5% 98.3% 3% 97.5% 96.7% 1.7% 97.5%
Boosting DT 100% 100% 0% 100% 100% 0% 100%
Näıve Bayes 84.1% 80% 11.7% 83.5% 88.3% 20% 84.8%
SVM 84.2% 78.2% 10.1% 84% 87% 20% 84%
LSTM 83.3% 71.7% 5% 81.1% 95% 28.3% 85%

Table 4.2: Classification Results

Tree, KNN, Näıve Bayes Tree, DNN with LSTM for training purpose. The Weka tool

was again utilized to train the classification models. Table 4.2 shows the classification

results of the classifiers. According to the table, almost all the classifiers performed

well in terms of TPR and FPR and F1 scores. The classifiers such as Boosting

Decision Tree achieved 100% of F1 score for both legitimate and phishing certificates.

Other classifiers KNN, J48 Decision Tree, Bagging Decision Trees, Random Forest

have achieved above 92% score for both categories whereas Naive Bayes, SVM, DNN

with LSTM were given lower than 85% score as compared to other classifiers. It was

important to note the classification result for J48 Decision Tree was still same by

comparing the Table 4.1 and Table 4.2. It meant that the used processes did not

effect the performance of J48 Decision Tree. Apart from training scores, the ten-fold

cross validation method was also applied to evaluate the classification models. Table

4.3 shows the ten-fold cross validation results for all the classifiers. As per the table

4.3, KNN, DNN with LSTM, Naive Bayes, SVM scored lower than 85%. On the

other hand, all the decision tree based classifiers performed well. After analyzing the

performances of each classifier in both the tables 4.2, 4.3, J48 Decision tree classifier

was chosen to design the detection system. Even though other classifiers, Bagging

Decision Tree, Boosting Decision Tree gave slightly higher scores than J48 Decision

Tree, J48 Decision Tree provided a visualization of involvement of each feature as well

as the transparency in the result. Also, the classifiers other than J48 Decision Tree

acted as a black box. It was hard to recognize the individual weight of each feature

at the end of the result.
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Classifier Accuracy Legitimate Phishing
TPR FPR F1 TPR FPR F1

J48 92.2% 91.1% 6.7% 92.1% 93.3% 8.9% 92.3%
Random Forest 91.1% 91.1% 8.9% 91.1% 91.1% 8.9% 91.1%
KNN 85.8% 81.7% 10% 85% 90% 18.3% 90%
Bagging DT 91.5% 93.8% 10% 92% 90% 6.2% 91.7%
Boosting DT 95% 96.7% 6.7% 95.1% 93.3% 3.3% 94.9%
Näıve Bayes 81.6% 80% 16.7% 81.4% 83.3% 20% 82%
SVM 80.2% 82.9% 22.9% 80.6% 77.1% 17.1% 79.4%
LSTM 75% 80% 30% 76.2% 70% 20% 73.7%

Table 4.3: Ten-Fold Cross Validation Results

Classifier Accuracy Legitimate Phishing
J48 TPR FPR F1 TPR FPR F1
With Text-features 96.6 % 98.3% 5% 96.7% 95% 1.7% 96.6%
Without Text-features 94.16% 95% 6.7% 94.2% 93.3% 5% 94.1%

Table 4.4: Classification results of Decision Trees

4.2 Decision Tree Systems

As discussed, a total of 31 features were considered to make the prediction. Out of

31, there were 13 text-features which created using the statistical learning of CNs

of subject and issuer name. To understand the importance of the text-feature, the

dataset was processed by removing text features using the filter option in the Weka.

It revealed the involvement and threshold estimation of features in different decision

trees. The performance of the algorithm was analyzed each time. The two decision

trees are obtained i.e With text features and Without text features with two different

sets of features. Table 4.4 shows the classification results of decision trees. As the

result shown, the classifier With text features achieved higher scores than classifier

Without text feature in both the legitimate and phishing category. Eventually, the

participation of new features also observed in the Without text feature decision tree

which could not be ignored. Since there was not much difference in performance and

addition of new features in the decision tree, both the decision trees classifiers were

considered for the system design. Along side, I built two separate Web API with both

With text-feature and Without text-feature decision tree rules.
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4.3 Models Uncertainty

In this section, the different test cases are demonstrated. The purpose of preparing

these test cases was to do a model variation test [56], where model specific assump-

tions were changed or replaced with alternative assumptions. As discussed earlier, the

dataset was generated by analyzing domains and certificate characteristics for both

legitimate and phishing categories. Here, by keeping all these characteristics in mind,

the four sets of test cases were prepared. Each test case had 72 data with equal bal-

ance of phishing and legitimate domains. The test cases would analyze the trained

models uncertainties and test whether their performances changes with change in

characteristics. For creation of testing datasets, again the same implemented scripts

were used for extracting certificate and creating features. But only involved features

in both the classification decision tree models were included. For With text-feature,

there were 10 features involved whereas Without text-feature, 11 features were par-

ticipated in tree structure. Table 4.5 shows the scenarios of four test cases where

similar characteristics (represented as 0’s) between test and training data samples

and dissimilar (different) characteristics (represented as 1’s), are given. All domains

used in the four test cases are listed in Figure B.1 in Appendix B. The similar char-

acteristics are already presented in chapter 3 and the dissimilar characteristics are

described below:

Characteristics of Domains:

• Top-level domains: The top-level domains, “.com”, “.net”, “.org”, “.uk”,“.ca”

were observed in legitimate domains were considered for phishing domains

whereas “.site”, “.xyz”, “.icu”, “tk”, “.online”, “.live” which were found com-

monly in phishing domains were treated for legitimate domains.

• Length: Long length was observed in phishing were taken for legitimate do-

mains where as short length were found commonly in legitimate domains were

considered for phishing domains. For example, “www.washingtonpost.com” for

legitimate domain and “it.com” for phishing domain.

• Sub-domains were found commonly for phishing domains were considered for le-

gitimate domains. For example, “cs.dal.ca” is the sub-domain of “www.dal.ca”.

Alexa provides same rank to both the domains.
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Case Legitimate Phishing
1 1(Dissimilar) 0 (Similar)
2 0 (Similar) 0 (Similar)
3 0 (Similar) 1 (Dissimilar)
4 1 (Dissimilar) 1 (Dissimilar)

Table 4.5: Test Case Scenarios

Characteristics of Certificates:

• Certificate issuer: All the top-level Certificate Authority issuer such as “GTS

CA 1O1”, “Go Daddy Secure Certificate Authority - G2”, “Sectigo Secure

Server CA” were observed for legitimate domains were considered for phish-

ing domains whereas “Let’s Encrypt Authority X3”, “CloudFlare IncECC CA-

2”,“cPanel, Inc. Certification Authority” which were common for phishing do-

mains were taken for legitimate domains.

• Types of certificate: Domain validated and Wildcard certificate types were

found commonly for phishing domains were considered for legitimate domains

whereas Organization and Extended validated certificate types were observed

for legitimate domains were considered for phishing domains.

• If top-level domain matches, I verified that the certificate issuer should not

be matched with training data for both legitimate and phishing domains. For

example, “cpanel.net” was legitimate domain and issuer name was “COMODO

RSA Domain Validation Secure Server CA” for “cpanel.net” certificate. Here,

top level domain “.net” was present in training data but also verified that

“COMODO RSA Domain Validation Secure Server CA” was not issuer of any

other legitimate domain’s certificate.

Case 1: Table 4.6 shows result of different characteristics for legitimate data

samples and similar characteristics for phishing data samples.

Case 2: Table 4.7 shows result of similar characteristics for both legitimate and

phishing data.

Case 3: Table 4.8 shows result of similar characteristics for legitimate data sam-

ples and different characteristics for phishing data samples. Here, the same legitimate

data samples were taken that used in case 2.
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Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 81.9 % 72.2% 27.8% 8.3% 91.7% 80.1% 91.7% 8.3% 27.8% 72.2% 83.5%
Without Text-feature 86.1% 83.3% 16.7% 11.1% 88.9% 85.7% 88.9% 11.1% 16.7% 83.3% 86.5%

Table 4.6: Test Result of Case 1

Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 91.6% 91.7% 8.3% 8.3% 91.7% 91.7% 91.7% 8.3% 8.3% 91.7% 91.7%
Without Text-feature 87.7% 86.1% 13.9% 11.1% 88.9% 87.2% 88.9% 11.1% 13.9% 86.1% 87.7%

Table 4.7: Test Result of Case 2

Case 4: Table 4.9 shows result of different characteristics for both legitimate and

phishing data. Here, the same legitimate data samples were taken that used in case

1 and the same phishing data samples were taken that used in case 3.

After analyzing all the test cases results, I found that case 2 and case 3 were

given the same level of variations as training results. But there was a huge difference

in the performance in case 1 and case 4. The scores of With text-feature decision

tree classifier was lower in case 4 against Without text-feature decision tree for both

categories. Although the case 2 achieved good scores of 91.7% in both categories for

With text feature and 87% for Without text feature which matched the hypothesis

of the training data. From the results, the observation was that the cases having

dissimilar characteristics with training data performed well for Without text feature.

Even in case 1, the score for legitimate category was quite good and in case 3, the score

of the phishing category was above 85% where the model specific assumptions were

changed. Therefore, Without text-feature performed better than With Text-feature

in all the uncertain scenarios.

While testing both Web API, I found that there were many legitimate domains

that were classified as phishing because these domains were sub-domains, in-spite of

having good Alexa rank i.e. ranks were lower than 1000. This point was contra-

dicting as per mentioned in analyzed characteristics, the sub-domains were observed

in phishing domains. So, the text features such as Euclidean distances where CNs

Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 83.3% 88.9% 11.1% 22.2% 77.8% 88.9% 77.8% 22.2% 11.1% 88.9% 77.8%
Without Text-feature 86.1% 86.1% 13.9% 13.9% 86.1% 86.1% 86.1% 13.9% 13.9% 86.1% 86.1%

Table 4.8: Test Result of Case 3
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Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 75% 72.2% 27.8% 22.2% 77.8% 74.3% 77.8% 22.2% 27.8% 72.2% 77.8%
Without Text-feature 84% 83.3% 16.7% 13.9% 86.1% 84% 86.1% 13.9% 16.7% 83.3% 84%

Table 4.9: Test Result of Case 4

Classifier Accuracy Legitimate Phishing
J48 TPR FPR F1 TPR FPR F1
With Text-features 90.62 % 95.3% 13.8% 91.0% 86.3% 5% 90.2%
Without Text-features 84.37% 83.8% 15% 83.5% 85% 16% 84.5%

Table 4.10: Classification results of new decision trees

strings computed the distance were predicting as wrong and classified in the phishing

category because the length was long. To solve this issue, 20 sub-domains legitimate

and 20 phishing domains were added in the final dataset and trained again using

Weka. The reason of retraining was to remove wrong perception of test scenarios

where the similar characteristics were taken for both training and testing data sam-

ples. Table 4.10 shows the new classification result for both decision tree systems. As

per the new classification result of the decision trees, the accuracy for both decision

trees changed as compared to previous classification results. Also, there was a change

in the decision trees structure. The 11 features involved in text-features decision tree

where Without text-features, 12 features were participated in decision tree. Later,

I added 10 more domains in both legitimate and phishing domains of final training

dataset to check for new changes. Similar results and tree structure were also found

for both the decision trees classifiers with added 10 domains.

Case 1: Table 4.11 shows new result of different characteristics for legitimate

data samples and similar characteristics for phishing data samples.

Case 2: Table 4.12 shows new result of similar characteristics for both legitimate

samples and phishing data samples.

Case 3: Table 4.13 shows new result of similar characteristics for legitimate data

Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 79.5 % 73.8% 26.2% 11.9% 88.1% 79.0% 88.1% 11.9% 26.2% 73.8% 82.2%
Without Text-feature 72% 73.8% 26.2% 28.6% 71.4% 72.9% 71.4% 28.6% 26.2% 73.8% 72.3%

Table 4.11: New Test Result of Case 1
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Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 85.7% 83.3% 16.7% 11.9% 88.1% 85.4% 88.1% 11.9% 16.7% 83.3% 86%
Without Text-feature 75% 78.6% 21.4% 28.6% 71.4% 75.9% 71.4% 28.6% 21.4% 78.6% 74.1%

Table 4.12: New Test Result of Case 2

Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 67% 88.3% 11.1% 50.0% 50% 71.4% 50% 50% 16.7% 88.3% 60.0%
Without Text-feature 72.6% 78.6% 21.4% 33.3% 66.7% 74.2% 66.7% 33.3% 21.4% 78.6% 70.9%

Table 4.13: New Test Result of Case 3

samples and different characteristics for phishing data samples. Again, the same

legitimate data samples were taken that used in case 2.

Case 4: Table 4.14 shows new result of different characteristics for both legitimate

and phishing data. Again, the same legitimate data samples were taken that used in

case 1 and the same phishing data samples were taken that used in case 3.

To test the uncertainties of new classification results, a new characteristic was

added in domains’ characteristics with other four to induce similarities between testing

and training data sample.

• Sub-domain with good Alexa ranking in legitimate data whereas sub-domain

with poor Alexa ranking in phishing data.

For ensuring differences,

• Sub-domain with good Alexa ranking in phishing data whereas sub-domain with

poor Alexa ranking in legitimate data.

The reason for considering this characteristics was because Alexa provided same rank-

ing to full-domain and sub-domain. For example, Alexa ranking of “www.google.com”

and “developers.google.com” was 1. As “developers.google.com” was sub-domain of

“www.google.com”. I found that the Alexa ranking of sub-domains in phishing do-

mains was more than 100000 or None. Along with domain characteristics, certificates

Decision Tree Classifier Accuracy Legitimate Phishing
TPR FNR FPR TNR F1 TPR FNR FPR TNR F1

With Text-feature 64% 76.2% 23.8% 50% 50% 67.4% 50% 50% 23.8% 76.2% 57.5%
Without Text-feature 70% 71.4% 28.6% 33.3% 66.7% 70% 66.7% 33.3% 28.6% 71.4% 68.3%

Table 4.14: New Test Result of Case 4
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characteristics which was mentioned earlier were also considered to evaluate the ro-

bustness of new classification results. Same as the previous test-data, I again prepared

four sets of test cases same as Table 4.5 for new decision tress and 20 more domains

(10 phishing and 10 legitimate) were added in each test case, now each test case had

92 data samples. Following are new test results for each case. The new results had

many variations in contrast to the previous results. In case 1, With text-feature was

given average performance with 79% of F1 score in legitimate category but in case 3,

it scored only 60% in phishing category where assumptions were replaced. Although

in case 2, both the decision trees performed well, With text-feature decision tree the

F1 score was 85.4% for the legitimate category and 86% for the phishing category

whereas F1 score of 75.9% for the legitimate category and 74.1% for the phishing

category by Without text-feature decision trees. In case 4, Without text-feature, de-

cision trees provided better performance than the With text-feature. After analyzing

these new results, the observation was similar to previous results, the testing results

of the Without text-feature decision tree model showed good scores in the categories

where the dissimilar behaviours of training and testing data were considered. Hence,

the new results also supported that Without text-feature decision tree model was

insensitive to changes in base model specifications.

After testing classification models with new test data samples, both Web API’s

decision maker function updated with new decision rules. Thereafter, the Web API’s

tested with new training data samples to check its response when sub-domain taken

as an input request.

4.4 Chapter Summary

In this chapter, all the experiments along with their results were discussed in detail.

Here, I have highlighted some key points to summarize this chapter:

• The final dataset was generated by analyzing the performance and decision tree

structure of J48 decision tree classifier.

• After applying feature selection methods on attributes on the final dataset, out

of 42 features, 31 features were chosen for the Web API detection system.
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• Among all classifiers, J48 decision tree classification model was chosen to design

the detection system.

• J48 decision tree classifier was trained using two feature sets: With text-features

and Without text-features.

• With text-feature classification model achieved higher scores than Without text-

features classification model in training the J48 decision tree classifier.

• But Without text-features classification model performed well in almost all the

test case scenarios where different assumptions were taken.

• Both trained and retrained testing results showed that Without text-features

classification model was more robust than With text-features classification model.

Hence, Web API with Without text-features decision tree rules was implemented

as the proposed system in this thesis.
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Conclusion

5.1 Summary of Research

In this research, a robust machine learning classifier with different features was ex-

plored to identify legitimate and phishing domains. The identification was based on

the features of SSL certificates generated for registered domains. By use of Python

scripts, the connections were made with more than 100 domains on TCP port 443 and

their SSL certificates were retrieved along with creating 42 features-boolean, integer

and text features. Two scripts (certificate extraction and feature creation) were used

for collecting training and testing datasets. The different characteristics of domains

and certificates for both legitimate and phishing classes were analyzed with collected

data samples. The final dataset was formed with J48 decision tree after observing

the behaviour and performance of the decision tree. It was analyzed that the perfor-

mance of the trained model increased as the number of data samples increased with

different characteristics. In addition, by using feature selection methods, the training

speed and performance of the models were improved after removing the unnecessary

features. Out of 42, only 31 features were considered to prepare the final training

dataset. After selecting the suitable machine learning classifier based on the perfor-

mance results of the ten-fold cross validation, the performance of the selected model

was examined with different sets of features. One set consists of text-features and the

other consists of without text features. The robustness of these decision tree classi-

fication models were analyzed by four sets of test cases where similar and dissimilar

characteristics of (compared to the training) of data were included. The results of

each case provided the performance difference of With text features and Without text

features. The obtained results for Without text features decision model performed

well in almost every case for both classes as compared to With text features. Thus,

Without text features decision model was proposed to classify legitimate and phishing

domains.

61
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As per my knowledge, this is first effort towards analyzing the classifier robust-

ness of the trained models with different features. With these evaluations, it was

easy to estimate the effectiveness and consistency of the classifiers if the attackers

changed their patterns in phishing. With decision tree classifier, the hidden patterns

and indicators were recognized in the SSL certificate. The decision tree classifier

made it easier for me to interpret the decision rules because of its human readable

rules and visualization property. By comparing and analyzing the differences in each

test case performances of both decision trees, the robust classifier was explored with

respective features. As the dataset had only 160 data samples (80 legitimate and 80

phishing domains), these results could be taken as preliminary but promising results

in detecting the phishing domains.

5.2 Key Findings

Finally, on the basis of analyzed domains and certificates patterns between legitimate

and phishing classes, I observe the following:

• Attackers use free certificates issued by CA such as “Let’s Encrypt Authority

X3”, “cPanel, Inc. Certification Authority”. However, these free web certifi-

cates are available mainly for start-up companies who can not afford expensive

SSL certificate but attackers use these methods for phishing purposes.

• Attackers use domain validated and wild card certificates. They do not seem to

purchase organization or extended validated certificates as it may disclose their

actual purposes and personal details. CA strictly verifies provided information

before issuing organization or extended validated certificates.

• Attackers seem to use SSL certificates that are valid for only 90 days. These

provide enough time to fool internet users by showing encrypted traffic.

• Attackers tend to use the fake domains with self-signed certificates where they

issue the SSL certificate to themselves by employing free SSL certificate tools.

Moreover, the Web API and proof-of-concept web application that I developed in this

research provides a user interface to detect between legitimate and phishing domains

over HTTPS protocol. Since the implementation of decision rules as conditional
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control statements was simple, the process was automated through the proposed

framework where SSL certificate was extracted from the input domain and classified

as phishing or legitimate using Without text-feature decision tree rules. These were

coded in Python programming language. The properties of the proposed Web API

are given below-

• Web API categorizes the input domain within seconds.

• Web API is extremely easy to use and flexible.

5.3 Future Work

The possible future research directions are as the following:

• Addition of more data samples in training dataset: Since only 160 data

samples were used as the training dataset in this research, for future studies,

researchers can increase data size by adding more data samples in legitimate and

phishing categories. More data will encourage them to learn different domain

and certificate characteristics in both categories.

• Improvement in Web API designing and functionality with users’

perspective: With user studies, researchers can learn possible ways to make

more interactive design and functionality for the Web API. This will help in

increasing effectiveness and proper utilization of the Web API.

• Browser plugin implementation: In this thesis, the implemented proof-of-

concept web application allows users to do domain verification. In future, Web

API’s functionalities can also be implemented as a browser plugin.
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Appendix A

Decision Tree Classifiers with Feature Sets

In this chapter, decision tree classifier with different set of features are demonstrated

that includes both old and new decision tree structures and involved features.

A.1 Old Decision Tree Classifier With Text Features

Decision Tree classifier With text features involved three category of features:Boolean,

Text, Integer. The tree structure of this decision tree classifier is shown in Figure

A.1. The involved features definition are presented below:

Figure A.1: Old decision tree structure With text features

• Is domian validated(Boolean feature): It checks whether the certificate is do-

main validated or not. In any domain validated certificate, the subject name

must not have a business category and organization name fields.

• IssuerHasState(Boolean feature): It only checks whether the issuer component

had state field or not in the certificate
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• IssuerElements(Integer feature): It counts a number of details present in the

Issuer component.

• SubjectLength(Integer feature): It counts a number of characters of the whole

subject string.

• Domain Ranking(Integer feature): It provides a rank to a domain name by

estimating traffic of the domain.

• Entropy(Text feature): It calculates Shannon entropy of subject name of CN

component. Shannon entropy is the minimal number of bits per symbol re-

quired to encode the string. First, calculated the frequency of alphabet in CN

component and then found minimum number of bits required to encode each

symbol.

• Euclidian Subject Subjects(Text feature): It calculates euclidean distance be-

tween two different certificate subjects. Each certificate subject has its own CN

field. The feature produces the distance between two CN’s. I computed feature

vectors from the CN’s using Count Vectorization feature extraction method.

Because the Alexa Traffic Rank of “google.com” is 1, I kept “google.com” cer-

tificate as constant parameter for all the incoming certificates. Hence, the con-

sidered two parameters would be “google.com” and an incoming certificate.

• Ks stats Subject English(Text feature): It calculates Kolmogorov-Smirnov statis-

tic between CN and English characters(both upper and lower case characters

were considered). Kolmogorov-Smirnov statistic determines if two samples are

drawn from the same continuous distribution. ks 2samp library function was

imported to get the result. Same as previous feature, I initialized document for

two samples where one of the sample is incoming subject CN and other would

be English characters. I computed feature vectors from both samples using

count vectorization feature extraction method. Based on the obtained feature

vectors, I calculated the statistics. If the statistic is small, then the hypothesis

is that the distributions of the two samples are same.

• Kl dist Subject Subject(Text feature): It calculates Kullback-Leiber distance

between two different certificate subjects. Kullback-Leiber distance also known
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as the mutual information that provides common information shared between

two labels with same type of data. Same as Euclidian Subject Subjects, I pro-

cessed rest and used sklearn.metrics.mutual info score library function to cal-

culate distances.

• Kl dist Subject English(Text feature): It calculates Kullback-Leiber Distance

between CN and English characters (both upper and lower case characters were

considered). Same as Kolmogorov-Smirnov statistic, I processed rest and used

sklearn.metrics.mutual info score library function to calculate distances.

A.2 Old Decision Tree Classifier Without Text Features

Decision Tree classifier Without text features involved two category of features-

Boolean and Integer. The tree structure of this decision tree classifier is shown in

Figure A.2. The involved features definition are presented below:

Figure A.2: Old decision tree structure Without text features

• Is domian validated(Boolean feature: It checks whether the certificate is domain

validated or not.

• IssuerHasState(Boolean feature): It only checks whether the issuer component

has state field or not in the certificate.
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• IssuerElements(Integer feature): It counts number of details present in the issuer

component of certificate.

• SubjectLength(Integer feature): It counts number of characters of the whole

subject string of certificate.

• Domain ranking(Integer feature): It provides ranking to the domain name by

estimating traffic of the domain.

• DaysValidity(Integer feature): It calculates difference between Not Before and

Not After fields of Validity in the certificate.

• SubjectElements(Integer feature): It counts number of details present in the

subject component.

• Extension number(Integer feature): It counts a number of extensions contained

in the certificate.

• Subject onlyCN(Boolean feature): It checks whether a subject component has

only CN field.

• Subject is com(Boolean feature): It checks whether subject CN field is a ‘.com’

doman.

• IssuerLength(Integer feature): It counts number of characters of the whole issuer

string in certificate.

A.3 New Decision Tree Classifier With Text Features

New decision Tree classifier With text features also involved three category of features-

Boolean, Text, Integer. The tree structure of this decision tree classifier is shown in

Figure A.3. There were some common features in both new decision tree structure

and old decision tree structure of With text feature decision tree classifiers. I have

defined below only new features and rest repeated features are already explained in

Old Decision Tree Classifier With Text Feature section.

• Extension number(Integer feature): It counts a number of extensions contained

in the certificate.
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Figure A.3: New decision tree structure Without text features

• Is free(Boolean feature): It indicates if the certificate is freely generated. For

any free certificate, the type should be domain validated and have only 90 days

of validity.

• Ks stats Subject Subject(Text feature): It calculates Kolmogorov-Smirnov statis-

tic between incoming certificate and google’ certificate since google’s certificate

was kept as one constant parameter for calculating all the distances in this

study.

A.4 New Decision Tree Classifier Without Text Features

New decision Tree classifier Without text features also involved two category of

features-Boolean, Integer. The tree structure of this decision tree classifier is shown

in Figure A.4 Same as previous section, there were addition of new features in this

new decision tree structure of Without text feature decision tree classifiers. I have

presented below only new features and rest repeated features are already explained
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Figure A.4: New decision tree structure Without text features

in Old Decision Tree Classifier Without Text Feature section.

• Issuer is com(Boolean feature): It checks whether issuer CN field is a ‘.com’

domain.

• IssuerElements(Integer feature): It counts number of details present in the issuer

component.



Appendix B

Test Cases

In this chapter, the domains used in test cases are presented. The total four test

case scenarios were created that is showed in Table 4.5. In these test cases, similar

and dissimilar characteristics of domains and certificates were included for testing the

robustness of With text features and Without text-features classification models. I

have detailed the similar characteristics in chapter 3 in data section and dissimilar

characteristics in chapter 4 in model uncertainty section.

Figure B.1 shows lists of domains used in different test cases. The description of

cases is presented below:

Case 1: Domains of different characteristics for legitimate data and similar char-

acteristics for phishing data .

Case 2: Domains of similar characteristics for both legitimate data and phishing

data.

Case 3: Domains of similar characteristics for legitimate data and different char-

acteristics for phishing data. Here, the same legitimate data are taken that used in

case 2.

Case 4: Domains of different characteristics for both legitimate and phishing

data. Here, the same legitimate data are taken that used in case 1 and the same

phishing data are taken that used in case 3.
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Figure B.1: Lists of Domains (Green(Similar characteristics for legitimate data),
Red(Similar characteristics for phishing data), Yellow(Dissimilar characteristics for
legitimate data), Brown(Dissimilar characteristics for phishing data))



Appendix C

Web API and Proof-of-Concept Web Application

HTML and CSS were used for creating page structure and styling of web page. In

addition, JavaScript provided dynamic functionality to web page by handling HTML

elements. Based on the output of backend functions, JavaScript action method call

on check box to response the user input request and show the result on screen.

In text box, users can enter the domain name of website to verify. By clicking on

check box, it shows whether the entered domain is legitimate or phishing. Fig C.1

shows an example of legitimate domain verification and Fig C.2 shows an example of

phishing domain verification.

The web application also returns an error message on wrong input data. It shows

error messages on screen when input request is black or input data is other than

domain name of the website. Fig C.3 and Fig C.4 display examples of error messages.

On Fig C.3, the enter input is full website address of a web page. In order to do

domain verification, the user should enter only domain name of a website. A domain

is the name of website whereas full website address is used to fetch web pages of

the website. For classify the domain category, I have used domain name since an

organization uses a domain name of website to generate the SSL certificate. On Fig

C.4 shows error on black input request.

Figure C.1: Example of a legitimate domain
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Figure C.2: Example of a phishing domain

Figure C.3: Example of error case 1

Figure C.4: Example of error case 2
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