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Abstract

As the spread of rumours in online social networks (OSNs) has grown at an alarming pace,

there is a growing need to better understand the social and technological processes behind this

trend. This research proposes an interdisciplinary approach to study the effects of rumours

in OSNs, with the end goal of developing and validating a set of interactive visualization

models that will help researchers as well as members of various OSNs to detect and prevent

the rapid spread of rumours in these networks. The strength of the proposed research is that

it adopts an interdisciplinary approach to study the phenomenon by integrating valuable

insights from different established disciplines, such as sociology, psychology, information

science, and computer science, to create a holistic view and understanding of how rumours

are spread in OSNs.

The thesis first studies the impact of short and noisy nature of social media text, which

could significantly affect the performance of Natural Language Processing (NLP) systems.

We introduce a new terabyte-scale corpus that is created from Reddit comments from Oct

2007 to Aug 2016 and propose a novel approach to compute the semantic similarity between

social media texts. The proposed semantic similarity algorithm will alleviate the inherent

limitation of social media texts and improve the results of NLP systems using social media

data. Then, we propose a visual framework to detect and cluster memes in OSNs. Our

algorithms could conclusively identify the emerging and trending memes in OSNs. After

discovering memes, we propose a visualization framework for collecting, analyzing, and

visualizing memes and rumours in OSNs using theories rooted in psychology, sociology,

information science, and computer science. This framework allows end users to collect data

about a specific rumour and see its spread pattern, topics over time, sentiment analysis, and

user interaction graphs. Using established psychological theories, we classify users based

on how they interact in a rumour. Finally, we try to detect the truth of rumours based on

selective feature sets that are derived from the proposed visualization tool and established

social science theories.

xviii
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Chapter 1

Introduction

1.1 Motivation for Research

Online social networks (OSNs) are networks of online interactions and relationships

that are created and maintained through various social networking sites such as Facebook,

LinkedIn, Reddit, and Twitter. Recently, millions of people and organizations have used

OSNs to share information and connect with friends and strangers. OSNs have been

especially useful for disseminating information in the context of political campaigning, news

reporting, marketing, and entertainment [95].

As the amount of social media is increasing every day, researchers have started to take

advantage of these massive amounts of data for day to day research. For example, researchers

have tried to study the impact of social media on 2016 US elections [6], the impact of social

media on HIV research [147], and the effect of social media data on NLP systems [162].

Although social media data has many intrinsic advantages, such as a large amount of data,

the up-to-date data and a large number of user bases, it also has many disadvantages. One

major challenge is that social media data is intrinsically short and noisy. Wang et al. [153]

showed that text corpora have diverse properties and affect the performance in many NLP

applications. More importantly, we observe that no existing large-scale n-gram corpus is

created specifically from social media text. This has motivated us to create an n-gram corpus

that is derived from 1.65 billion comments in the Reddit corpus [12] and to make it available

to the research community. Using the intrinsic characteristics of this large-scale corpus,

we introduce a semantic similarity and paraphrase identification algorithm that is designed

specifically for social media texts [47].

This growing usage of social media has created both challenges and opportunities.

Recently, end users have relied on OSNs to learn more about breaking news stories, trending

topics, or memes (a meme is a unit of information that can be passed from person to person in

OSNs [87]). Those stories could be true or false. As well as spreading credible information,

OSNs can also spread rumours. For example, so many rumours were disseminated via OSNs

1
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during the Swine Flu outbreak in 2009 that the US government had to tackle it officially on

their website [119, 60]. This raises the question of how to identify and prevent the spread

of rumours in OSNs. One of the first steps of detecting rumours is to detect the spread of

memes (stories) and determine their veracity. In this thesis, we try to detect the spread of

memes using semantic similarity, clustering, visualization, and user feedback. Our end goal

is to detect the spread of memes in real time so that we could analyze those memes and try

to detect if they are true or false.

OSNs can not only spread reliable information, but they can also spread misleading

information. A rumor is defined as a statement whose true value is not easy to verify, and

it appears and is disseminated in uncertain situations [137]. Rumors are spread when the

rumor topics are of interest to a large number of individuals, and their truths are not easy to

verify [56]. Online Social Networks (OSNs) have recently emerged as the favored means

for both spreading credible information [95] and rumors [81]. Existing research tries to

detect and categorize rumours in OSNs by applying different feature sets using a supervised

machine learning approach without considering the morphing characteristics of rumors.

In addition, rumor characteristics could be different in various sources (e.g., Twitter vs.

Reddit) or categories (e.g., politic vs. non-politic rumors). This makes detecting rumors

a challenging task unless the phenomenon is examined more deeply. In this research, we

proposed a visualization framework that could collect, analyze, and visualize rumour spread

in OSNs. The proposed framework adopts knowledge from various disciplines, such as

sociology, psychology, information science, and computer science to provide a complete

view of how rumors are spread and how users interact with each other inside a rumor. As

there are various forms of rumors in OSNs (e.g., fake news is a form of deliberate false

rumors and is spread and published as authentic news [156]), in this thesis, we focus on

studying the spread of rumors in general and how to detect and debunk them.

Researchers have found that false rumors, hoaxes, or fake news (another form of false

rumors) are more likely to be more popular and spread further than true rumours [115].

Those rumors have a detrimental effect on an individual’s reputation or societies. For

example, during the US 2016 election, a large number of voter population had seen fake

news and believed in those false stories [6]. Another example is that rumors could play a

detrimental effect on the stock markets [94]. Detecting rumor veracity and preventing its

spread in the early stage in OSNs is an essential step for end users to make a better-informed
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decision-making process. Recently, OSNs, such as Facebook and Google, have partnered

with Snopes.com [144] and Politifact.com [130] to validate and debunk rumor stories in

OSNs. This approach uses human knowledge to manually categorize if a rumor is “False”,

“Mostly False”, “True”, “Mostly True”, and “Half True”. Manually labeling all those rumors

is a time-consuming task in real time. OSNs could effectively be a useful source of human

input to debunk rumors [48]. We propose a newly-created rumor dataset with finer-grained

truth levels (according to Snopes.com and Politifact.com) and use this dataset to study how

early we could effectively identify the truth of rumors.

The primary goal of my research is to collect, study, analyze, visualize, detect, and limit

the spread of rumours in OSNs. To achieve this goal, the proposed research will study

and apply relevant knowledge from multiple disciplines including sociology, psychology,

information science, and computer science.

1.2 General Background

1.2.1 Studying the Intrinsic Shortness and Noisiness of Social Media Text

Corpus-based machine learning algorithms have an advantage over knowledge-based

ones as they do not involve in a human which can be expensive. The Google web 1T

n-gram corpus [22] has been used for text relatedness [90] and linguistic steganography

[29]. Google Book n-gram corpus [116] has been used to study the changing psychology of

culture [71], concepts of happiness [125], and mapping book to time [89]. Twitter n-gram

corpus [80] only provides a small subset of social media n-grams in Twitter. As Twitter does

not share full texts of Tweets as a large corpus, it is not feasible to collect, create and share

terabyte-scale n-gram corpus for Tweets. Unlike Twitter, Reddit data is open, and users

can query all contents from the website. Although OSNs have been used intensively for

research in recent years, there is no existing corpus that could be shared and provide insights

from massive social network text. To the best of our knowledge, this new corpus is the first

large-scale n-gram corpus that provides n-grams with a temporal feature (monthly) that is

designed specifically for massive user-generated social media text.

1.2.2 Studying and Visualizing Rumours

The idea behind visualization is that it will allow users without any knowledge to

quickly analyze, collect, and visualize rumours. Getting insights from rumours will help

to better understand and detect rumours. Ratkiewics et al. [136] proposed a data mining

framework using Twitter social data and sentiment analysis to detect the spread of political
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misinformation in the 2010 U.S. midterm elections. Qazvinian et al. [132] introduced

a framework that combines statistical models with some natural language processing to

identify deceptive messages on Twitter. Budak et al. [24] applied a similar concept of

inoculation in treating the spread of epidemics disease by introducing the notion of good

campaigns, for example, from official announcements to fight against misinformation

dissemination and reduce the number of users affected by misinformation propagation.

There are also some early, industry-led solutions to this problem such as Veri.ly, an online

platform to verify and evaluate the credibility of information based on crowd-sourced

evidence, or PolitiFact.com, a website used by reporters and editors to evaluate statements

from political parties based on fact-checking. Most of the recent research [136, 132, 24, 123]

did not apply or applied only limited rumour characteristics information, such as topics,

sentiment analysis, and social science theories. Although these visualization applications

[134, 143] are very useful tools, they do not allow many interactions between users and

their systems. The proposed visualization framework provides a robust visual analytic

visualization tool so that end users could collect, analyze, and explore to better understand

and associate different aspects of rumors.

1.2.3 Detecting Rumors in Online Social Networks

The first step in detecting a rumour is to identify the emerging memes in OSNs. A meme

is a unit of information that can be transmitted from users to users in OSNs [87]. Cataldi

et al. [26] proposed an approach that monitored the real-time spread of emerging memes

in Twitter. The authors defined an emerging term as one whose appearance frequency had

risen within a short period and had not emerged or was only rarely discussed in the past.

A navigable topic graph is constructed to connect semantically related emerging terms.

Emerging memes are extracted from this graph based on semantic relationships between

terms over a specified time interval. Leskovec et al. [100] proposed a meme-tracking

framework to monitor memes that travel through the Web in real-time. The framework

studied the signature path and topic of each meme by grouping similar short and distinctive

phrases together. Our proposed approach is different from the existing work in that it adopts

the use of semantic similarity measures and Wikipedia concepts to detect memes.

The first publicly available rumor dataset is provided by Qazvinian et al. [132]. This

dataset includes 10,000 tweets involving five different rumors. Each tweet is annotated as

“related” or “unrelated” to a rumor. A dataset of 100 million tweets involving 72 rumors

https://veri.ly/
PolitiFact.com
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(41 true and 31 false) was constructed by Giasemidis et al. [67] and a machine learning

approach was applied to it to classify whether those rumors are true or false. The PHEME

dataset includes 1,972 rumorous and 3,830 non-rumorous tweets about five breaking news

stories [51]. The dataset provided by Kwon et al. [96] is a collection of tweets for 61 rumors

and 51 non-rumors, used to study how various feature sets affect the accuracy of rumor

detection over time. As most of the existing datasets only include two rumour veracity

categories (“false” and “true”), our research aims to provide a rumor dataset that could be

used to identify the truthfulness of rumors in one of the five categories: “False”, “Mostly

False”, “True”, “Mostly True”, “Half True”. These fine-grained truth levels are used to

reflect the nature of rumor spread in OSNs.

To date, most of the work in this emerging area has been conducted in Computer Science.

However, in order to develop effective methods for rumour detection and prevention in

OSNs, we first need to understand who spreads rumours online, why, and how. Thus, only

by using an interdisciplinary approach can we succeed in addressing this research challenge.

1.3 Bridging the Gap — An Interdisciplinary Approach

Since the study of OSNs and rumours is inherently interdisciplinary, finding the answers

for the research questions in this proposal cannot be adequately addressed from a single

discipline. Therefore, incorporating methods, theories, and results from different disciplines,

such as Psychology, Sociology, Information Science, and Computer Science will provide a

more comprehensive picture of how rumours are spread in OSNs.

1.3.1 Information Science

Information-seeking behaviour models describe a way to gather information for specific

needs. Zipf [167] used the “principle of least effort” to explain how people tend to use

the most available tools to seek information and that the process of information-seeking is

stopped when a threshold of minimally acceptable results is passed. Dervin [53] used the

concept of sense-making to describe how people use common sense and external information

to find answers for uncertain situations.

Information Diffusion models are another group of models in Information Science that

are highly relevant to this proposal. They focus on how information is disseminated among

online participants. Dotey et al. [145] defined the theory of information cascades, which

is the behaviour of people making decisions based on the influence of others in OSNs.

Studying these models will help to find users who play the most important roles in the
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process of spreading rumours in OSNs. Investigating and integrating these models [38, 145]

into the proposal will help to study the role of information-seeking behaviour in trying to

explain why certain types of rumours are more likely to be disseminated than others.

1.3.2 Sociology

Sociologists play an essential role in studying social networks in general and online

social networks in particular. A number of sociological theories and concepts are relevant to

the proposed research.

The Strength of Weak Ties: Granovetter [70] argued that information flows more

effectively between people in social networks through weak connections (connections with

a friend we do not know well) than through strong links (close friends).

The Threshold Model: Granovetter [69] stated that the behavior of individuals in social

networks depends on an endless number of other people doing the same behaviour in the

same context. Also, each individual will have a value for that constant number, called a

threshold value. The threshold value is different for each individual and depends on social

status, education, age, and personality.

Homophily suggests that people with similar characteristics, such as gender, race, or

ethnicity, are more likely to be connected on social networks.

Studying the connections between those models, theories, concepts and the spread of

rumors in OSNs will help find the answers to how to effectively identify influencing users in

rumor spread and use this information to limit the spread of rumors and debunk them.

1.3.3 Psychology

The study of how people process information and modify their existing knowledge is

critical in explaining why some rumours are more effectively spread than others. Several

psychological concepts are highly related to this research.

Crowd manipulation is a way to manipulate the behaviour of a crowd towards a specific

end. This technique has been widely used in political campaigns to spread misleading

information to deter voters from voting for an opponent.

Herd Mentality describes how people behave and act similarly to the majority of those

around them. Muchnik et al. [120] showed that the so-called herd mentality also affects

how people behave and share information in OSNs. For example, people will tend to share

rumours in OSNs if this information is shared by most of their connections.

Studying why people spread rumours and how users interact with each other inside a
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rumour may help us to identify the early stage of rumour spreading in OSNs and explain

why some rumours usually go viral and become unmanageable in OSNs. In this research,

we adopt two psychological rumor spread theories [20, 56] to study the underlying reasons

why users spread rumors in OSNs.

1.3.4 Computer Science

In this research, the proposed visualization framework will use knowledge from some

established areas, such as machine learning, data mining, and information visualization,

to gather, manipulate, and analyze unstructured data from OSNs. With these processed

and structured data, we can further investigate the structure of OSNs and how rumours are

spread between online users.

1.3.5 Goals and Objectives

The goals of this thesis are to:

• study the intrinsic nature of social media text and propose an approach to improve its

noisiness and shortness.

• propose and improve the effectiveness of the meme detecting tasks in real-time using

semantic similarity.

• collect, analyze, and visualize rumour spread in OSNs. Provide end users a valuable

tool to investigate the characteristics of a rumour and compare those characteristics

among various rumours. This visualization framework integrates information diffusion

models, social science theories, social network analysis, sentiment analysis, and text

mining techniques to facilitate data exploration and analysis for online rumor spread.

• detect and debunk rumours in OSNs using a crowd-sourcing approach and social

science theories.

The final goal of this thesis is to provide a holistic view of studying, analyzing, collecting,

detecting, visualizing and debunking rumor spread in OSNs. The proposed interdisciplinary

approach is summarized in Figure 1.1.

1.4 Thesis Outline

Chapter 2 tackles the problem of noisiness and shortness of social media texts and is

published in Dang et al. [47]. Chapter 3 solves the problems of detecting memes in social

media and is published in Dang et al. [41, 43]. Chapter 4 provides a visualization framework

for collecting, analyzing, and visualize rumours and is an extended version of our research

article [44]. Chapter 5 tries to understand why people spread rumours in OSNs and is
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Figure 1.1: The interdisciplinary nature of my thesis.

published in Dang et al. [45]. Finally, Chapter 6 tries to detect and verify the truth of a

rumour and is published in Dang et al. [46].



Chapter 2

Reddit Temporal N-gram Corpus and its Applications on Paraphrase

and Semantic Similarity in Social Media using a Topic-based Latent

Semantic Analysis

This chapter introduces a new large-scale n-gram corpus that is created specifically from

social media text. Two distinguishing characteristics of this corpus are its monthly temporal

attribute and that it is created from 1.65 billion comments of user-generated text in Reddit.

The usefulness of this corpus is exemplified and evaluated by a novel Topic-based Latent

Semantic Analysis (TLSA) algorithm. The experimental results show that unsupervised

TLSA outperforms all the state-of-the-art unsupervised and semi-supervised methods in

SEMEVAL 2015: paraphrase and semantic similarity in Twitter tasks. The basis of this

chapter is from the published paper [47].

2.1 Introduction

A word n-gram is a continuous sequence of n words from a corpus of texts or speech.

Word n-gram language models are widely used in Natural Language Processing (NLP), such

as speech recognition, machine translation, and information retrieval. The effectiveness of a

word n-gram language model is highly dependent on the size and coverage of its training

corpus [37]. A simple algorithm can outperform a more complicated algorithm if it uses

a larger corpus [124]. Many large-scale corpora [22, 10, 154] based on web contents have

been created for this purpose. As the use of social media is increasing, Online Social

Networks (OSNs) have become a norm to spreading news, rumours, and social events [95].

This growing usage of social media has created both challenges and opportunities. One

major challenge is that social media data is intrinsically short and noisy. A study by Wang

et al. [153] revealed that different text corpora have significantly different properties and

lead to varying performance in many NLP applications. More importantly, we observe that

there is no existing large-scale n-gram corpus that is created specifically from social media

text. This has motivated us to create an n-gram corpus that is derived from 1.65 billion

comments in the Reddit corpus [12] and make it available to the research community. There

9
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are two main features of this corpus that do not exist in the available large-scale corpora in

the literature: monthly time-varying (temporal) and purely social media text. This corpus

will allow researchers to analyze and make sense of massive social network text, such as

finding corresponding terms across time [164] and improving named entity recognition in

tweets [102]. Moreover, a cloud-based visualization interface is implemented to allow end

users to query any n-gram from the corpus.

Although there are many applications that can be derived from this corpus, in this chapter,

we use the Paraphrase Identification (PI) and Semantic Similarity (SS) tasks of SEMEVAL

2015 [158] to exemplify the usefulness of this corpus. Paraphrases are words, phrases or

sentences that have the same meaning, but their vocabulary may be different [158]. PI and

SS tasks have a strong correlation, as both focus on the underlying structural and semantic

similarity between two texts (e.g., “selfie” is a paraphrase of “picture of myself”). Improving

the results of PI and SS helps to increase the performance of NLP systems, such as statistical

machine translation [109] and plagiarism detection [11]. PI and SS have been studied

intensively for formal text with important results as shown in Par [127]. As social media

text is usually very short (e.g., 280-character limit for Twitter) and noisy (flexible nature

of personal communication), many NLP systems suffer from the large degree of spelling,

syntactic and semantic variants, for example, “ICYMI”= “In case you missed it” or “b/c

I love u” = “Because I love you”. Traditional approaches have been studied intensively

and proved not to work well for social media text [162]. A few preliminary results have

shown that the shortness and noisiness of social media text have significantly decreased

the performance of PI [162, 160] and SS tasks [73, 40]. In this chapter, we proposed a

Topic-based Latent Semantic Analysis (TLSA) approach for the SS task, which assigns a

semantic similarity score between two social media texts. Next, we use this similarity score

to determine if two texts are a paraphrase of each other.

Latent Semantic Analysis (LSA) has been widely used for semantic text similarity tasks

because of its simplicity and efficiency [97]. LSA has been used as a strong benchmark in the

Microsoft Research sentence completion challenge [170] and its baseline has outperformed

a few state-of-the-art neural network models [117]. However, LSA has its own drawbacks.

Its models are trained on a large corpus where words in the same document have a stronger

relationship. This does not consider how close two words are in a text (“apple” and “fruit”

are closer in the 5-gram “apple is a fruit” instead of a whole document) [83]. Another
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example is two topics “Barack Obama” and “Hillary Clinton” have a different meaning in

two contexts “2012 US presidential race” and “2016 US presidential race”. In the first one,

they are opponents, while in the second one, “Barack Obama” endorsed “Hillary Clinton”.

In addition, LSA is usually trained on a whole corpus. This makes it not scalable with an

intrinsic, dynamic, and large-scale nature of social network data. To address this issue, we

proposed an approach to train an LSA model that considers the topic being discussed. This

proposed LSA model is trained on word 5-grams instead of whole documents. The proposed

TLSA method achieved the best result for the SS task and is more scalable compared to

other LSA models. Combining TLSA with sentiment analysis, the proposed approach also

achieved the best result for PI task in SEMEVAL 2015. These are the contributions of our

paper:

• We create a new word n-gram (1-5) social network corpus from 1.65 billion comments

of Reddit1. This corpus has two distinctive characteristics that are useful for social

media applications: temporal and large-scale social media text.

• We implement a cloud-based visualization interface so that end users can query and

analyze the social media n-grams in real time.

• We propose TLSA2, a Topic-based Latent Semantic Analysis model that is trained

on word 5-grams from social media text. To the best of our knowledge, there is no

similar work that employs a topic-based approach using LSA for PI and SS tasks for

social media text.

• We combine TLSA with sentiment analysis, which outperforms the state-of-the-art

unsupervised and semi-supervised methods in SEMEVAL 2015: Paraphrase and

Semantic Similarity in Twitter tasks.

2.2 Related Work

2.2.1 Corpus-Based algorithms

Corpus-based machine learning algorithms have an advantage over knowledge-based

ones as they do not involve in human which can be expensive. The Google web 1T n-gram

corpus [22] included all words appearing on the web in January, 2006 and is available in

English and 10 European Languages [23]. This corpus has been used for text relatedness

[90] and linguistic steganography [29]. The WaCky corpus of more than one billion words

1Reddit n-gram temporal corpus - https://web.cs.dal.ca/˜anh/?page_id=1699
2Topic-based Latent Semantic Analysis - http://cgm6.research.cs.dal.ca:8080/

RedditFileDownload/tlsa.html

https://web.cs.dal.ca/~anh/?page_id=1699
http://cgm6.research.cs.dal.ca:8080/RedditFileDownload/tlsa.html
http://cgm6.research.cs.dal.ca:8080/RedditFileDownload/tlsa.html
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from three languages, English, German, and Italian was introduced in 2009 by Baroni et

al. [10]. It has been used in bilingual lexicography [62] and translators [128]. In 2010,

Microsoft Web n-gram corpus provided all the word n-grams that are indexed by Bing search

engine and provided through an XML web service [154]. Some notable usage includes

textbox enriching [4] and social media language study [105]. Google Book n-gram corpus

[116], introduced in 2012, includes all word n-grams found in Google book corpus from

1505 to 2008. Due to its yearly temporal characteristics, it has been used to study the

changing psychology of culture [71], concepts of happiness [125], and mapping book to

time [89]. Twitter n-gram corpus [80] only provides a small subset of social media n-grams

in Twitter. As Twitter does not allow researchers to share full text of Tweets as a large

corpus, it is not possible to collect, create and share terabyte-scale n-gram corpus for Tweets.

Unlike Twitter, Reddit implements an open data policy and users can query any posted data

on the website. Although OSNs have been studied intensively in recent years, there is no

existing corpus that could be shared and provide insights from massive social network text.

To the best of our knowledge, this new corpus is the first large-scale n-gram corpus that

provides n-grams with a temporal feature (monthly) that is designed specifically for massive

user-generated social media text.

2.2.2 Paraphrase Identification and Semantic Similarity

A summary of all the existing state-of-the-art paraphrase identification algorithms for

traditional texts (e.g., newswire) using the Microsoft Research Paraphrase Corpus (MRPC)

is in Par [127]. Although supervised approaches, such as typical machine learning classifiers

using various feature sets [50, 93] and semantic text similarity [17, 110], achieved the best

results, unsupervised methods using explicit semantic space [78], vector-based similarity

[118], and WordNet similarity with matrix [61] also attained comparable results. With the

increasing popularity of OSNs, researchers started to focus on the importance of developing

paraphrase identification for social media text [162, 160, 73]. The results and findings

support the hypothesis that informal language in social media with a high degree of lexical

variations has posed serious challenges to both tasks. In this chapter, our focus is not the

general PI or SS tasks but concentrates on the domain of social media.

The SemEval-2015 task 1 is the first competition that focuses on Paraphrase Identifi-

cation and Semantic Similarity for social media text. There were 19 and 14 teams that

participated in the PI and SS tasks, respectively. Most teams used supervised approach,

http://research.microsoft.com/en-us/downloads/607D14D9-20CD-47E3-85BC-A2F65CD28042/default.aspx
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for example, typical machine learning classifiers [58], neural networks [158], align and

penalize architecture, semantic relatedness [150]. Two teams used unsupervised approaches

(Orthogonal Matrix Factorization [74] and pre-trained word and phrase vectors on Google

News dataset [158]) and one team uses semi-supervised approach that combines several

word measures built from Rovereto Twitter n-gram corpus [80]. Our proposed approach will

be compared and evaluated against these unsupervised and semi-supervised approaches.

Lately, large corpora are being used for the machine learning tasks. LSA has been

widely used for paraphrase identification and semantic text analysis [78]. Guo and Diab [73]

proposed Weighted Textual Matrix Factorization (WTMF), which is a novel latent model

that captures the contextual meanings of words in sentences based on internal term-sentence

matrix. This model uses both knowledge-based and large-scale corpus-based techniques to

learn word representation. Our work uses the new corpus and introduces a novel approach

to learn word representation that is dependent on the topic being discussed.

2.3 The New Reddit Temporal N-gram Corpus

Figure 2.1: The frequency count of unigram “ISIS” in Reddit from 2007 to 2016. The x-axis
represents the year while the y-axis shows the frequency count per month. The highest peak
in the graph represents the rise of “ISIS” in October, 2010 following the outbreak of the
Syrian Civil War in August, 2010.

We have created a word n-gram (1-5) corpus of 1.65 billion Reddit comments from

October, 2007 until August, 2016 [12] using high performance distributed processing models

on a cluster of 256 nodes with 16TB of shared memory. Most of the comments are in the

English language. Each comment is separated into sentences, and each sentence is tokenized

using Lucene (Apache). All the comments are lowercased. The Reddit comments are close

to 2TB of text containing 135 billion sentences.

Each entry in the Reddit temporal n-gram corpus is an n-gram (1-5) and its frequency,

month, and year from October, 2007 to August, 2016. The size of the corpus is 2.6 TB

uncompressed. We show an example of each n-gram (1-5) in Table 2.1. This corpus

https://lucene.apache.org/core/4_4_0/analyzers-common/org/apache/lucene/analysis/ngram/NGramTokenizer.html
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can be accessed through downloadable files and a JSON web service which will return

the frequency of an n-gram for each month. In addition, we implement a cloud-based

visualization interface so that end users can query and analyze the social media n-grams in

real time as shown in Figure 2.1. As our n-gram corpus is time-dependent, we also count the

total number of occurrences of each n-gram for comparison with other corpora. A detailed

statistical comparison between the new corpus and some other existing corpora is shown

in Table 2.2. Although Microsoft Web n-gram is the largest n-gram corpus, they do not

provide all the data to end users. Analyzing the whole Microsoft n-grams corpus is not

practical through an XML web service. The Reddit temporal n-gram corpus is much larger

than the Google Web 1T n-gram corpus. One of the reasons is that Google Web 1T n-gram

corpus only keeps unigrams with more than 200 frequency counts and other n-grams with

more than 40 frequency counts. After analyzing the Google Web corpus, we found that

although our corpus has a larger vocabulary than the Google one, the frequency count for

each n-gram is lower. This confirms the noise and shortness hypothesis of social media text.

We decide to keep all the raw n-grams of the new corpus to preserve these characteristics of

social media text. We illustrate in Figure 2.2 how the Reddit temporal n-gram corpus shows

the evolution of the word “ISIS”.

(a) (b)

Figure 2.2: An example of word cloud showing the context words of “ISIS” in the 5-grams
of the corpus before and after August, 2010. a) “ISIS” is mainly discussed as an Egyptian
god before August, 2010, b) “ISIS” means the Islamic State in Iraq and Syria after August,
2010.

2.4 Topic-based Latent Semantic Analysis

We first formulate the approach for TLSA. Consider a list of topics T = {T1,T2, ...,Tl}
and each topic Ti has a list of pairs of Tweets P = {(t11, t12),(t21, t22), ...,(tm1, tm2)} where
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Table 2.1: Examples of n-grams (1-5) of the newly created n-gram corpus about the current
US president “Donald Trump”. Each entry includes the word (n-gram), its frequency, its
month, and its year from October 2007 to August 2016.

word frequency year month
1-gram trump 981 2015 01
2-gram trump apprentice 31 2015 01
3-gram donald trump battle 16 2015 01
4-gram donald trump ignorant tweet 8 2015 01
5-gram take donald trump advice in 2 2015 01

Table 2.2: Statistical comparison between Reddit temporal n-gram corpus and its counter-
parts.

Corpus 1-gram 2-gram 3-gram 4-gram 5-gram
Google web 1T n-gram corpus 13.5M 314M 977M 1.3B 1.12B
Microsoft web n-gram corpus 1.2B 11.7B 60.1B 148.5B 237B

Reddit temporal n-gram corpus 170.2M 1.2B 6.7B 18.4B 30.1B

each pair is evaluated for PI and SS tasks. For each topic Ti, we construct a list of unigrams

O = {o1,o2, ...,op} from P and a list of 5-grams F = { f1, f2, ..., fq} from Reddit temporal

n-gram corpus where fi contains the topic Ti. Next, we construct the unigram/5-gram matrix

X from O and F .

X =

⎡⎢⎢⎢⎢⎢⎣
x11 x12 x13 . . . x1q

x21 x22 x23 . . . x2q

. . . . . . . . . . . . . . . . . . . . .

xp1 xp2 xp3 . . . xpq

⎤⎥⎥⎥⎥⎥⎦

where each row ri represents the occurrence of a unigram term ui to all 5-grams in F and xi j

describes the occurrence of unigram oi in a 5-gram f j plus the frequency of the 5-gram f j in

the Reddit temporal n-gram corpus. This matrix considers both the relation between a word

with other words in a 5-gram and with the frequency of this 5-gram in the corpus. Next, we

decompose matrix X using a Singular Value Decomposition (SVD):
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where Σ is a diagonal matrix that contains the singular values in descending values. U and

V are orthogonal matrices that contain the left and right singular vectors respectively.

Next, for each sentence si in topic Ti, we construct a vector v⃗ which represents the

occurrence of si in the list of unigrams of topic Ti. This vector is translated into a sentence

vector representation by the following formula:

v⃗ = v⃗∗Uk ∗Sk

where k is the chosen k singular values which show the dimensions with the greatest variance

between words and documents (the value of k is explained in Section 2.6.3). Finally, the

semantic similarity between two sentences is calculated using the cosine similarity between

their vectors.

Due to the enormous size of the Reddit temporal n-gram corpus, selecting the related

5-grams for each topic is not feasible using a traditional relational database system. We tried

to load our data into IBM Netezza data warehouse but the query time was not reasonable

for a real-time system. We load all the corpus data to Google Bigquery. For each topic

Ti, we query all the related 5-grams fi using Google Bigquery regular expression “word

like (%Ti%)” where % represents the wild card search. After constructing matrix X , we

use Microsoft Azure Apache Spark for SVD decomposition. A summary of the proposed

approach is shown in Figure 2.3.

https://www-01.ibm.com/software/data/netezza/
https://cloud.google.com/bigquery/
https://azure.microsoft.com/en-us/services/hdinsight/apache-spark/
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Figure 2.3: The proposed Topic-based Latent Semantic Analysis using distributed parallel
computing, Google BigQuery, and Microsoft Azure Apache Spark. The list of topics and
pairs of Tweets are from the test dataset of SEMEVAL 2015 Task 1. The semantic similarity
between two sentences is computed with regard to a specific topic being discussed in two
sentences.

2.5 Evaluations of Paraphrase Identification and Semantic Similarity for Social

Media Text

To evaluate the performance of TLSA algorithm, we use the PIT-2015 Twitter dataset

[159]. Although this approach uses PIT-2015 dataset for evaluation, it can be extended to

any general topic-based datasets. The PIT-2015 dataset includes 17,790 sentence pairs for

training and 972 test sentence pairs which were annotated and developed by Xu et al. [159].

The dataset was constructed from Twitter data and has intrinsic characteristics from social

network data: (i) opinionated and colloquial sentences from realistic social media text; (ii)

lexically diverse pairs of sentences for paraphrases; and (iii) sentences that seem lexically

similar but semantically dissimilar [158]. Example pairs of sentences for paraphrase, non-

paraphrase, and debatable cases are shown in Table 2.3. The detailed statistics of this

ground-truth dataset is shown in Table 2.4. Each sentence is processed with tokenization,

part-of-speech and named entity tags and each sentence pair is annotated by experts. In the

test set, there are 972 sentence pairs collected from Twitter in 20 trending topics between
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Table 2.3: Examples of Paraphrase Identification and Semantic Similarity sentence pairs.
All three sentence pairs are about the movie “8 Mile” which is a topic for TLSA. A sentence
pair is a paraphrase if its Pearson Correlation score is above 0.6. A sentence pair is a
non-paraphrase if its Pearson Correlation score is below 0.6. A sentence pair is debatable if
its Pearson Correlation score is equal to 0.6.

Topic Paraphase Sentence 1 Sentence 2
8
mile

True The Ending to 8 Mile is my
fav part of the whole movie

Those last 3 battles in 8 Mile
are THE shit

8
mile

False All the home alones watching
8 mile

The last rap battle in 8 Mile
nevr gets old ahah

8
mile

Debatable 8 mile is just a classic After watching 8 mile I feel
like such a thug

May 13th and June 10th, 2013. As mentioned in Das and Smith [50], some algorithms may

work well specifically for MRPC because of its imbalanced nature (lack of non-paraphrases).

PIT-2015 Twitter dataset is more balanced as it contains 70% non-paraphrases and the 34%

paraphrases.

Table 2.4: PIT-2015 Twitter dataset. The test data is more balanced than MRPC as it has a
higher percentage of non-paraphrase sentence pairs. The unsupervised TLSA only uses the
test data for evaluation.

Sent Pairs Paraphase Non-paraphrase Debatable
Train 13063 3996 (30.6%) 7534 (57.7%) 1533 (11.7%)
Test 972 175 (18.0%) 663 (68.2%) 134 (13.8%)

2.5.1 Task 1 — Paraphrase Identification and Evaluation Metrics

For a specific topic, given two sentences, the system has to determine if two sentences

have the same or similar meaning and discuss the same topic. For two non-paraphrase

sentence pairs, the sentence pair discussing the same topic has a higher score than the

sentence pair discussing an unrelated topic. Precision, recall, and F1 (harmonic mean of

precision and recall) are used as evaluation metrics.

2.5.2 Task 2 — Semantic Similarity and Evaluation Metrics

For a specific topic, given two sentences, the system has to give a score between 0 (no

relation) and 1 (semantic equivalence) to represent their semantic equivalence. For two

sentence pairs, the sentence pair discussing the same topic has a higher semantic similarity

score than the sentence pair discussing an unrelated topic. Pearson correlation is used as an

evaluation metric.



19

2.6 Evaluation

2.6.1 Baselines

We used first two baselines from [158] and introduced two new baselines that are more

related to the proposed corpus-based and topic-based LSA.

Random: Each sentence pair is assigned a random real semantic similarity score

between [0, 1]. For PI task, this baseline applies 0.5 as a cutoff (paraphrase if semantic

similarity score is above 0.5).

Weighted Matrix Factorization (WTMF): This baseline uses the state-of-the-art un-

supervised method of Guo and Diab [73]. It not only considers the semantic space of words

present in the data but also missing words from the sentences. This feature is designed

specifically for short texts in social media. Finally, the value 0.5 is used as a cutoff for the

PI task.

Random 5-gram: This baseline determines whether introducing the use of topics in

LSA improves the accuracy of both PI and SS tasks for SEMEVAL 2015. To construct

matrix X , we select random 5-grams from the Reddit temporal n-gram corpus with the same

size of the 5-grams that contain the topic.

Google Tri-gram Method (GTM): Google Tri-gram Method [90] assigns a semantic

similarity score between two sentences using the unigrams and trigrams of the Google Web

1T corpus. We also use 0.5 as a cutoff for the PI task.

2.6.2 SEMEVAL 2015 Unsupervised and Semi-supervised Methods

Columbia: This method used Orthogonal Matrix Factorization to compute a represen-

tation vector for each sentence [74] and then computes a similarity score based on these

vectors [158].

Yamraj: This method learned sentence vectors from Google News dataset (about 100 billion

words) and Wikipedia articles. Cosine distance is used to compute the vector similarity

scores.

MathLingBp: This method exploits the use of the align-and-penalize architecture of Han

et al. [77] and adopts the use of several word similarity metrics using a semi-supervised

approach [158].

2.6.3 Experimental Results

First, we compare the performance of TLSA with various parameters, such as the number

of singular values and the dimensionality of the 5-grams. For SS task, we achieved the
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best result for SS task when the singular value k is equal to 80 with an increasing 5-gram

dimensionality size as shown in Figure 2.4. In addition, for SS task, the Pearson correlation

is not improving when the number of 5-grams is above 1M.
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Figure 2.4: For the Semantic Similarity task, Pearson correlation score with an increasing
singular values and 5-gram dimensionality. TLSA achieves the best Pearson correlation
score for k = 80 and the dimensionality of 5-grams = 1M.

2.6.3.1 Topic-based LSA versus Baselines and other Methods

This section compares the proposed approach with the baselines and SEMEVAL 2015

unsupervised and semi-supervised methods. As shown in Table 2.5, TLSA achieved the best

result for the SS task (Pearson correlation) compared with all the baselines and compared

methods. This means that training an LSA model using topic-based 5-gram helps increase

the result of PI and SS tasks. For the PI task, observing that the semantic similarity scores

for sentence pairs are either very high or very low, we tried two cutoffs 0.25 and 0.5

(SEMEVAL 2015 allows two runs per team) and TLSA outperforms all the baselines. With

a low cutoff value, TLSA achieves a high precision and a low recall. To improve the PI

results, we assumed that two sentences are paraphrases only if they have the same sentiment

scores (e.g., both are positives or negatives). Based on this assumption, each sentence is

assigned a sentiment score using OpenNLP. Adding sentiment analysis to TLSA (i.e., TLSA

& Sentiment) outperforms all the baselines and compared methods. Another important

observation is that although our unsupervised approach achieves the best results against the

baselines and compared methods, its results are still not comparable to human upper-bound

https://opennlp.apache.org/announcement/release-160.html
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from the dataset and other supervised approaches. This means that improving the results of

PI and SS tasks for social media text using an unsupervised approach is still a challenge for

researchers.

Table 2.5: TLSA results with other baselines and compared methods. Combining TLSA
with sentiment analysis achieves the best result for both PI and SS tasks.

Methods / Baselines
Paraphrase Identification Semantic Similarity
F1 Precision Recall Pearson maxF1 maxPrec maxRecall

Human Upperbound 0.823 0.752 0.0908 0.735 – – –
TLSA & Sentiment 0.591 0.764 0.480 0.483 0.582 0.761 0.472

COLUMBIA 0.588 0.593 0.583 0.425 0.599 0.623 0.577
TLSA 0.585 0.761 0.474 0.483 0.585 0.761 0.474

YAMRAJ 0.496 0.725 0.377 0.360 0.542 0.502 0.589
WTMF 0.536 0.450 0.663 0.350 0.587 0.570 0.606

Random 5-gram 0.504 0.716 0.389 0.466 0.564 0.824 0.429
GTM 0.495 0.391 0.674 0.371 0.582 0.761 0.472

Random 0.266 0.192 0.434 0.017 0.350 0.215 0.949

2.7 Conclusions

In this chapter, we introduced Reddit temporal n-gram corpus, which is designed specifi-

cally for social media text. We create the corpus using distributed parallel computing and

implement a cloud-based visualization interface so that end users can query any n-grams

from the corpus. Both the corpus and the interface are publicly available in this URL -

Reddit n-gram temporal corpus. This large-scale terabyte corpus includes all the word

unigram to 5-gram, and their frequency per month from October, 2007 to August, 2016.

To show the usefulness of this corpus, we propose a novel Topic-based Latent Semantic

Analysis approach which exploits the 5-grams of the corpus. The proposed TLSA outper-

forms all the state-of-the-art unsupervised and semi-supervised methods in SEMEVAL 2015

Task 1 — Semantic Similarity for the PIT-2015 dataset. Combining with sentiment analysis,

the proposed approach also achieves the best result for the Paraphrase Identification of

SEMEVAL 2015 Task 1. In addition, TLSA is language-independent and scalable for the

large-scale nature of social media text.

For future work, we aim to use this corpus to study the linguistic patterns of social media

text and finding the meaning of new words in social media. We also plan to integrate this

proposed semantic similarity score into our existing work to improve the results of meme

clustering tasks [42] and rumour detection and visualization framework [45].

https://web.cs.dal.ca/~anh/?page_id=1699


Chapter 3

An Offline-Online Visual Framework for Clustering Memes in Social

Media

The amount of data generated in Online Social Networks (OSNs) is increasing every

day. Extracting and understanding trending topics and events from the vast amount of

data is an important area of research in OSNs. This chapter proposes a novel clustering

framework to detect the spread of memes in OSNs in real time. The offline-online meme

clustering framework exploits various similarity scores between different elements of Reddit

submissions, two strategies to combine those scores based on Wikipedia concepts as an

external knowledge, text semantic similarity and a modified version of Jaccard Coefficient.

The two combination strategies include: (1) automatically computing the similarity score

weighting factors for five elements of a submission and (2) allowing users to engage in the

clustering process and filter out outlier submissions, modify submission class labels, or

assign different similarity score weight factors for various elements of a submission using a

visualization prototype. The offline-online clustering process does a one-pass clustering for

existing OSN data in the first step by calculating and summarizing each cluster statistics

using Wikipedia concepts. For the online component, it assigns new streaming data points to

the appropriate clusters using a modified version of online k-means. The experiment results

show that the use of Wikipedia as external knowledge and text semantic similarity improves

the speed and accuracy of the meme clustering problem when comparing to baselines. For

the online clustering process, using a damped window model approach is suitable for online

streaming environments as it not only requires low prediction and training costs, but also

assigns more weight to recent data and popular topics. The basis of this chapter is from the

published papers [41, 43].

3.1 Introduction

Online Social Networks (OSNs) are networks of online interactions and relationships

that are formed and maintained through various social networking sites such as Facebook,

LinkedIn, Reddit, and Twitter. Nowadays, hundreds of millions of people and organizations

22
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turn to OSNs to interact with one another, share information, and connect with friends and

strangers. OSNs have been especially useful for disseminating information in the context of

political campaigning, news reporting, marketing, and entertainment [95].

OSNs have been recently used as an effective source for end users to know about

breaking-news or emerging memes. A meme is a unit of information that can be passed from

person to person in OSNs [87]. Despite their usefulness and popularity, OSNs also have a

“negative” side. As well as spreading credible information, OSNs can also spread rumours,

which are truth-unverifiable statements. For example, so many rumour-driven memes about

swine flu outbreak (e.g., “swine flu pandemic meme” in Figure 3.1) were communicated via

OSNs in 2009 that the US government had to tackle it officially on their website [119, 60].

Problems like these (i.e., rumour-driven memes going viral) are unfortunately not isolated

and prompt the question of how to identify and limit the spread of rumours in OSNs. In order

to detect rumours, we have to identify memes that are rumour-related in OSNs. Clustering is

a simple and efficient unsupervised process to identify memes in OSNs by grouping similar

information into the same category. However, traditional clustering algorithms do not work

effectively in OSNs due to the heterogeneous nature of social network data [91]. Labelling

massive amounts of social network data is an intensive task for classification. To overcome

these limitations, this chapter proposes a semi-supervised approach with relevance user

feedback for detecting the spread of memes in OSNs.

Figure 3.1: A word cloud example of popular memes in OSNs.

In text clustering, a similarity measure is a function that assigns a score to a pair of texts

in a corpus that shows how similar the two texts are. Computing similarity scores between

texts is one of the most computationally intensive and important steps for producing a good
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clustering result [15]. For a meme clustering task, this process is usually hindered by the

lack of significant amounts of textual content, which is an intrinsic characteristic of OSNs

[91, 85]. For example, in Reddit.com, most submission titles are very short and concise.

Although the title of a submission may provide meaningful information about the topic, the

titles may not provide enough information to determine if two submissions are discussing

the same topic. In Figure 3.2, two Reddit submissions are both talking about “Obama”, but

one is discussing the meme “Obamacare”, while the other is discussing the rumour-related

meme “Obama is a Muslim”. The sparsity of Reddit submission title texts significantly

contributes to the poor performance of traditional text clustering techniques for grouping

submissions into the same category. We, therefore, propose strategies to leverage the use of

references to external content.

Figure 3.2: Reddit submissions about the same meme “Obama”. The top submission
discusses the meme “Obamacare”, while the bottom submission discusses the meme “Obama
is a Muslim”

A submission may include one or more comments from users, which discuss the submis-

sion topic. It can also contain a URL that points to an external article that further discusses

the topic of the submission. Similarly, a submission may include an image that also provides

more valuable information about the submission topic. By introducing the use of comments,

URL content, and image content of a submission, we exploit more valuable data for text

clustering tasks, which helps detect memes in OSNs more efficiently.

Vector space models are commonly used to represent texts for a clustering task. In these

models, each text is represented as a vector where each element corresponds to an attribute

extracted from the text. One of the benefits of these models is their simplicity in calculating

the similarity between two vectors based on linear algebra. The two most famous models are

http://www.reddit.com
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TF-IDF (Term Frequency — Inverse Term Frequency) and Bag-of-Words. However, those

models rely solely on lexical representation of the texts, which does not capture semantic

relatedness between words in a text. For example, the use of polysemy and synonymy are

very popular in several types of texts and play an important role in determining whether

two words, concepts or texts are semantically similar. This motivates many researchers to

explore the advantage of semantic similarity in the task of text clustering by utilizing word

relatedness through external thesauruses like WordNet and Wikipedia [129, 88]. However,

they remain far from covering every word and concept used in OSNs. This chapter explores

Google n-grams algorithm of Islam et al. [90] which uses Google n-grams dataset to

compute the relatedness between words for computing similarity scores, and proposes two

novel strategies to combine those scores for the task of clustering memes.

Although clustering streaming and time series data are established fields in the area

of text clustering [148, 32, 75, 68, 66], clustering memes in OSNs has just started to gain

attention recently [166, 3, 1, 91]. OSN data has both characteristics of streaming and

time series data, as well as another important characteristic. The volume of OSN data is

massive and can not be handled efficiently by traditional streaming and time series clustering

algorithms [91]. In order to tackle that problem, we propose a novel approach to speed up

the processing of online meme clustering that uses both semantic similarity and Wikipedia

concepts to efficiently store and summarize OSN data in real time.

With the increasing amount of online social network data, understanding and analyzing

them is becoming more challenging. Researchers have started to employ human’s ability

to effectively gain visual insight on data analysis tasks. The task of clustering memes

shares some similarity with clustering text, but they are also intrinsically different. For

example, social network data is usually poorly-written and content-limited. This reduces the

quality of clustering results. For a Reddit submission, the relationships between the title,

comment, image, and URL sometimes are disconnected (e.g., a title has a different subject

from the content). In this chapter, we developed a visualization prototype to allow users to

better distinguish the similarity between submissions and use this feedback to improve the

clustering results.

This chapter extends previous work of Dang et al. [41] by formalizing the problem of

meme clustering and proposes a novel approach for clustering Reddit submissions. It makes

the following contributions:

https://youtu.be/ej7LlPOPikI
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• Extends and improves the similarity scores between different elements of Reddit

submission of Dang et al. [41] by introducing the use of Wikipedia concepts as an

external knowledge.

• Introduces a modified version of Jaccard Coefficient that employs the use of text se-

mantic similarity when comparing the similarity score between two sets of Wikipedia

concepts.

• Proposes an offline-online clustering algorithm that exploits semantic similarity and

Wikipedia concepts to achieve good clustering results in real time. The offline

clustering component computes and summarizes cluster statistics to speed up the

process of the online clustering component. In addition, for each cluster, we adopt

the damped window model and propose a novel approach to summarize each cluster

as a set of Wikipedia concepts where each concept is assigned a weight based on its

recency and popularity. The online clustering component applies a semantic version

of Jaccard Coefficient.

• The experiments show the use of Wikipedia concepts increases the accuracy result of

the meme clustering tasks. Although only using Wikipedia concepts as a similarity

score does not increase the clustering result, using both Wikipedia concepts and

text semantic similarity increase the clustering accuracy for both offline and online

clustering components.

3.2 Related Work

This section presents current research on text semantic similarity and detecting the

spread of memes in OSNs.

3.2.1 Similarity Measures and Text Clustering

Several similarity measures have been proposed in the literature for the task of text

clustering. The most popular ones are lexical measures like Euclidean, Cosine, Pearson

Correlation, and Extended Jaccard measures. Strehl et al. [146] provided a comprehensive

study on using different clustering algorithms with these people measures. The authors used

several clustering algorithms on the YAHOO dataset, and showed that Extended Jaccard and

Cosine similarity performed better and achieved results that are close to a human-labelling

process. However, lexical similarity measures do not consider the semantic similarity

between words in the texts.

Some researchers have taken advantage of the semantic relatedness of texts by using
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external resources to enrich word representation. In Pedersen et al. [129], the authors

suggested using WordNet as a knowledge base to determine the semantic similarity between

words. The experiment results have shown that external knowledge bases like WordNet

improve the clustering results in comparison to the Bag-of-Words models. Hu et al. [88]

proposed the use of Wikipedia as external knowledge for text clustering. The authors

tried to match concepts in text into Wikipedia concepts and categories. Similarity scores

between concepts are calculated based on the text content information, as well as Wikipedia

concepts, and categories. The experiment results have shown that using Wikipedia as

external knowledge provided a better result than using WordNet due to the limited coverage

of WordNet. Bollegala et al. [19] proposed the use of information available on the Web to

compute text semantic similarity by exploiting page counts and text snippets returned by a

search engine. Our work is intuitively different from these approaches, as it introduces the

use of word relatedness based on the Google n-grams dataset [21]. The proposed semantic

similarity scores between texts are calculated based on that algorithm to handle the low

quality (i.e. poor writing) of social network data. Using Google n-grams dataset as external

knowledge is more effective than textual as well as other semantic approaches, as the Google

n-grams dataset has more coverage than other semantic approaches.

3.2.2 Online Clustering Algorithms in OSNs

This section discusses the related work of event detection and online meme clustering in

OSNs. The proposed online meme clustering algorithm takes advantage of the current work

of both clustering streaming data and clustering time series data. Clustering streaming data

has been actively researched in the literature. Aggarwal et al. [3] proposed a graph-based

sketch structure to maintain a large number of edges and nodes at the cost of potential loss

of accuracy. Zhao and Yu [166] extended the graph-based clustering streaming algorithms

with side information, such as user metadata in OSNs. As OSN data is dependent on

its temporal context, time series is another important feature of clustering streaming data

algorithms. We present related work of the three types of time series clustering algorithms in

the literature: (1) landmark window approach, (2) sliding window approach, and (3) damped

window approach [131]. In clustering streaming data, landmark-based models consider all

the historical data from a landmark time and all data have an equal weight [112, 27, 68].

Sliding-based models are common stream processing models which only examine data at a

fixed-time window (e.g., last 5 minutes or last 24 hours) [75, 32, 103]. Damped window
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models introduced the use of decay variable to replace old data to increase the accuracy

of streaming clustering results [66, 30]. JafariAsbagh et al. [91] used a sliding window

approach for detecting memes in real time that does not consider the topic evolution and

persistence. As the spread of memes in OSNs is dependent on the meme topics and its

context [82], the proposed online meme clustering algorithm explores the damped window

approach which consider the frequency and recency of memes. Researchers also investigate

if the use of external knowledge (e.g., Wikipedia) helps the clustering results for social

media texts. Banerjee et al. [9] introduced the use of Wikipedia as external knowledge to

improve the accuracy results for short texts. Dang et al. [41] used text semantic similarity

computed from Google n-grams dataset to alleviate the problem of shortness and noise of

OSN data.

Scientists also explored the use of visualization for text clustering with relevance user

feedback. Lee et al. [98] introduced iVisClustering, an interactive visualization framework

based on LDA topic modelling. This system provides some interactive features, such as

removing documents or clusters, moving a document from one cluster to another, merging

two clusters, and influencing term weights. Choo et al. [34] presented an interactive

visualization for dimension reduction and clustering for large-scale high-dimensional data.

The system allows users to interactively try different dimension reduction techniques and

clustering algorithms to optimize the clustering results. One of the limitations of these

systems is that they focus on the clustering algorithms and results and have limited supports

for combining similarity scores for different parts of a text (e.g., the title and body of a text).

This chapter introduces a visualization prototype to combine different similarity scores for

our clustering process interactively and incrementally.

3.2.3 Detecting Memes in Online Social Networks

Recently, researchers have started adapting state of the art clustering algorithms to OSN

data. Leskovec et al. [100] proposed a meme-tracking framework to monitor memes that

travel through the Web in real-time. The framework studied the signature path and topic

of each meme by grouping similar short, distinctive phrases together. One drawback of

this framework is that it only applies lexical content similarity to detect memes. This did

not work well for memes that are related but not using the same words, and those that

are short and concise (e.g., Tweets on Twitter). Cataldi et al. [26] proposed an approach

that monitored the real-time spread of emerging memes in Twitter. The authors defined
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an emerging term as one whose frequency of appearance had risen within a short period

and had not emerged or was only rarely discussed in the past. A navigable topic graph is

constructed to connect semantically related emerging terms. Emerging memes are extracted

from this graph based on semantic relationships between terms over a specified time interval.

Becker et al. [13] formulated the problem of clustering for event detection and proposed

a supervised approach to classify tweets using a predefined set of features. The proposed

approach includes various types of features: textual, temporal, and spatial. Aggarwal and

Subbian [2] presented a clustering algorithm that exploits both content and network-based

features to detect events in social streams. The proposed algorithm uses knowledge about

metadata of Twitter users. Thom et al. [148] developed a system for interactive analysis of

location-based microblog messages, which can assist in the detection of real-world events in

real time. This approach uses X-means, a modified version of K-means, to detect emerging

events. Finally, JafariAsbagh et al. [91] introduced an online meme clustering framework

using the concept of Protomemes. Each Protomeme is defined based on one of the atomic

information entities in Twitter: hashtags, mentions, URLs, and tweet content. An example

of Protomeme is the set of tweets containing the hashtag #All4Given. This approach uses

a sliding window model that can lead to good offline prediction accuracy but not suitable

for online streaming environments. As online meme clustering algorithms require low

prediction and training costs, our proposed online meme clustering algorithm stores cluster

summary statistics using Wikipedia concepts and applies a damped window approach with

offline-online components for clustering memes in OSNs. Although Twitter has been the

most popular OSN for detecting memes, little work has been done to detect rumour-related

memes on Reddit.

3.3 Reddit Social Network

Reddit, which claims to be “the front page of the internet”, is a social news website,

where users, called redditors, can create a submission or post direct links to other online

content. Other redditors can comment or vote to decide the rank of this submission on

the site. Reddit has many subcategories, called sub-reddits that are organized by areas of

interests. The site has a large base of users who discuss a wide range of topics daily, such

as politics and world events. Alexa ranks Reddit.com as the 24th most visited site globally.

Each Reddit submission has the following elements:

• Title: The title summarizes the topic of that submission. The title text is usually very

http://www.alexa.com/siteinfo/reddit.com
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Figure 3.3: External content from image and URL. The top submission has an URL and we
extracted the URL content. The bottom submission has an image and we extracted the text
of the image from Google Reverse Image Search.

GTM(ω1,ω2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

log µT (ω1,ω2)C
2
max

C(ω1)C(ω2)min(C(ω1)C(ω2))

−2×log min(C(ω1),C(ω2))
Cmax

if log µT (ω1,ω2)C2
max

C(ω1)C(ω2)min(C(ω1)C(ω2))
> 1

log1.01

−2×log min(C(ω1),C(ω2))
Cmax

if log µT (ω1,ω2)C2
max

C(ω1)C(ω2)min(C(ω1)C(ω2))
≤ 1

0 if µT (ω1,ω2) = 0

Figure 3.4: GTM semantic similarity calculation.



31

short and concise. The title may also have a description to further explain it.

• Comments: Users can post a comment that expresses their opinions about the corre-

sponding submission or other user comments. Users can also vote comments up or

down.

• URL: Each submission may contain a link to an external source of information (e.g.,

news articles) that is related to the submission.

• Image: Submissions may also have a link to an image that illustrates the topic of the

submission.

Figure 3.3 explains how to collect image and URL content from Reddit submissions.

Unlike other OSNs, Reddit is fundamentally different in that it implements an open data

policy; users can query any posted data on the website. For example, other OSNs, like

Twitter or Facebook, allows circulating information through a known cycle (e.g., “friend”

connections), whereas Reddit promotes a stream of links to all users in a simple bookmarking

interface. This makes Reddit a more effective resource to study the spread of memes in

OSNs. To the best of our knowledge, no similar work has been done on clustering memes in

Reddit.

3.4 Google Tri-gram Method

Google Tri-gram Method (GTM) [90] is an unsupervised corpus-based approach for

computing semantic relatedness between texts. GTM uses the uni-grams and tri-grams

of the Google Web 1T N-grams corpus [90] to calculate the relatedness between words,

and then extends that to longer texts. The Google Web 1T N-grams corpus contains the

frequency count of English word n-grams (unigrams to 5-grams) computed over one trillion

words from web page texts collected by Google in 2006.

The relatedness between two words is computed by considering the tri-grams that start

and end with the given pair of words, normalizing their mean frequency with unigram the

frequency of each of the words as well as the most frequent unigram in the corpus as shown

in Figure 3.4, where C(ω) is the frequency of the word ω . µT (ω1,ω2) is the mean frequency

of trigrams that either start with ω1 and end with ω2, or start with ω2 and end with ω1.

σ(a1, . . . ,an) is the standard deviation of numbers a1, . . . ,an, and Cmax is the maximum

frequency among all unigrams.

GTM computes a score between 0 and 1 to indicate the relatedness between two texts

based on the relatedness of their word content. For given texts P and R where |P| ≤ |R|,
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first all the matching words are removed, and then a matrix with the remaining words

P′ = {p1, p2, · · · , pm} and R′ = {r1,r2, · · · ,rn} is constructed where each entry is a GTM

word relatedness ai j← GT M(pi,r j).

M =

⎛⎜⎜⎜⎜⎜⎝
a11 a12 · · · a1n

a21 a22 · · · a2n
...

... . . . ...

am1 am2 · · · amn

⎞⎟⎟⎟⎟⎟⎠
From each row Mi = {ai1 · · ·ain} in the matrix, significant elements are selected if their

similarity is higher than the mean and standard deviation of words in that row:

Ai = {ai j|ai j > µ(Mi)+σ(Mi)},

where µ(Mi) and σ(Mi) are the mean and standard deviation of row i. Then the document

relatedness can be computed using:

Rel(P,R) =
(δ +∑

m ai=1σ(Ai))× (m+n)
2mn

where ∑
m ai=1σ(Ai) is the sum of the means of all the rows, and δ is the number of removed

words when generating P′ or R′.

3.5 Semantic Jaccard Coefficient

Jaccard similarity coefficient is a statistic used to compute the similarity and diversity

between two sets. Chierichetti et al. [33] showed that finding an optimal solution for

weighted Jaccard median is an NP-hard problem and presented a heuristic algorithm to

Figure 3.5: The proposed meme detection framework.
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speed up the computational complexity. The Jaccard coefficient between two sets A and B

is defined as follows:

J(A,B) = A∩B
A∪B where 0≤ J(A,B)≤ 1

We propose a modified version of Jaccard coefficient that exploits the use of semantic

similarity using GTM. As the original Jaccard coefficient only uses an exact pattern matching,

it does not work well if two Wikipedia concepts are not the same but are semantically similar.

For example, the Jaccard coefficient for two concepts “President of the United States” and

“Barack Obama” should be high as they are semantically similar using GTM.

For two submissions S1 = {T11,T12, ...,T1n} and S2 = {T21,T22, ...,T2n} where Ti is a

Wikipedia concept extracted from the title or comments of submission Si, the Semantic

Jaccard Coefficient (SJC) is defined as:

SJC(S1,S2) = S1∩S2
S1∪S2

where 0≤ SJC(S1,S2)≤ 1 (3.1)

where T1i and T2 j are semantically equivalent, T1i ≡ T2 j, if GT M(T1i,T2 j)≥ e, where e is a

parameter that is explored through the experiment. If Ti is semantically similar to more than

one concept in S2, we use the concept with the highest GTM score.

3.6 Similarity Scores and Combination Strategies

This section explores the use of GTM semantic similarity of Dang et al. [41] and

introduces Wikipedia concepts as an external knowledge to propose five semantic similarity

scores and their combinations between submissions. Representing a submission S in Reddit

as a vector S = (T,M, I,U,W ) where:

• T is an n-dimensional feature vector t1, t2, ...tn representing the title of the submission

and its description.

• M is an n-dimensional feature vector m1,m2, ...mn representing the comments of a

submission.

• U is an optional n-dimensional feature vector u1,un, ...un representing the external

URL content of a submission.

• I is an optional n-dimensional feature vector i1, i2, ...in representing the image content

of a submission. This content is extracted by using Google reverse image search,

which takes an image as a query and extracts the text content of the website that is

returned from the top search result and is not from Reddit.

• W is an optional n-dimensional feature vector w1,w2, ...wn representing the Wikipedia

concepts of the titles and comments of a submission.
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3.6.1 Similarity Scores

We propose five similarity measures between two submissions S1 and S2:

• Title similarity SCt is the GTM semantic similarity score between the title word

vectors T1 and T2.

• Comment similarity SCm is the GTM semantic similarity score between the comment

word vectors M1 and M2.

• URL similarity SCu is the GTM semantic similarity score between the URL content

word vectors U1 and U2.

• Image similarity SCi is the GTM semantic similarity score between the word vectors

I1 and I2 retrieved from Google Reverse Image Search.

• Wikipedia similarity SCw is the SJC score between the bag of concept vectors W1

and W2 retrieved from titles and comments of submissions using Equation 3.1.

3.6.2 Combination Strategies

The main goal of this section is to study the effect of different similarity scores and

their combinations on the quality of the meme clustering tasks. We incorporate Wikipedia

concepts as an external knowledge to all combination strategies from our previous work

[41].

3.6.2.1 Pairwise Maximization Strategy

The pairwise maximization strategy chooses the highest among the title, comment, URL,

and image scores to decide the similarity between two submissions. This strategy avoids the

situation where similarity scores have a low content quality (e.g., titles are short and lack

details, comments are noisy, images and URLs are not always available) by choosing the

most similar among them.

Given two submissions S1 = {T1,M1, I1,U1,W1} and S2 = {T2,M2, I2,U2,W2}, the pair-

wise maximization strategy between them is defined as:

MAXS1 S2 = MAX(GTMT1T2 , GTMM1M2 , GTMU1U2 , GTMI1I2 , SJCW1W2) (3.2)

where GT MT1T2 ,GT MM1M2,GT MU1U2,GT MI1I2 are the title, comment, URL, and image

similarity scores between the two submissions S1 and S2. SJCW1W2 is the SJC score between

two submission S1 and S2 using Equation 3.1 for the Wikipedia concepts extracted from

submission titles and comments.
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3.6.2.2 Pairwise Average Strategy

The pairwise average strategy computes the average value of the five pairwise similarity

scores. This strategy balances the scores among the five similarities in case some scores do

not reflect the true content of the submission. It is defined as follows:

AVGS1 S2 = AVG(GTMT1T2 , GTMM1M2 , GTMU1U2 , GTMI1I2 , SJCW1W2) (3.3)

3.6.2.3 Linear Combination Strategy

In the linear combination strategy, users can assign different weighting values manually.

For example, if users think the title text does not capture the topic of a submission, they can

assign a low weight factor (e.g., 0.1). If they think comment texts are longer and represent

the topic better, they can assign a higher weight factor (e.g., 0.6). The linear combination

strategy is defined as follows:

LINEARS1 S2 = LINEAR(wtGTMT1T2 , wmGTMM1M2 , wuGTMU1U2 , wiGTMI1I2 , wwSJCW1W2) (3.4)

where wt, wm, wu, wi, and ww are the weighting factors for titles, comments, images, URLs,

and Wikipedia concepts with a normalization constraint wt +wm +wu +wi +ww = 1.

3.6.2.4 Internal Centrality-Based Weighting

Computing the optimized weight factors for the linear combination strategy is an inten-

sive task. JafariAsbagh et al. [91] used a greedy optimization algorithm to compute the

optimized linear combination for the task of clustering memes. However, it is unrealistic

to compute all the possible weighting combinations for Equation 3.4. To alleviate this

computational cost, we propose the Internal Centrality-Based Weighting (ICW), a novel

strategy to automatically calculate the weight factors of the linear combination strategy.

This strategy calculates the weight factors for each element of a submission by considering

its surrounding context. Although all elements of a submission are semantically related,

some elements could have more semantic content than others; for example, the URL content

discusses more the topic than the title. More weight is assigned to the elements with higher

semantic content. The proposed strategy is shown in Equation 3.5. It computes the semantic

content weights using internal and external similarity scores between titles, comments,

URLs, images, and Wikipedia concepts of two submissions. We append all the Wikipedia

concepts together to compute the GTM score between Wikipedia concepts and other texts.

For each submission, this strategy computes the centrality score for each element of each

submission Si :
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CENT Ti = GT MTMi +GT MTUi +GT MTIi +GT MTWi

CENT Mi = GT MMTi +GT MMUi +GT MMIi +GT MMWi

CENT Ui = GT MUTi +GT MUMi +GT MUIi +GT MUWi

CENT Ii = GT MITi +GT MIMi +GT MIUi +GT MIWi

CENT Iw = GT MWTi +GT MWMi +GT MWUi +GT MWIi

then, it computes the weighting factors between two submissions S1 and S2 by:

wT =CENT T1 ∗CENT T2

wM =CENT M1 ∗CENT M2

wU =CENT U1 ∗CENT U2

wI =CENT I1 ∗CENT I2

wW =CENT W1 ∗CENT W2

then, it normalizes the weighting factors so that: wT +wM +wU +wI +wW = 1, and

finally computes the ICW strategy:

ICWS1 S2 = ICW(wTGTMT1T2 , wMGTMM1M2 , wUGTMU1U2 , wIGTMI1I2 , wWGTMW1W2) (3.5)

3.6.2.5 Similarity Score Reweighting with Relevance User Feedback

One effective way to improve the clustering results is to manually specify the relation-

ships between pairwise documents (e.g., must-link and cannot-link) to guide the document

clustering process [16]. As social network data are intrinsically heterogeneous and multidi-

mensional, it is not easy to compare two submissions to determine if they are similar or not

without putting them into the same context. To overcome this limitation, a novel technique,

the Similarity Score Reweighting with Relevance User Feedback (SSR), is proposed to

incorporate relevance user feedback by a visualization prototype in which submissions are

displayed as a force-directed layout graph where:

• A node is a submission in Reddit.

• An edge is a connection between two submissions if their similarity scores are above

a threshold (default 0.85).

• A node colour represents to which cluster it belongs.

Algorithm 1 describes how the visualization system integrates user feedback to remove

outliers, move submissions from a cluster to another, or reassign similarity score weighting

factors for submissions. Users can select any of the five proposed strategies, MAX, AVG,

LINEAR, and ICW as a baseline for clustering. Figure 3.6 (a) shows an SSR visualization
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Figure 3.6: The proposed meme visualization: a) The original visualization graph and b)
The clustering result using ICW

Algorithm 1 Semi-supervised Similarity Score Reweighting with Relevance User Feedback

Strategy (SSR).
Input: a set of submissions X from Reddit.

Output: K clusters {X}K
l=1

1: loop

2: {Step 1} Perform k-means clustering on P percent of the ground-truth dataset using

one of the proposed strategies. P is defined through experiments.

3: {Step 2} Visualize the clustering result in step 1.

4: {Step 3} Allow users to interactively remove outlier submissions, reassign submis-

sion class labels, or assign weight factors for each element between two submissions.

5: {Step 4} Re-cluster the submissions based on user inputs.

6: {Step 5} repeat step 1 if necessary.

7: end loop

8: {Step 6} Recluster the whole dataset considering user feedback in Step 1 to 5.
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of the meme dataset using ICW strategy. The graph has five different colours that represent

five memes in the ground-truth dataset. Users can pan, zoom, or click on a submission to

get more details about this submission. They can also click on the checkbox “Show wrong

cluster assignments” to see which submissions are incorrectly assigned by the ICW strategy.

Based on the graph visualization, users can understand how a submission is positioned

regarding its neighbour submissions. When clicking on a node in the graph, users will be

redirected to the actual submission in Reddit to find out more information and decide if it

belongs to the correct cluster. Most of the incorrectly clustered are overlapped or outlier

nodes as shown in Figure 3.6 (b). For each incorrectly assigned submission, users can

remove, update its class label, or assign a different similarity coefficient score for each

element between two submissions. SSR focuses on human knowledge to detect outliers or

borderline submissions.

3.7 The Offline-Online Meme Detection Framework

The meme detection problem is defined for any social media platform used to spread

information. In these systems, users can post a discussion or discuss a current submission.

An overview of the proposed meme detection framework is shown in Figure 3.5.

3.7.1 The Offline-online Meme Clustering Algorithm

As OSN data is changing and updating frequently, we modify and extend the proposed

ICW algorithm [41] to work with the online streaming clustering algorithm using the

semantic similarity and Wikipedia concepts to handle continuously evolving data over time.

As emerging events or topics are changing in real time, some topics may appear but not

burst. Other topics or events may appear and become a popular topic for a long period.

Based on this observation, the proposed framework adopts the damped window model [66]

and assigns more weight to recent data and popular topics. It also adopts the offline-online

components of Aggarwal et al. [1] to make the online meme clustering more efficient.

As clustering OSN data is a computationally intensive task, the offline component does a

one-pass clustering for existing OSN data in the first step. It also calculates and summarizes

each cluster statistics using Wikipedia concepts extracted from the titles and comments of

all the submissions in the same cluster. For the online component, it assigns new data points

to the appropriate clusters using a modified version of online k-means.

For an online stream S1,S2, ...,Sn where each Si is a submission in Reddit. Each submis-

sion Si is represented by a 5-tuple (T, C, U, I, W) that represents the title, comments, URL,
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image, and Wikipedia concepts (of titles and comments) of this submission. At a time t, the

proposed framework are presented in two steps:

Table 3.1: The experiment ground-truth dataset.

No. Topic Submission Counts Comments Submissions with a URL Submissions with an Image

1 EBOLA 495 89394 218 39

2 FERGUSON 495 83912 203 87

3 ISIS 488 76375 190 61

4 OBAMA 490 139478 142 13

5 Trayvon Martin 471 93848 250 30

• Offline component: cluster all the submission from t − 1 to t0 into k clusters

C1,C2, ...,Cn, such that.

– Each submission Si belongs to only one cluster.

– The submissions are clustered into clusters using the ICW strategy.

• Online component: assign an incoming submission Si into one of the clusters created

from the offline component.

The online k-means and the sliding window model of JafariAsbagh et al. [91] do not

consider the popularity and occurrence frequency of a topic. To overcome this problem,

we proposed an approach to compute the popularity of topics and use it as a parameter for

the damped window model. Each cluster is represented by a set of Wikipedia concepts

w1,w2,...wn and each concept can be linked back to the original submissions. Each concept

in the cluster statistics is represented by the exponential decay function:

W (t) = N ∗ e−λ t (3.6)

where N is the count of this concept in the cluster. λ is a positive exponential decay constant.

If a concept stays in the cluster for a period but there are no new submissions that contain

this concept, it will be removed from the cluster set. A summary of the proposed algorithm

is shown in Algorithm 2 and its explanation is shown in Figure 3.7.

For the online component, when a new submission is assigned to a cluster, it may not

naturally belong to this cluster. For example, this submission can be an outlier or the

beginning of a new cluster. Equation 3.1 handles these two situations naturally. If the

submission is an outlier, it will be removed afterward if there are no similar incoming
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Figure 3.7: The offline-online meme clustering algorithm.

Algorithm 2 The Offline-online Meme Clustering Algorithm

Input: a set of submissions S = {S1,S2, ...,Sn} from Reddit at time t. k = number of clusters.

m = number of concepts in each cluster.

1: Collect all submissions in Reddit for an intial period of time t.

2: Cluster all the collected submissions using ICW strategy into k clusters C0,C1, ...,Ck.

3: Summarize each cluster by extracting Wikipedia concepts from titles and comments.

4: loop

5: Retrieve the next submission St+1.

6: For each summarized cluster Ci, compute SJC(Si,Ci) score.

7: Assign submission St+1 to the cluster with the highest SJC score.

8: Re-compute the cluster summary statistics of the selected cluster.

9: Only keeps m concepts in each cluster using Equation 3.6. If a submission has no

existing concepts in the summary, remove this submission from the cluster.

10: end loop
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submissions that contain concepts from this submission. For the second situation, the cluster

will be naturally replaced by the new concepts and the old concepts will be removed.

3.8 Experimental Results

The objective of this section is to evaluate the performance of the meme clustering tasks

with the incorporation of Wikipedia concepts and the proposed online meme clustering

algorithms. We re-evaluate the first three experiments from our previous work [41] with

the incorporation of Wikipedia concepts and further access three new experiments. First,

we explain how the ground-truth dataset is extracted from Reddit, and then discuss the

evaluation metric and how the experiments are carried out.

3.8.1 Ground-truth Dataset

To study the spread of memes in Reddit, the posts and comments related to a specific

meme are identified. A generic query is used to capture all of the related submissions for a

specific meme. Since there are no available Reddit meme datasets, RedditAPI and jReddit,

an open source Java project, are used to extract submissions, comments, and other data

views (image and URL content) about a specific meme using predefined regular expressions.

All submissions that do not have any comments or “up” or “down” votes are removed, as

we assume that users are not interested in them. In addition, comments less than 5 words

long are ignored. Stop words are also removed. We also manually remove the submissions

that seem not to be related to the search topic. For each submission with a URL in its title,

JSOUP is used to parse the main body text content of the URL. Occasionally, a submission

can have an image in its title. Selenium is used to submit the image to Google Reverse

Image Search to find the most similar webpage to this image. If the top-searched result

returns an article from Reddit, the program traverses through the search result list until it

finds an article that is not from Reddit. Wikipedia concepts are extracted using Dexter [28].

The ultimate goal of this framework is to detect memes and discussion topics online. In

order to access the performance of the proposed similarity strategies, we collect ground-truth

data for the experiments. First, the five most popular topics in Reddit from October to

November 2014 are selected. The program extracts titles, comments, URL, and image

content of all related submissions for each topic. Each topic is labeled to the corresponding

cluster based on the keyword search. The five topics (clusters) are: (1) EBOLA (2) Ferguson

(3) ISIS (4) Obama and (5) Trayvon Martin. Table 3.1 shows the detailed statistics of the

ground-truth dataset.

https://www.reddit.com/dev/api
 https://github.com/karan/jReddit
http://jsoup.org/
http://www.seleniumhq.org/
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3.8.2 Clustering Algorithms

The paper adopts k-means clustering as the base clustering algorithm because of its

simplicity and efficiency. The experiments focused more on determining if the proposed

similarity strategies improve clustering results and the proposed online clustering algorithm

could detect emerging memes in real time. GTM is used to compute the similarity score

between texts. The output of the GTM algorithm is a similarity matrix that shows the

similarity score for each text with the other texts in the dataset. After producing this

similarity matrix, gCLUTO is used to cluster the matrix using an equivalent version of

k-means clustering.

3.8.3 Baselines

For the baselines, each title, comment, URL, or image text is represented as a TF-IDF

vector. Euclidean distance [54] is used to calculate the similarity score between TF-IDF

vectors due to its simplicity. In the next section, we compare the clustering results of the

proposed strategies and algorithms with the baseline.

3.8.4 Results

For the ground-truth dataset, since the class labels exist for all of the submissions, purity

is adopted (i.e., the number of correctly assigned submissions over the total number of

submissions) as an evaluation measure. Larger purity value indicates better clustering results.

Several configurations are explored to evaluate the performance of the proposed similarity

strategies. As URL, image content, and Wikipedia concepts are not always available, they

are used as additional data for the clustering tasks for MAX, AVG, and ICW. The proposed

configurations are used for both GTM similarity and baseline similarity and configured as:

• TITLE: Only use the title similarity for pairwise submission comparison.

• COMMENT: Only use the comment similarity for pairwise submission comparison.

• MAX: Use the maximum of the five similarity scores for pairwise submission com-

parison as defined in Equation 3.2.

• AVG: Use the average of the five similarity scores for pairwise submission comparison

as defined in Equation 3.3.

• ICW: Calculate the pairwise similarity between two submissions based on internal

centrality weighting as defined in Equation 3.5.

http://glaros.dtc.umn.edu/gkhome/cluto/gcluto/overview


43

3.8.4.1 Clustering with Semantic Similarity Scores

The first experiment explores the advantage of using GTM semantic similarity and

Wikipedia concepts for meme clustering tasks. The k-means clustering results between the

proposed similarity scores and the baselines using TF-IDF and Euclidean are compared

for TITLE, COMMENT, MAX, and AVG. GTM score outperforms the baselines as shown

in Figure 3.8 and 3.9. Using comment content for clustering produces a better result than

using title content as title texts are usually concise and do not represent the context of a

submission. Exploiting additional image and URL content by AVG and MAX strategies

improves the clustering results as shown in Figure 3.10 and 3.11. Another interesting result

is that the performance of GTM for comments is very close to the AVG strategy. Using

AVG strategy does not capture the semantic content of each similarity score efficiently. The

experiment results also show that GTM & Wikipedia score scales better than the baseline

for higher vector dimensions. We conjecture that GTM & Wikipedia helps alleviate “the

curse of dimensionality” for clustering using traditional similarity measures.
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title
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line comment

3.8.4.2 The ICW Strategy

In this experiment, the objective is to find out if the proposed ICW strategy with the

use of GTM and Wikipedia concepts improves the clustering result for a meme clustering

task. The experiment results between the proposed ICW, AVG, and MAX are shown in

Figure 3.12. Results indicated that ICW outperforms AVG and achieves better results

than MAX. We also found that the AVG combination does not provide good results when

comparing with using MAX or ICW. One of the reasons may be each similarity score plays
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a different role in distinguishing memes in Reddit and this agrees with our assumption about

the semantic content related between elements of submissions.

3.8.4.3 Similarity Score Reweighting with Relevance User Feedback

This section investigates the improvement from using user feedback with the visual-

ization prototype for the meme clustering task. At first, users can select one of the five

proposed strategies (AVG, MAX, LINEAR and ICW) to cluster the ground-truth dataset.

For the LINEAR, we explore different weight factors for the Equation 3.4. Although the

clustering results are improved when weight factors for title and comment are low (e.g., 0.1

for titles, 0.3 for comments) and are high for URLs and image (e.g., 0.6), their results are

still not optimized when comparing with MAX and ICW. We remove outliers and reassign

the weight factors for overlapping nodes. The clustering results are statistically improved

for both MAX, AVG, and ICW at p = 0.05 as shown in Figure 3.12 (SSR ICW, SSR MAX,

SSR AVG).

3.8.4.4 Similarity Score with Wikipedia Concepts

This section studies whether the use of Wikipedia concepts improves the clustering

results. We compared the clustering results with the three combination strategies (MAX,

AVG, and ICW). We also explore whether the use of titles and Wikipedia concepts alone

produces a good clustering result. The clustering results are statistically improved for MAX,

AVG, and ICW at p = 0.05 as shown in Figure 3.13. We also observed that using only titles

and Wikipedia concepts did not achieve good clustering results. One of the underlying

reasons is because there are overlapping concepts between memes which downgrades the
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Figure 3.12: Clustering results with different similarity score strategies.

clustering results.

3.8.4.5 Semantic Jaccard Coefficient

This section inspects whether the proposed Jaccard coefficient helps to increase the

accuracy of the meme clustering results. We investigate whether the semantic Jaccard

coefficient increases the clustering results of MAX and AVG (e = 0.8). We find that

Jaccard coefficient using semantic similarity significantly increases the clustering results,

as show in Figure 3.14. This happens because there are many Wikipedia concepts that

are very similar but not the same in the ground-truth dataset, for example, “Obama” vs.

“President”. Combining the Wikipedia concepts with the semantic similarity scores using

SJC significantly improves the clustering results.

3.8.4.6 The Offline-Online Meme Clustering Algorithm

This section examines whether the proposed offline-online clustering algorithm achieves

a good clustering result. We use the ground-truth dataset to evaluate the algorithm. For the

offline component, we select the first 2000 submissions from the ground-truth and cluster

them into 5 clusters using the ICW strategy. For each cluster, we extract all the Wikipedia

concepts from titles and comments of each submission as the cluster summary. We process

the remaining 500 submissions using the online component in an ascending time order. Each

incoming submission is assigned to its closest cluster using Equation 3.6 (λ = 1). Finally,

the clustering accuracy results between the offline-online clustering algorithms and ICW
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are shown in Figure 3.15 where the x-axis represents the increasing number of concepts.

The experiment results show that although the proposed online clustering algorithm did not

perform as well as the ICW with a low number of concepts, the results are comparable when

the number of concepts is higher than 10000. In addition, although using only Wikipedia

concepts does not work well for the offline mode, it achieves a reasonable accuracy for the

offline-online algorithm. The underlying reason is that we use the offline component as a

learning model using ICW strategy, and it helps alleviate the noisy nature of OSN data.

3.9 Conclusions

This chapter presents an online framework to tackle the problem of meme clustering

in Reddit as a means to detect emerging events and rumour-driven topics and their spread

as specific clusters. This framework makes use of Google Web 1T n-gram corpus (GTM

algorithm) to compute the similarity between texts and Wikipedia concepts as external

knowledge for the meme clustering task. It also defines several pairwise similarity scores

between elements of two submissions. These scores include external content related to image

and URL elements of a submission. The paper explores a semantic similarity version of

Jaccard coefficient and several strategies to combine the similarity scores in order to produce

better clustering results. These strategies include average, maximum, linear combination,

internal centrality-based weighting, and similarity score reweighting with relevance user

feedback. Finally, it proposes an offline-online meme clustering framework to both detect

memes in real time and achieve good clustering results.
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The experimental results demonstrate that using GTM semantic similarity improves

the clustering results compared to the baselines. Using Wikipedia concepts as external

knowledge also helps increase the accuracy of clustering results. In addition, the Similarity

Score Reweighting with Relevance User Feedback strategy achieves the best result and the

Internal Centrality-Based Weighting strategy performs better than AVG and MAX, as the

first strategy allows users to assign different similarity scores for different elements between

two Reddit submissions and the second strategy computes the weighting factor of each

element of a Reddit submission based on its semantic content. The offline-online clustering

algorithm achieves a comparable result to the ICW when the number of concepts is large in

the cluster summary.

In future work, we aim to extend the proposed framework to other social network

websites, such as Twitter, Facebook, and Google Plus. Another important direction is to

extend this framework for studying the spread of rumours in online social networks, for

example, visualizing how a rumour-related meme is discussed and spread in Reddit. This

will help researchers to understand the patterns of how a rumour is spread, its pattern and

detect emerging rumours. Comparing the spread of rumour-driven memes between Reddit

and other OSNs and finding a correlation between them will provide a more holistic view of

rumour spread.



Chapter 4

RumourFlow: A Visual Analysis Framework for Studying Rumor

Spread Patterns and Influencing Users in Social Media

With the rapid increase of rumor propagation in Online Social Networks (OSNs), analyzing,

detecting and understanding characteristic patterns, evolution and user behaviors behind

this activity is essential. However, there is little work that studies and supports the in-

depth analysis of rumor spread and activities of players in their propagation. In this

chapter, we propose RumorFlow, a visual analysis framework to explore rumor spread

patterns and life cycles as well as their association with influencing users. RumorFlow

provides visualizations built on state-of-the-art techniques and implements data analysis

models to reveal rumor contents and participants’ activity, both within a rumor and across

different rumors. The system also employs various information diffusion models and

text mining techniques, such as sentiment analysis, Wikipedia entity linking, and text

semantic similarity for visualizing rumor strength, topic evolution, user participation in

studying this phenomenon. The effectiveness of the approach is illustrated by use cases

highlighting relevant insight into rumor spreading, most of which could not otherwise be

observed, in conformity with what was revealed by the analysts’ opinions. Qualitative

studies from experts confirm the effectiveness of RumorFlow in drawing hypotheses and

patterns regarding rumor propagation. The basis of this chapter is from the published paper

[44].

4.1 Introduction

A rumor is generally defined as a truth-unverifiable statement that appears and is dissem-

inated in uncertain situations [137]. Rumors arise quickly when their themes are interested

to a large number of individuals, and their truths are not straightforward to verify [56].

Online Social Networks (OSNs) have recently emerged as the favored media for spreading

information such as breaking news, sport events, fashion trends [95], as well as rumors and

other less credible information, with unverified authority and sources [81]. As an example,

so many rumors about the Swine Flu outbreak in 2009 were communicated via OSNs that

49
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the US government had an official website to debunk and limit the spread of these rumors

[119, 31].

Many researchers have actively investigated how to detect rumors efficiently in OSNs

[132, 136, 107, 151], mostly trying to detect rumors in OSNs by applying different feature

sets using a supervised learning approach. However, this method does not work well due to

the morphing characteristics of rumors and rumor characteristics can be different in various

sources (e.g., Twitter vs. Reddit) or categories (e.g., politic vs. non-politic rumors). This

makes detecting rumors a challenge unless the phenomenon is understood more deeply.

For example, it is not trivial to determine when a rumor starts and how it ends. Each

rumor can peak, get debunked, stay dormant, or disappear [92]. Additionally, user behavior

towards rumors vary. As social network data is always changing and updating in real time,

presenting time varying data properly is necessary (see, for instance, [7, 65]). There are

various stochastic spread models [38, 111] to simulate how rumors are propagated between

users in social networks. Also, researchers have tried to analyze and understand who

spreads rumors [121, 122]. However, associating content flow, interest evolution, and user

participation is necessary to completely describe (and thus better detect and influence) rumor

spreading.

This chapter is an extended version of our previous work published in Dang et al. [44]

which integrates the use of stochastic rumor spread models and visualization techniques to

display how rumors are spread with regards to its popularity, topics, and user interactions.

We introduce new visualization views that support analysts to analyze, detect, and micro-

scopically examine the detailed characteristics of a rumor and how users interact with each

other inside a rumor. The extended framework introduces an approach to tackle this multi-

component problem by adapting state-of-the-art visualization techniques and providing a

Visual Analytics (VA) tool for understanding and analyzing how rumors are disseminated

and discussed by OSN users. It includes a set of analytical tools including rumor spread

models, sentiment analysis, Wikipedia entity linking, and text semantic similarity, to help

attain a visual summarization of the many facets of rumor spread, and provide various

levels of granularity through an exploratory interface. The focus is on giving support to

analyze past and present rumor flows as well as their players, so as to enable improvement

of current models for rumor initiation and propagation, and for future rumor detection and

fact checking algorithms.
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The proposed RumorFlow system design principles are guided by two main observations

from experts in rumor spread [56, 87]:

• Topics about a rumor evolve over time. Some new topics may appear, and others may

fade.

• Most rumors are spread by comparatively few active users.

Focusing on these principles, the adopted information diffusion models, visual encoding

and interactive techniques of the system aim to provide answers to the following research

objectives:

• How can analysts observe rumor evolution over time?

• What players are key to sustaining and propagating rumors, and when do they act?

• Can analysts use the system to have a better understanding of rumor spread patterns

and characteristics?

As a result, this work presents the following contributions:

• Extend the work of our research article [44] by designing and introducing more

visualization views that coordinate multiple representations of rumor propagation and

user activities for a specific rumor.

• Integrate information diffusion models, social science theories, social network anal-

ysis, sentiment analysis, and text mining techniques to facilitate data exploration

and analysis for online rumor spread. This completes previous work by providing a

holistic analysis framework for rumor analysis.

• Design and evaluate case studies about eight widespread rumors in Reddit that quali-

tatively validate the effectiveness of the proposed visualizations and models.

To the best of our knowledge, RumorFlow is the first visual analytics system for exploring

rumor spread with regards to topic flow and user interaction in social media derived from

social science theories.

4.2 Related Work

This section presents current research on visualizing information flow and rumor infor-

mation in OSNs, from which we draw connections to the work presented here.

4.2.1 Visualizing Information Flow

One of the first analysis tasks in our case is to examine topics communicated by par-

ticipants’ messages. Topic modeling and visualization have been intensively studied for

detecting changing patterns in document collections over time.
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ThemeRiver is a well-known approach to reflect patterns in temporal thematic changes

in large collections of documents over time [79]. Each topic (theme) in the collection is

mapped to a “current” in the “river”, and the “current” flows along with time from left to

right. The width of a “current” at a specific time reflects the importance of themes, while

the “river” width represents the global strength of all the themes. TextPool summarizes and

visualizes emerging terms from the web as a graph displayed by force-directed placement,

plotting similar terms close together [5]. The edge length between terms denotes their

content similarity. Nodes and edges evolve over time as new terms appear and old terms

become out-dated. Their system also animates the arrival of a new term so that end-users can

notice it easier. STREAMIT presents a real-time interactive visualization to continuously

illustrate growing document collections [7]. When a new document joins the corpus, the

visualization will display a node-diagram graph using forced-directed placement. It helps

end-users detect document outliers or emerging key terms by extracting keywords from

documents using LDA (Latent Dirichlet Allocation), a commonly used topic extraction

algorithm.

LDA is also used in TopicNets [72], an interactive web-based visualization application,

to help learn the topical representation of each document in a corpus visualized as a node-

link graph. This system provides two main views: (1) Topic-similarity layout and (2)

Order-preserving layout. The first layout visualizes documents based on topic similarity,

while the second orders documents according to specific attributes such as creation time

or category. Termite visualizes relationships between documents in a corpus as a tabular

matrix representation where columns represent documents, and rows show the keywords

(topics) extracted by LDA [36]. A circle is used to represent the similarity between topics

and documents in each matrix item.

All these approaches are very useful to understand topic presence, strength, and progres-

sion in a document set. However, for our application, LDA is not ideal in terms of topic

detection, since communication in the form of microblog discourse is very noisy and the

algorithm is also time-consuming. Additionally, individual documents in rumor spreading

are less relevant than collective aggregations, such as aspects of contents over time, with

individual messages being revealed on demand. The amount of individual messages for

a rumor renders practically any point by point visualization impractical. This motivates

us to adopt a Wikipedia entity linking approach which is a fast and simple way to extract
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topics from social media data. Current approaches also fall short of jointly examining user

behavior and topic change in unison.

Figure 4.1: RumorFlow visualization interface for 8 rumors and k = 20. The top part is
the current overall view, including the evolution of 8 rumors and concept word clouds.
The bottom part details some aspect of the data, in this case, the topics extracted for one
particular rumor, as well as rumor word clouds.

Figure 4.2: RumorFlow proposed visual analysis framework.

4.2.2 Visualizing Information and Rumor Flow in OSNs

Important previous work has also dealt with presenting information from social media.

Word clouds of Twitter topics is visualized in a horizontal time series axis [133]. It uses LDA

to extract the most recent 200 topics from Twitter in real time. This system allows users to

make sense of Twitter content, together with other attributes, such as username, status, and
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Figure 4.3: RumorFlow Visualization Views. Each main view includes many sub-views and
each sub-view includes user interaction and search features.

user location. TwitterScope monitors and visualizes streaming messages from Twitter in

real time [65]. The authors also introduced the use of a map metaphor and proposed a novel

graph-packing algorithm to avoid node overlaps and underlaps. Tweets are represented

as a map, where each tweet is represented as a “city” and similar tweets are grouped into

a “country”. When a new tweet arrives, the system will recalculate the layout so that the

current layout undergoes only minimal changes, in order to preserve the user mental map.

Convis visualizes user comments in online conversations [86]. This system applies topic

modeling techniques and sentiment analysis to help end users navigate and identify the most

important topics and opinions expressed in the comment conversations.

OpinionFlow utilizes information diffusion theories to visualize how opinions are dis-

seminated by Twitter users through the adoption of Sankey diagram and a tailored density

map [157]. Users can select multiple topics from a stacked tree of topics to compare their

diffusion patterns on Twitter. This last work is related to ours in that the flow of information

(in this case, opinion) is central to the task. However, focus is first turned to calculating

topics, and then examining chosen topics over time, where changes in topics are modeled

by users from one topic influencing the other. In our case, the whole rumor has to be

the central aspect, and the topics secondary to the main examination of rumor life cycle

and participation. Also, influence is a matter of exploration for rumors, and not currently

modeled by any validated model.

Some recent scholarly and industry-led projects have relied on visualizations to show

information regarding rumors in OSNs. Truthy is a supervised-learning visualization frame-

work to identify misleading political campaigns by collecting, analyzing, and visualizing

messages from Twitter [135]. Similarly, rumors about the 2011 UK riots spread on Twitter
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are identified and visualized [39]. The system group related Twitter messages into the same

cluster. FluxFlow is an interactive visualization system to analyze and discover anomalous

information in OSNs [165]. The system visualizes Tweets and adopts a supervised learning

approach to detect Tweet anomaly. Current work on rumors focuses on providing tools to

support the detection stage of the process.

RumorFlow differs from previous approaches both in focusing on rumor lifecycle as

well as in integrating information diffusion and user interaction views to provide a complete

view of rumor spread in OSNs. It assumes rumor is detected since there are currently tools

that can be used to retrieve them. Rumorflow provides a robust visual analytic tool so that

individuals can explore in order to understand and associate different aspects of rumors.

4.3 RumorFlow Framework

The main layout of RumorFlow VA system is shown in Figure 4.1. It includes four main

components: Rumor Flow view, Topic Flow view, User Flow view, and Topic/Word Cloud

view. RumorFlow’s internal components are illustrated in Figure 4.2 and a summary of the

system visualization views is shown in Figure 4.3. The description of the each component,

as well as the main visualizations associated with them, are presented next. We first describe

the data collection strategy. Then, as the proposed framework focuses on visualizing how

rumors evolve and spread in term of topics and user activities, we outline how we adopted

various models of rumor spread (Sec. 4.3.2), topic flows (Sec. 4.3.3) and the way users

interact with each other (Sec. 4.3.4).

4.3.1 Collecting Rumors

RumorFlow explores two sources of information: (1) a corpus of known rumors, and

(2) social network data of rumor spread. It uses Snopes.com as a source for exploring

and validating rumors, and Reddit.com as a source of conversations regarding rumors.

Snopes is a website that collects memes, urban legends, and stories with unknown or

uncertain origins. Reddit is a social networking and news website where users, called

Redditors, can create a submission with text content and direct links to other online content.

Other Redditors can comment on and vote to decide the rank of submissions. Reddit has

many subcategories, called subreddits, which are organized by areas of interest. The site

has a large user base that discusses a wide range of topics such as politics and world news

every day. Every Reddit submission has the following: a title, which summarizes the topic

of the submission, the full chain of comments posted on that submission and their users, and

Snopes.com
Reddit.com
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a possible link to an external source of related information (such as news articles).

Unlike other OSNs, Reddit implements an open data policy; hence, users can query any

posted data on the website. Reddit starts to be a popular source for analyzing and studying

social network data [42, 14]. This makes Reddit a valuable resource to study the spread of

rumors in OSNs.

4.3.2 The Rumor Spread Models and Visualizations

For the spread of rumors, both the evolution (or flow) of information, the topics discussed

by the players, and the user activities are of importance. This section describes how the

three research objectives are handled and visualized in RumorFlow.

4.3.2.1 Rumor Flow Models and Visualization Views

One of the first roles of a visual system for rumor analysis is to visualize the rumor

strength, as well as its main topics, and sentiment directions (see Objective 1). A rumor R

is composed by a series of submissions {S1,S2, ...,Sn}, where Si represents the submission

at time ti in Reddit. Each submission S is represented as {T,U,C} where T is the set

of topics {T1,T2, ...Tm} which is extracted using Wikipedia entity linking from titles and

comments of submissions, U is the set of users {U1,U2, ...,Uo}, and C is the set of comments

{C1,C2, ...,Cp} on the submission related to this rumor.

For the rumor spread visualization, RumorFlow adopts the rumor spread theory [56]

where the significance of rumor spread is represented by the conceptual relationship:

Rumor = Importance+Ambiguity

This relationship is to define that a rumor popularity depends on its importance and

ambiguity. The proposed system uses sentiment analysis to reflect the ambiguity or contro-

versy of rumors. Researchers have shown that, for a blog post, the more controversial the

comments, the more popular this post will be [49]. As the submission title is very short and

concise, Wikipedia entity linking [149] was used to extract important topics at a time t. We

model the rumor spread at time t as a tuple:

Rumor(t) = Sentiment(St)+Topics(St)+Users(St)

where, Sentiment(St) = (Pos−Neg)/(Pos+Neg), and for a submission St , Pos = total

number of comments with positive sentiment, Neg = total number of comments with

negative sentiment. Topics(St) is a set of topics extracted from the title using Wikipedia

entity linking, and Users(St) is a set of users that have comments in the submission at time

t. The relationship above means that the system visualizes the spread of a rumor based on
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three parameters: the sentiment of its users, topics, and a number of users.

The Rumor Flow view (see top left part of Figure 4.1) presents an overview of how

a rumor evolves over time. It places the different rumors in layers, or streams, adopting

the “river” metaphor [79]. That view is created selecting the k most relevant posts using

Reddit search by relevance in the life cycle of a rumor and plotting them in a temporal order.

Thus the horizontal axis represents temporal order. The layer width codes the number of

comments for that main post, as a measure of popularity. Each post is marked by a circle,

whose size represents ambiguity (larger for more controversial).

In each stream, there is an internal layer, or sub-stream (see Figure 4.4), that reflects the

number of unique users of a submission at a given time. A rumor with a high number of

comments and high number of unique users will be more popular than a rumor with a high

number of comments but a low number of unique users. Each main stream may also show,

for each submission, either the topics extracted using Wikipedia entity linking or the user

with the most comments. This view allows analysts to compare different rumors with regard

to their life cycles, active players and popular topics from start to end. If only one rumor

is selected, the x-axis shows the actual timeline of its submissions. Figure 4.4 shows the

fluctuating nature of the rumor “MH370 Conspiracy” from 2014 to 2015.

Figure 4.4: The fluctuating nature of the rumor “MH370 Conspiracy” from 2014 to 2015.
The black line inside a stream (a sub-stream) represents the relation between the number of
unique users and comments of a submission.

4.3.2.2 Additional Supporting Submission Views

The prototype that implements the RumorFlow approach with its models adds a series

of additional representations that depict central aspects of rumors and user actions.

The Comment Tree view is a radial tree visualization for the comments to a particular

post of interest. The available posts are the ones represented in the Rumor Flow view. In the

tree, a red root node represents the original submission and every other node is a comment,

https://www.reddit.com/dev/api#GET_search
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in the comment chain. Initially, each level of the tree has a different color. Although the

view is a simple tree, from the alternative visual codings various observations can be drawn,

for instance:

(a)

(b)

Figure 4.5: An example of semantic and tree visualization view of a submission. Each node
represents a comment, and the root (red) node is the original submission. (a) The strength of
a node presents its semantic similarity between that node with its parent node. (b) The tree
structure without nodes.

• Color Coding by similarity view (see Figure 4.5 (a)) allows identifying by changes in

color comments that depart from the original posts. Thread hijackers or spammers

(e.g., users that do not focus on the main topic) can be detected that way.

• Tree (see Figure 4.5 (b)) view shows the tree structure (without nodes) of a submission.

The comment tree structures of two submissions can be visualized and compared.

• Time-related animation view adds comments in order of appearance on the tree. It is

very useful to detect what comments generated interest at different times.

• User and Comment views plot usernames or comments on top of the nodes so that,

under zoom, one can examine the reply chain in detail.
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Table 4.1: The collected rumor datasets (number of submissions k = 20).

No. Rumor Keywords No. Comments No. Users Start Date Debunked Date

1 HIV can cure cancer HIV & Cancer 3358 1112 2009 Unverifiable

2 Sepp Blatter Corruption Scandal Blatter & Corruption 6062 1886 2014 Unverifiable

3 Bush has the lowest IQ Bush & IQ 2162 1593 2001 2007

4 Obama is a Muslim Obama & Muslim 12955 4112 2007 2009

5 Sarah Palin Divorce Palin & Divorce 1272 348 2008 2014

6 Bush lied about WMD Bush & WMD 4189 1068 2003 Unverifiable

7 9-11 Conspiracy 9-11 & Conspiracy 19793 5190 2001 Unverifiable

8 MH370 Conspiracy MH370 & Conspiracy 2014 660 2014 Unverifiable

4.3.3 Topic Flow Models and Visualization Views

The Topic Flow view visualizes the evolution of topics for a given rumor, employing a

Sankey graph to represent how topics flow inside a rumor. In Semantic Topic view, for any

two continuous submissions S1 = {T11,T12, ...,T1m} and S2 = {T21,T22, ...,T2n}, a link from

topic Ti in S1 to topic Tj in S2 is created the semantic similarity score between two topics

Ti and Tj is above a threshold (default 0.0). The semantic score is computed using Google

Tri-gram Method [90], which uses Google Web 1T datasets [21]. This affords the perception

of topics being discussed when the rumor increased in attention and the degree to which they

are semantically related. The User Topic view links two topics in the following way: for

two continuous submissions S1 = {U1,T1} and S2 = {U2,T2} where Ti = {Ti1,Ti2, ...,Tin}
and Ui = {Ui1,Ui2, ...,Uin}, there is a link from topic Ti in S1 to topic Tj in S2 if U1∩U2, the

number of common users between two submissions S1 and S2, is above a threshold (default

1). The Sankey graph based on this connection allows the viewers to perceive the volume of

migration of users from one topic to another along the rumor life cycle. Sankey graphs have

been used before to visualize topic flows in OSNs [157], though with a construction based

on influence models, instead of topic changes.

4.3.4 User Models and Visualizations

It is important for a complete rumor analysis that user activity is also understood. For

that we model and visualize types of behavior towards spreading the rumor as well as the

level of activity (see Objective 2).
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(a)

(b)

Figure 4.6: User Flows in OSNs for three types of users. (a) “MH370 Conspiracy” (b)
“Obama is a Muslim”

4.3.4.1 User Spreading Behavior Models and Visualization Views

The User Spread view reflects our formalization of the problem of how users interact

with a rumor. RumorFlow adopted the rumor spread model theory proposed by Daley and

Kendall [38]. In this model, N is the number of users that interact with this rumor. In the

beginning, one user learns about this rumor from another source and tries to spread it in

Reddit by posting a submission. Other users will read this submission and start spreading to

other members on the website. N users will be categorized into one of the three categories:

spreaders, ignorants, and stiflers, which are denoted as S, I, and R respectively at a given

time. Spreaders are people who actively spread the rumor; Ignorants are people who are

ignorant of the rumor; Stiflers are people who posted about the rumor, but are no longer

interested in spreading it.

This model demonstrates rumor spread theory through a pair-wise contact between

spreaders and other categories in the population. When two actors interact with each other

in a rumor, one actor could infect the other in one of the three scenarios: S+ I α−→ 2S

when a spreader interacts with an ignorant, the ignorant will become a spreader at a rate

α . S+S
β−→ S+R when two spreaders meet and one of them becomes a stifler at a rate β .

S+R
γ−→ 2R when a spreader meets a stifler and the spreader becomes a stifler at a rate γ .

The rate α , β , and γ are calculated in the following procedure. RumorFlow adapted

this rumor spread theory in Reddit as a stochastic process on P = {S, I,R}N where N is the
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total number of users for a rumor in a dataset. At a time t, the state of user i is Xi(t). The

procedure is as follows:

• The rumor starts when the first user A spreads this rumor by posting a submission

(S = 1, I = total number of users at time t0−1,R = 0).

• All the users who have a comment on this submission are ignorants at t0 and will

become a spreader after.

• At time t:

– If user j posts this submission, user j is a spreader.

– If user j has a comment on this submission:

∗ User j is a spreader if user j has a comment at t−1.

∗ User j is a stifler if user j has a comment at time t−2...t0.

∗ User j is an ignorant if user j has no comments at time t−1...t0.

– User j will become a spreader after time t.

Two distinctly diverse user flows are represented in Figure 4.6. The first “MH370

conspiracy”, indicates a fluctuation of ignorant users, that is, those that participate for a

short period, throughout the first stages of the rumors, and a larger number of stiflers over

spreaders. For the second “Obama is a Muslim” the interest grows over time (that is, more

ignorant users potentially getting into the conversation) and there are more spreaders than

stiflers. Eventually, both user flows die out, but a few minor outbreaks occur which agrees

with the rumor spread theory in Daley and Kendall [38]. From the visualizations, we see

that the number of ignorant users is the highest, which is consistent for all rumors. Only a

few users become active spreaders and stiflers.

4.3.4.2 User Interaction Models and Visualization Views

In RumorFlow, a Directed graph is assembled for a particular rumor having users as

nodes and their connections as edges. An User Interaction view is from that graph as a

node-link diagram. An edge connects from user Ui to user U j if user Ui comments on a post

or comments on a comment of user U j. From this graph, we calculate network properties

such as betweenness, closeness, and clustering centrality for each user, and code those by

the size of the user node.

Betweenness: A user with a high betweenness centrality score means that this user can

spread information to more other users in the network. This user plays an important role in

the popularity of a rumor.
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Closeness: A user with a high closeness score represents that information can traverse

from this user to all other users faster. If a rumor is originally from these users, they have

more chance to be spread further.

Clustering: Two users with a similar clustering coefficient score have a tendency to be

in the same community.

The rationale is to locate opinion leaders and be able to observe their actions. For

instance, a user with a high value of betweenness is key to make a rumor flow since he or

she needs to have been being both commenting on other submissions and commented upon

to achieve that centrality rank.

4.3.5 Topic/Word Cloud Views

Tag clouds have been used widely as an easy way to provide an overview of a corpus

of text [140]. In RumorFlow, we propose and provide static context-specific tag clouds to

make sense of the current discussion topic. The system has two tag clouds; a Topic Cloud

view built from Wikipedia concepts for the rumors (top right of Figure 4.1), which changes

from all rumors to a specific rumor if one is selected; and a Word Cloud view (bottom right

of Figure 4.1), that reflects the actual words in a post and its comments when one is selected.

Although comments are noisy, many words can call the attention of the analyst to content.

Both Word Cloud view and Topic Cloud views discussed earlier, are linked to other views,

showing posts and comments that carry that word or concept and adding a new dimension

to the analysis.

4.3.6 Visualization Interactions and Other Functionalities

The RumorFlow prototype supports a robust set of interactions. Users can select a subset

of rumor datasets that they are interested in. When a rumor is selected on the visualization,

other rumors will become transparent in color. When a set of rumors is chosen from the

Dataset options, the Rumor Flow view is reconstructed containing only the data sets of

interest. Top and bottom visualizations can be amplified and panned. Each selection from

the top view generates a visualization on the bottom view. Thus, if the top view is the Rumor

Flow, selections of posts generate the visualization of the comment tree, selection of user

sub-stream generates the User Spread view, and selection of the topic substream generates

the Semantic/User Flow view. In particular, when user names are selected, a plot of the

number of comments for that user in each of the main posts is shown in the bottom view

(User Comment Plot). In this case, it is very clear to see the action of top or central users
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throughout the rumor’s life cycle, for all rumors on screen. Users can be selected from the

rumor flow, from the user graph, or by name, using a search window.

Additionally, a fisheye on the User Interaction view allows inspection of local details

that might be hidden by clutter. Edge bundle [84] is available for the graph views to decrease

global cluttering in the usually large user graph. Color palettes can also be changed to user’s

preference or need. The prototype allows analysts to recover all comments from a particular

post through a link that appears on selecting a post. New data can be automatically retrieved

for other rumors, though the pre-processing for a reasonably large rumor can be quite slow.

4.4 Results

This section will present a set of use cases and the results of the preliminary analysis by

potential end users.

4.4.1 Implementation

For data collection, RumorFlow adopts a service-oriented architecture approach to

collect and visualize rumor data. All rumor-collected data are provided to the visualization

system through JSON Restful web service from a JAVA backend. After users select a

particular rumor, the system will use Reddit API and jReddit, a JAVA open source project,

to extract submissions and comments about this selected rumor. All submissions that do not

have any comments, “up” votes or “no” votes are removed, as we assume that users are not

interested in them. Stop words are also removed.

RumorFlow adopts HTML5, JQUERY MOBILE, and D3 to display rumor data. JSNET-

WORKX is used to calculate node centralities. The statistics of the collected data is shown

in Table 4.1.

4.4.2 Case Studies

4.4.2.1 Characteristics of a Rumor

We analyzed the rumor “Obama is a Muslim” and found some interesting patterns. For

example, this rumor dates back to 2008, was debunked in 2009, but did not burst until 2012

which coincided with the US president election. This rumor still attracts a large number of

comments from users in 2015. Using the Comment Tree view, we found that most users do

not believe this rumor, but they want to make a joke about it. User ”spaceghoti”, for instance,

has 70 comments in one submission. Many users comment on this user’s comments and

he/she also tries to defend this comment by replying to others. Most of these comments

are very thorough and detailed. This is one of the reasons this user is most influential in

http://felix-kling.de/JSNetworkX/
http://felix-kling.de/JSNetworkX/
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(a) (b)

(c) (d)

Figure 4.7: Analysis of user activity for rumors “Bush & WMD”(green) and “Blatter &
Corruption”(yellow) (a) partial user graph (b) selected top centrality users (c) User Activity
(as message counts) for selected users (d) Rumor Flow for both rumors

this rumor. On the other hand, user “spinninghead” is the most influential user in two other

submissions about this rumor. He/she also has a few other comments in the rumor “Bush

knew WMD” and “9-11 - Conspiracy”. This is revealed by clicking on their names from

either the Rumor Flow or the User Interaction views. In summary, for the “Obama is a

Muslim” rumor, most users either joke or reject it with a detailed explanation; also, only a

small portion of users actually approved of the rumor.

4.4.2.2 Rumors and their users

In this use case, we examine more relationships between user actions and rumor spread.

We select “Bush & WMD” and “Blatter & Corruption” rumors, both having some relation

to actual facts. We start by examining the User Interaction view for each of these rumors

and selecting, from the graphs, the users with high betweenness centrality. In principle,

these are influential users by commenting and being commented upon at important points in

the conversation. The sequential steps in that analysis are shown in Figure 4.7. For both

User Interaction graphs, we have selected the top ranked users based on the betweenness.

One of the graphs before and after such selection are shown in Figure 4.7 (a) and (b). In

Figure 4.7 (c) and (d) it is possible to observe that, for both rumors, the most central users

act at similar time stamps and these times are on, or just before, the most active sessions
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of the rumor, suggesting that a few active users can account for the spread of the rumor in

crucial moments.

Another interesting observation afforded by the visualizations of these rumors is that

for both, the most controversial posts (larger circles on time slot 15) are not necessarily

the most commented on. Examining further, one of them has to do with “Jack Warner

declarations against Blatter”, and the controversy comes from the negative reaction of users

to the perception that he was blaming others for his own actions. The second controversial

post has to do with allegations that a CIA briefer had declared President Bush knew there

where no weapons of mass destruction before going into war with Iraq. The negative trend

has to do with most comments telling that as a lie and blaming the media for it.

4.4.2.3 The Big Rumor

From the rumor datasets collected thus far, the largest one in terms of both the number

of users and of comments is the rumor “9-11 & Conspiracy”. Examination of the rumor

(Figure 4.8) shows that most of these elements occur as a response to a single post, which

asks what would happen if 9-11 was a conspiracy and American citizens found out. It

is also one of the most controversial posts of the whole set of rumors. Additionally, the

user sub-stream reveals, and the user activity curve confirms, that comments do not come

from repeat users as much as from different users. In fact, the most active user has only 23

comments for the larger post. The other popular posts, a debunker post with 2500 comments

and a list of “reasons why it was a conspiracy” with 822 comments, have more active repeat

users (190 and 85 comments respectively). The particularity of widespread participation

with very few repeat players is confirmed by the User Interaction graph, showing extremely

uniform centrality throughout, few users with large betweenness, low and very uniform

closeness, and practically no community forming.

The user-connected User Topic view also reveals interesting patterns. First, there are two

disjoint sets of topics along the rumors’ life cycle. This means users that participate in one

flow of topics are not the same users that participate in the other flow. The first flow starts

with the debunker post, and the second one starts with conspiracy theories. The subject

of conspiracy only occurs in the debunker flow later, as an opposition to the debunking.

Meanwhile the conspiracy flow is fed by a number of different so-called “evidences”. A

second clear observation is the topic identified by the expressions “bullet to the head” in

the first topic set and “hand gun” in the second topic set, that appear to be out of context.



66

By using the link feature between topic and stream, it is possible to find out that the post

related to these subjects refers to an author of 9-11 conspiracy books having been killed

with a single shot to the head.

(a)

(b)

Figure 4.8: Rumor Flow and Topic Flow (user) to the rumor “911 & Conspiracy” (a) a single
post posing a question has more than 11k comments, followed by a debunker post (2,5K)
and a list of the reasons why it was an inside job (814) (b) Topic progress for the Rumor,
connected by common users. Notice that users either share one chain of topics or a second
one. In the top chain, conspiracy ensues as a contradiction to the debunker

4.4.2.4 Additional Observations

From the analysis of the datasets, many other observations could be drawn. We have

been noticed that there is a distinct difference between the behavior of users regarding



67

rumors involving politicians and rumors of conspiracy theories. In the political arena, there

are more users that act across different rumors (some in all observed political rumors), while

different conspiracy theories have different sets of users. Additionally, more users in the

political arena are likely to comment along different time periods in the life cycle of the

rumors.

4.4.3 Analysts’ Preliminary Opinions

Although we used an agile approach to build RumorFlow by having a weekly meeting

for six months with four experts in visualization and social sciences to clarify the underlying

rumor flow models and improve the visualization views. We also submitted the system to

three other analysts for a preliminary analysis (see Objective 3). The first one has a com-

prehensive experience in natural language processing, language detections, and is familiar

with social science theories. The second one has a strong experience in text mining and

mathematical models. The third one is an expert in text mining and visualization techniques.

All have a working knowledge of strategies to handle microblog textual information and

visualizations. In the short analysis session, they were instructed on how to use the system,

after which each analyst was asked what aspects of rumors they are interested in. Finally,

they examined the available rumor data and expressed their opinions and observations in

free text. Analyst One was interested in the fluctuating nature of rumors, so she chose the

top-down approach. Analyst Two chose bottom-up approach to find user trolls and their

related behaviors. Analyst Three focused on the visualization techniques and usability.

Top-down approach

Analyst One explored the system with a top-down approach. At first, she took a look

at all the rumors in the Rumor Flow view, and she was asked to select a rumor that she

is interested in. She moved the mouse over the rumor “HIV & Cancer” as this is the first

time she heard this rumor and selected the stream to highlight it. When selecting Semantic

Topic view, she found some interesting topics, such as “aches and pains” and “fevers” that

are related to HIV symptoms. In addition, looking at the rumor, she found one submission

that has hundreds of comments TIL Researchers have taken the HIV virus, modified it and

then used it to reprogram cancer patients white blood cells to attack and completely kill off

the cancer and analyzed its Comment Tree. When inspecting the rumor User Spread view,

she found that the number of active spreaders is very low, but this number did not change

throughout the rumor. After a further visual aggregation of users with high centrality score

https://www.reddit.com/r/todayilearned/comments/1ttn6l/til_researchers_have_taken_the_hiv_virus_modified/
https://www.reddit.com/r/todayilearned/comments/1ttn6l/til_researchers_have_taken_the_hiv_virus_modified/
https://www.reddit.com/r/todayilearned/comments/1ttn6l/til_researchers_have_taken_the_hiv_virus_modified/
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using tooltips and fisheye feature, she found this user has most comments in one submission

and a few other comments in other submissions in the same rumor and other rumors. With

various visual encodings of the User Interaction view, she found a disconnected cluster

of users as shown in Figure 4.9. By hovering and expanding the central node, the analyst

observed that this cluster seems to belong to all users about the submission which is about

“Dexter Holland Ph.D. thesis about HIV & Cancer” and these all users only comment in

this submission only. Here are her original comments: “I liked the feature of analyzing

topics/words in comments: the word cloud, the ability to search the comments for a given

word, being able to go down to a text of a comment in a flow or a chart — zooming back

and forth from an overview to the detail of a particular comment. I also liked the analysis of

the users: the analysis of the number of different types of users (‘ignorants’, ‘spreaders’,

etc) - this seemed very interesting to me. I also find it interesting to be able to spot active /

influential users and filter the comment text for particular users. The investigation of the

number of comments and users in a relation to the time (the main view of the rumor) seemed

very interesting for me.”. She also suggested to connect Semantic/User Topic view with the

Rumor Flow view which we have integrated her suggestion to the system.

Figure 4.9: A disconnected cluster from User Interaction Graph. This cluster represents how
a disconnected community discussing a specific topic inside a rumor.

Bottom-up approach

Analyst Two inspected RumorFlow using a bottom-up approach. We first asked the

analyst to go to the User Interaction views and inspect these graphs. As he is interested in

rumors about “George Bush” so he first took a list of users with a high centrality score in the

rumor “Bush knew WMD”. He knows from experience that users with high centrality scores

may be trolls in a rumor. From the raw comments in User Comment view, he analyzed a list

of user comments and found one user “hazzman” that wants to spread this rumor further.

This analyst decided to start from exploring original rumors that this user troll involved in.

https://www.reddit.com/r/todayilearned/comments/1asyyc/til_dexter_holland_from_the_offspring_is_a_phd/
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From the User Comment Activity, he found that this user involved in both the rumor “9-11

& Conspriracy” and “Bush & IQ”. This user seems to be interested in topics about “George

Bush” based on his comments and wants to spread rumors about this topic. Here is the

original analyst comment “This rumor flow visualization tool could be useful to find some

potential users and commentators who propagate rumors along with their motives. There

are many powerful visual components in the tool that with different combinations could find

some important insights. To successfully use this tool requires some training and this might

hinder to gain its popularity among general users.”

Interactive exploration

Analyst Three freely used the system without any guidelines. He is interested in

visualization interactions and designs and is impressed with the number of interactions and

visual analysis that he can explore. Here are some of his general comments: “In the Rumor

Flow, show comments or users when zooming in.” “The numbers of the comments and

users should be shown on the stream.”, “In the User Flow, Show if a user is repeated.”,

“In the Sankey Graph, some connected topics are not meaningful like connecting ‘Obama

is a muslim’ with ‘Obama’”. “In addition: the Widgets should carry more meaningful

information other than the names of the connected topics, such as the context they appear

in.”, and “Vertical words are harder to read. Word clouds are easier read with Horizontal

word only.” We have carefully integrated most of this analyst’s comments into RumorFlow.

All three analysts were confident the proposal and the system have a potential to provide

valuable insight into rumor spreading and user behavior towards it. Two of them were

very excited about the system and the kinds of observations they can produce with it. Two

analysts agree that the use of the system requires training and one mentioned that this could

delay adoption by general users, mostly due to the large variety of functionalities. A few

very specific criticisms on the understanding of some visualizations (e.g. peaks and valleys

in the rumor flow and the interpretation of user flow) were mentioned. Interestingly, the

techniques that one of the analysts had problem understanding were the precise ones most

praised by the other two analysts who detailed their experience with the techniques. Due

to the size of the system, we, of course, expected many improvement suggestions such as

these. All analysts observations are being given due consideration for the follow-up of the

system and planned targeted user studies.
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4.5 Discussions and Conclusions

The RumorFlow approach has been demonstrated to allow a number of very important

insights into rumor evolution, topic change and user activity in online social networks, that

would not otherwise be available from the original textual form of the data. Additionally, a

large number of associations between different rumor components (life cycle, topics, user

importance and distinct user behaviors) can be observed and some current social science

theories available can be confirmed in the context of online social networks.

The approach bridges a gap currently existing in the analysis of microblog data related

to rumor dynamics, although the framework and corresponding system could also be used to

analyze any type of submission-and-comment-based online communication, such as blogs,

news posts, and discussion lists. The design, however, is meant to associate aspects that are

typical of rumor spreading, such as simultaneous analysis of user and topic, rumor and topic

and rumor and user. This differentiates the proposal from previous opinion or influence

based visualizations. Social science research and analysis could benefit from the system

and the approach, as mentioned previously in the text. It is our intention to create a layer of

an application-specific interface to allow access by typical users in such human behavioral

studies.

Investigative applications of various kinds can also benefit from the framework. For

other applications and general users, we intend to build a set of training-by-example tools

and video tutorials. All variations of the system will be publicly available, as well as all

the data collected. Two particular important extensions are planned. One involves using

the system to inspire and extract features for categorization of user behaviors towards

rumors, and a second extension involves adding the possibility for users to remove and

add information, influencing the layouts. Topics, for instance, are currently extracted with

Wikipedia concepts, but users will be able to suggest topics, that can then be detected and

added to the current visualizations. The system handles large amounts of data at once in

near real time, except for the preprocessing phase. However, some networks reach tens of

thousands of users and hundreds of thousands of comments, users and for those, we intend

to build a parallel processing framework so as to analyze rumor in massive user networks.



Chapter 5

Toward Understanding How Users Respond to Rumours in Social

Media

As the spread of rumours has been increasing every day in online social networks (OSNs),

it is important to analyze and understand this phenomenon. Damage caused by the spread

of rumours is difficult to handle without a full understanding of the dynamics behind it.

One of the central steps of understanding rumour spread is to analyze who spreads rumours

online, why, and how. In this research, we focus on the steps who and why by describing,

implementing, and evaluating an approach that studies whether or not a group of users is

actively involved in rumour discussions, and assesses rumour-spreading personality types in

OSNs. We implement this general approach using Reddit data, and demonstrate its use by

determining which users engage with a recurring rumour, and analyzing their comments

using qualitative methods. We find that we can reliably classify users into one of three

categories: (1) “Generally support a false rumour”, (2) “Generally refute a false rumour”,

or (3) “Generally joke about a false rumour”. Combining text mining techniques, such as

text classification, sentiment analysis, and social network analysis, we aim to identify and

classify those rumour-spreading user categories automatically and provide a more holistic

view of rumour spread in OSNs. The basis of this chapter is from the published paper [48].

5.1 Introduction

Online rumours, which are truth-unverifiable statements in online social networks

(OSNs), are popularly spread in uncertain situations [137]. As billions of people and

organizations are connecting with each other through social interactions, breaking news,

and sports events, OSNs has become a popular source to share credible information [95].

As well as spreading credible information, OSNs can spread rumours [119, 31]. Problems

like rumours going viral are not isolated and prompt the question of how to identify and

limit the spread of rumours in OSNs. In an effort to constrain the spread of rumours, many

researchers are trying to detect rumours [57, 121] and the original sources of rumours

[141, 142]. However, little work has been done to understand who spreads rumours online

71
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and why.

People spread rumours for a variety of reasons. Bordia and DiFonzo [20] studied, from

a psychological viewpoint, what motivates people to spread rumours in a social network.

The authors identified three motivations for people to spread rumours: (1) fact-finding, (2)

relationship-building, and (3) self-enhancement. People who are motivated by fact-finding

are aiming to arrive at a valid and accurate understanding of rumours through a problem-

solving process. In contrast, those motivated by relationship-building are simply interested

in interacting with other people by sharing information about particular rumours. The same

study pointed out that those with self-enhancement as motivation are either consciously or

unconsciously simply spreading rumours. Researchers have tried to group users into the

same group based on link predictions [106] and content characteristics [161]. In this work,

we aim to automatically detect users based on how they interact with a rumour with regards

to Bordia and DiFonzo’s rumour-spreading theory.

As people have a tendency to believe misinformation, which are false rumours, and

misinformation is more likely to be spread [101], we focus on studying whether users

spreading misinformation in Reddit can be divided into one of the three categories derived

from Bordia and DiFonzo’s rumour-spread motivation theories: (1) “Generally support

a false rumour” (self-enhancement), (2) “Generally refute a false rumour” (fact-finding),

(3) or “Generally joke about a false rumour” (relationship-building). To achieve this

goal, the proposed research collects rumour-related data from Reddit and applies text

mining techniques and social network analysis to analyze and visualize users in those three

categories.

To date, most of the work in this emerging area has been conducted to: detect rumours,

limit the spread of rumours, and identify the source of rumours. However, in order to

develop effective methods for rumour detection and prevention in OSNs, we first need to

understand who spreads rumours online and why. This motivates us to propose the following

research statements:

• Based on user activities in Reddit, could we determine if there is a specific group of

users that is greatly interested in discussing and spreading rumours?

• Based on user activities in Reddit, could we determine if there is a rumour-spreading

personality type in Reddit who, for example, “Generally supports a false rumour”

(SUPPORT), “Generally refutes a false rumour” (REFUTE), or “Generally jokes
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about a false rumour” (JOKE)?

• Will visualizing rumour spread in Reddit provide better insight into how users interact

with rumours?

This chapter makes the following contributions:

• Collecting and analysing user posting behaviours in Reddit about a specific rumour.

Based on users’ interaction, determine if there is a group of users that is actively

spreading rumours.

• Using social network analysis, visual analytics, content analysis, and text mining tech-

niques, the system classifies the active rumour-spreading users Bordia and DiFonzo

rumour-spreading theory [20] into one of the three categories: (1) SUPPORT, (2)

REFUTE, and (3) JOKE.

• The experimental results using text mining techniques confirm and support our ap-

proach.

This chapter has the following structure: Section II reviews related work, Section III

describes how we collect the data, Section IV describes the methodology, and Section V

analyzes and discusses the results.

5.2 Related Work

Previous work in this area is concentrated in three main areas: mining online social

networks, rumour analysis, and visualizing rumour spread in OSNs. It is important to

highlight that the research focuses on rumour spreading in social media. It is implemented

for Reddit data, and illustrated with the “Obama is a Muslim” rumour.

5.2.1 Mining Online Social Networks

Modern OSNs produce vast amounts of user-generated content. Analyzing content at

this scale requires algorithmic support, typically in the form of data mining. Falkowski et al.

[59] used statistical analysis and visualizing OSNs to study the dynamics and evolution of

subgroups in communities. The authors proposed different community similarity measures

and grouped similar communities into the same cluster, and later visualized community-

clustering results to analyze their dynamics and evolution. The experiments showed that

this method could detect the fluctuating nature of an online community. Liben-Nowell and

Kleinberg [104] adopted knowledge from social network analysis (e.g., centrality features),

graph theory (e.g., graph distance), and social sciences to gauge the effectiveness of network-

proximity measures. Based on these measures, the authors tried to predict new interactions
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that would have a high probability of occurrence in the near future. Golbeck et al. [25]

predicted the personality type of a user based on the user’s Facebook profile. Dang et al.

[40] uses text syntactic and semantic similarity to map related Tweets to users’ profiles.

None of the studies examine Reddit data; Reddit is under-studied in the social media

research literature, despite being one of the most-visited social websites in the US.

5.2.2 Rumour Analysis in Online Social Networks

Within the field of social media research, there has been previous work focused on

rumour analysis, using a variety of approaches (including data mining). In this research, we

are only interested in using rumour-related memes to pinpoint which users are spreading or

refuting rumours in OSNs.

The modern study of rumours dates back to 1944, in the work of Festinger et al. [63].

The authors studied the origin and spread of rumour in a specific neighbourhood community

by intentionally starting rumours. After six months, intensive open-ended interviews with

the residents in this neighbourhood about the rumours were recorded. The experiments

found that not everyone who heard the rumour spread it further, and existing friendship

connections between people increased the probability of the rumours being spread. Due

to the intrinsic long-lasting nature of rumours and the difficulty in collecting rumour data,

rumour analysis research experienced a lengthy hiatus until the popularity of OSNs in the

2000s.

In most OSNs, information is disseminated and stored permanently, so researchers are

able to use the data to study rumours and their analysis more effectively. Marett and Joshi

[113] investigated underlying motivations for posters and lurkers spreading information and

rumours in a local online community. Posters are users that regularly post their experiences

and stories in OSNs, while lurkers are users who only read the posts from other posters.

The authors gathered posting data from a local university forum and conducted an online

survey for both posters and lurkers in that community to understand why they spread

rumours. The results showed that the intrinsic motivation, i.e., “the doing of an activity

for its inherent satisfaction rather than for some separable consequence” [139], played a

critical role in motivating posters to share information and rumours in this online community.

One limitation of this approach is that it relied on self-reported responses from users to

hypothesize why users spread rumours.

Recently, researchers have focused on using machine learning and the availability of big
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data in OSNs to study the spread of rumours and detect them automatically. Shah and Zaman

[142] built a probabilistic model graph based on network structure and rumour-infected

users. This model provides a rumour centrality score for each node in the graph, and the

node with the highest rumour centrality score is the source of rumours. Qazvinian et al.

[132] proposed a general supervised-learning framework to identify rumours in Twitter.

Retrieved tweets were manually labeled as either being related to rumours or not. Based on

this training set, the machine-learning framework classifies whether or not incoming tweets

are about the rumours.

Although researchers have achieved some degree of success in detecting rumours and

understanding their pattern, little work has been done to investigate who spreads rumours

in OSNs and why. The closest work to our research is that of Buntain and Golbeck [25],

who presented an automated method for identifying the “answer-person” role in Reddit

based on user interactions. Users filling this role only respond to questions by other users

and do not get involved (or have only limited involvement) in other discussions. They first

manually analyzed data collected from Reddit to determine if this role exists. Next, they

designed a feature set that characterizes this role and uses this feature set to classify more

answer-person roles in the network. Our goal parallels the work of Buntain and Golbeck;

our objective is instead to determine if rumour-spreading users exist in OSNs. To the best

of our knowledge, no similar work has been done on studying rumour-spreading users in

Reddit.

5.2.3 Visualizing Rumours in Online Social Networks

Table 5.1: Examples of submissions about the rumour “Obama is a Muslim”.

No. Title Date No. Comments

1 People in Middle America believe that Obama is a Muslim 2007 234

2 Is Obama a Muslim? About.com poll: 57% Yes, 37% No, 10% Undecided. Let’s correct this. 2008 299

3 Do you think Mr. Obama is a Muslim or a Christian? ....I know, I know... 2009 28

4 Scientist asks why Americans believe Obama is a Muslim 2010 279

5 Iowa GOP Focus Group: Obama Is A Muslim 2011 169

6 Do you think Barack Obama is a muslim? Alabama Republicans: 45% say yes. Mississippi: 52% 2012 169

7 My Orthodox rabbi says President Obama is halachicly a Muslim... 2013 41

8 Proof that Obama is a Muslim!!! 2014 30

9 Poll: 54% of Republicans say that, ”deep down,” Obama is a Muslim 2015 2923

http://www.reddit.com/r/reddit.com/comments/60y0a/people_in_middle_america_believe_that_obama_is_a/
http://www.reddit.com/r/politics/comments/6lkq9/is_obama_a_muslim_aboutcom_poll_57_yes_37_no_10/
http://www.reddit.com/r/obama/comments/8he2z/do_you_think_mr_obama_is_a_muslim_or_a_christian/
http://www.reddit.com/r/science/comments/daknr/scientist_asks_why_americans_believe_obama_is_a/
http://www.reddit.com/r/politics/comments/fhhxa/iowa_gop_focus_group_obama_is_a_muslim/
http://www.reddit.com/r/politics/comments/qsyk4/do_you_think_barack_obama_is_a_muslim_alabama/
http://www.reddit.com/r/Judaism/comments/1pxjed/my_orthodox_rabbi_says_president_obama_is/
http://www.reddit.com/r/islam/comments/28btny/proof_that_obama_is_a_muslim/
http://www.reddit.com/r/politics/comments/2x4xvo/poll_54_of_republicans_say_that_deep_down_obama/
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One of the most effective ways to study rumours in OSNs is to visualize the paths

and patterns of the spread. Some recent scholarly and industry-led projects relied on

visualizations to show how online rumours are spread. Ratkiewics et al. [135] developed

Truthy, a supervised-learning visualization framework, to identify misleading political

campaigns by collecting, analyzing, and visualizing messages through the Twitter network.

First, this framework detects any emerging memes which are a unit of information that can

be spread from users to users in Twitter. Next, content, network and sentiment analysis

are used to classify whether a meme is rumour-related. Finally, the path and pattern of

rumours are visualized for further research. Similarly, The Guardian [39] visualized how

rumours identified by reporters covering the story about the 2011 UK riots spread on Twitter

by grouping related Twitter messages into the same cluster. Dang et al. [45] proposed

RumourFlow, a visual analytics framework, which allows analysts to collect, analyze, and

visualize rumour spread in Reddit by exploiting the use of social science theories, text

mining techniques, information diffusion models, and sentiment analysis. In this work,

we use visualizations, text mining techniques, and social network analysis to analyze and

understand how rumour-spreading users interact with rumours and with other users.

5.3 Reddit Social Network

Reddit, which claims to be the front page of the Internet, is a social news website

where users can actively participate in content creation. Registered users discuss a wide

range of topics such as politics and world news every day. User-submitted content, called

submissions, can be text content and direct links to other online content. Redditors can

comment or vote (up-vote or down-vote) on each submission; these interactions determine

the rank of the submission on the site. Redditors organize content into subcategories called

subreddits. Every Reddit submission has the following elements:

• Title: The title summarizes the topic of the submission and is usually very short and

concise.

• Comments: for each submission, users can post a comment that expresses their

opinion about the submission; comments are organized hierarchically, so users can

post comments on other comments. Users can also vote the comment up or down.

• URL: each submission may contain a link to an external source of information that is

relevant to the submission.

• Image: each submission may also contain a link to an image to illustrate what the
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Figure 5.1: Submissions regarding “Obama is a Muslim” over time. Each node represents a
submission, and the nodes are visualized in ascending order of posted time while the y-axis
represents the number of comments of each submission. The purple nodes represent the
submissions that the user “kickstand” has commented on.

submission is about; a thumbnail is displayed on Reddit.

Reddit.com is ranked as one of the most visited sites globally. The massive amount

of data disseminated through Reddit every day makes it an excellent tool for analyzing

and detecting rumour-spreading users in social media. Although Twitter has been the most

popular source for studying rumour spread in OSNs [132, 135], Reddit has made a few

inroads into the world of analyzing rumour-related memes [41, 25]. While Twitter and

Reddit do share some commonalities, they are different in important ways. Twitter primarily

circulates news through known cycles (e.g., “follow” connections), whereas Reddit promotes

a constant stream of new links to all users through a simple bookmarking interface. This

makes Reddit an effective source for studying the spread of rumour-related memes in OSNs.

5.4 Methodology

We describe our general approach to collecting, visualizing, and analyzing rumour-

related data using Reddit as a specific implementation example.

5.4.1 Data Collection

To study the spread of rumours in Reddit, we need the following elements:

http://www.alexa.com/siteinfo/reddit.com
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• A rumour.

• The truth about this rumour.

• Posts about this rumour.

We adopt Snopes.com as a reliable source for collecting, confirming or disapproving

rumours. Snopes is a website that collects memes, urban legends, and stories with unknown

or uncertain origins. It provides a wide range of rumours, from politics, altered images, to

real photos with fake stories, and even hoaxes. Each rumour is categorized as true, false,

partly true, multiple truth-values, unverifiable, or legend. The editors of this website verify

and provide evidence that could be used for debunking or confirming rumours. We also

collect submissions and comments that are related to a specific rumour being discussed in

Reddit. There may be one or more submissions for each specific rumour, so we have to

create a generic query to capture all of the rumour-related submissions. Since no repository

for a Reddit rumour dataset exists, we use the Reddit API and jReddit (a JAVA open-source

project) to extract submissions, comments, and other data views, such as image or URL

content, about a specific rumour using predefined regular expressions.

We used the rumour “Obama is a Muslim” in Reddit from 2007 to 2015 as our case study

due to its persistence, popularity, and controversy. We automatically searched the keywords

“Obama & Muslim” from Reddit and collected 195 submissions, 26,421 comments from

11,125 users, 85 submissions containing a URL, and 29 submissions containing an image.

As our primary interest was in users that are actively involved in rumour spread, we removed

users that engaged in fewer than 10 comments in these 195 submissions. This reduced the

number of users to 163, and is the dataset used most frequently in this chapter (note that we

choose 10 as our threshold value to achieve a good representative sample of active users and

to ensure statistical significance). Given our interest in not just assessing the existence of this

group, but also in assessing if long-term participants in the conversation can be categorized

into categories based on Bordia and DiFonzo’s described motivations. Two judges review

comments of each user based on their repeated comment patterns and categorize them into

one of the three categories SUPPORT, REFUTE, and JOKE (with Kappa agreement score =

0.85).

5.4.2 Data Visualization

For data visualization, this chapter uses RumourFlow [40], a service-oriented visual-

ization framework to collect and visualize rumour spread. All collected rumour data are

https://www.reddit.com/dev/api
https://github.com/jReddit/jReddit
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Figure 5.2: User “lancercan” interaction graph about the rumour. A node represents a
comment for a specific submission, and a node size displays how many times a user
comments on a specific submission. The red node represents the original submission, and
comments in the same level are nodes of the same color (e.g, the blue nodes represent
comments to the red nodes). The purple nodes represent the comments of user “lancercan”
for this submission, and suggest “lancercan” is a frequent participant in this discussion.

provided to the visualization system through a JSON restful web service from a JAVA

backend. For visualization, we adopt D3 and jQUERY to display rumour spread through a

web-based application. The goals of this visualization framework are to provide a visual

analytics tool for researchers and end users to explore different aspects of rumour spread in

OSNs. It has two main views. The first view presents an overview of how rumours evolved

over time as shown in Figure 5.1, and the secondary view describes how users interact with

each submission about rumours by an egocentric network as shown in Figure 5.2. This

framework also offers users easy access to search for a specific rumour in Reddit with their

own keywords or for a specific user that comments about a rumour.

5.4.3 Approach to Analysis

After collecting the data, we adopted social network analysis, content analysis and text

mining techniques, to analyze and visualize these contents.

Social network analysis (SNA) refers to the use of network theory for understanding

social network data. Social networks have been widely used since the early twentieth century

to depict a certain community and how people in this community interact [126]. Because

of the analogy between online social networks and the structure of social hierarchy and

stratification, the study and analysis of social networks has played an important role in

understanding how OSNs work. We focus on how users interact with other users about this

https://d3js.org/
https://jquery.com/
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rumour using our visualization tool to explore the data, particularly connections between

users and a longitudinal assessment of the prevalence and re-appearance of the rumour over

the 9 years in our dataset.

Content analysis is a qualitative method that examines the meaning of textual data

manually to identify and assess themes and patterns. We focus on the characteristics and

content quality of user posts in each category of user (SUPPORT, REFUTE, JOKE) and

manually review each comment in all three categories to identify typical patterns and themes.

Finally, text mining techniques, such as data classification, visualization, and sentiment

analysis are used to validate if the characteristics of each user group found from social

network analysis and content analysis could be classified automatically.

All rumours have a beginning and an end. A rumour may be considered true at one point

but is debunked as false at a later point. As a result, we try to capture all submissions about

a rumour and visualize its evolution from its start to its end so that end users can discover all

facets of a rumour life cycle. An example of each submission about the rumour “Obama is a

Muslim” in each year from 2007 to 2015 is shown in Table 5.1. An interesting observation

is that the submission in 2015 still receives numerous comments from users. This suggests

that the “Obama is a Muslim” rumour is still popular, even though it was first started in

2007.

5.5 Results

This section describes the analysis of the data, focusing on the highlights of the exami-

nation of the data using the visualization tool towards answering the research questions.

5.5.1 Rumour-discussing Users

Table 5.2: Rumour-spreading users about the “Obama is a Muslim” rumour.

Rumour-spreading Users User Count Percentage

SUPPORT 8 4.9%

REFUTE 41 25.2%

JOKE 85 52.1%

OTHERS 33 20.2%

First of all, we aim to determine if there is a group of users actively involved in rumour
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Table 5.3: Examples of user comments in each category.

Category Comments

SUPPORT “He is a Muslim clearly.”

REFUTE “This is actually a good
point. The radical conserva-
tive movement doesn’t use lan-
guage like the rest of the peo-
ple. They don’t say what
they mean, or what they think
is true. They say things to
achieve the desired result. So,
if they think saying Obama is
a Muslim will damage him, by
all means they will say that.
They use ”words that work”?”

JOKE “?Eh you should come to the
south and meet the people I
have. Many people seriously
believe he’s Muslim. Many
people also think men have
less ribs than women despite
that we know 100% it’s not
true. People are stupid.”

discussion and spread. Of the 11,000 users that have comments in the 195 submissions,

163 users have repeatedly interacted with one or more submissions by having 10 comments

or more in those submissions. For example, how the user “lancercan” actively interacts

with a submission about the topic “Obama is a Muslim” is shown in Figure 5.2. Another

example shows how the user “kickstand” interacts with the submissions in the collected

dataset in Figure 5.1. The use of stream and circles for visualizing time series graph has

been used widely in the literature [165, 155]. This visualization helps to discover how a

user is actively involved in discussing and spreading rumours. It shows that this user has

repeatedly commented on this rumour since 2007 until 2015 in various submissions and

years. These examples illustrate the larger group of users on Reddit that is very interested in

discussing this topic for an extended period; the existence of this group is clear from the
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Table 5.4: Examples of comment interactions between user groups.

Category SUPPORT REFUTE JOKE

SUPPORT N/A N/A N/A

REFUTE Rumour: “Poll: 54%
of Republicans say that,
‘deep down’, Obama is
a Muslim”.
Comment: “Dam it to
hell, I knew he was a
Muslim!”.
Response: “I knew you
are wrong.”

Rumour: “Poll: 54%
of Republicans say that,
‘deep down’, Obama is
a Muslim”
Comment: “Funny, be-
cause I suspect if he
were a closeted any-
thing, it’d be a closeted
atheist.”
Response: “He’s an
atheist because he don’t
believe in god?”

Rumour: “Poll: 54%
of Republicans say that,
‘deep down’, Obama is
a Muslim”
Comment: “Deep
down, 54% of Republi-
cans are idiots”
Response: “I agree”

JOKE Rumour: “Poll: 54%
of Republicans say that,
‘deep down’, Obama is
a Muslim”.
Comment: “He’s
clearly trying too hard
to not look like a
Muslim. That makes
it obvious that he is
actually a Muslim”.
Response: “Except, he
will always look like a
Muslim”

Rumour: “Poll: 54%
of Republicans say that,
‘deep down’, Obama is
a Muslim”
Comment: “Deep
down, 54% of Republi-
cans are idiots.”
Response: “More
proof that American
voters have little or no
memory.”

Rumour: “Poll finds
23% of Texans think
Obama is Muslim”
Comment: “Poll finds
23% of Texans are id-
iots”
Response: “I like to
look at the positive side:
77% are not stupid”
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Table 5.5: Interactions between user groups; each row represents how frequently users in
that category reply to comments or submissions in each of the three categories.

Number of connections SUPPORT REFUTE JOKE

SUPPORT N/A N/A N/A

REFUTE 25 5 4

JOKE 63 49 34

data.

A breakdown of the user-category dataset statistics is shown in Table 5.2. The data

demonstrates that most users either joked about this rumour or refuted it with a detailed

explanation. Only a small portion of users supported this rumour. An example of user

comments in each category is shown in Table 5.3. Users in “OTHERS” categories seems to

discuss related points with the rumour. Some of them discuss religion related topics.

5.5.2 Cross-Category User Interactions

We also counted the possible connections among users in the three categories (i.e., who

replies to whom) to explore how users in different categories interact with each other. An

example of each interaction between user groups is shown in Table 5.4 and detailed statistics

on how users in one group interact with users in another group are shown in Table 5.5.

In these two tables, each row represents how users in that category reply to users in the

other three categories. There is not enough data about how users in the category SUPPORT

interact with each other or with users in the other categories. It is clear that users in JOKE

category tended to receive more responses from other users. Users in REFUTE and JOKE

categories share many interactions between them. One possible reason for this finding is

that Snopes debunked this false rumour in 2009, so people are inclined to refute or joke

about it; there were very few supporters in our dataset. Furthermore, users in JOKE are

more likely to respond to a comment of a user in SUPPORT or REFUTE and are also more

likely to have connections to users in the same category. This may suggest that humour may

play a significant role in why this rumour is so popular.

We also investigated how users in all three categories interacted with a specific sub-

mission about this rumour. We found that submissions that posted a link or an image to

an external source perceived as reliable received much more attention and many more
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comments from users than a submission without a link or an image. This suggests that

rumours with an image or a link from external sources perceived as reliable are more likely

to be spread further [64].

Figure 5.3: An example of “who replies to whom” ground-truth user graph. Yellow nodes:
users in JOKE category. Red nodes: users in REFUTE category. Blue nodes: users in
SUPPORT category. Green nodes: users that have no more than 10 comments but has a
connection to the users in one of the three categories.

5.5.3 Content Analysis

Beyond understanding the users and their interactions, we also sought to analyze the

textual content of submissions in each category. As most users that are actively engaged in

this rumour do not believe it is true, we revisited the original dataset, which includes users

who commented fewer than 10 times. We found that users in SUPPORT usually posted only

one or two comments about this rumour. All of these comments were usually very short and

had no back-up evidence or explanation. Here are a few examples:

“He’s the kind of Muslim who?”

“I think he’s a Muslim too”

“He’s clearly trying too hard to not look like a Muslim. That makes it obvious that he is

actually a Muslim.”
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For users in the REFUTE category, many comments were very thoughtful and provided

in-depth explanations. Here are a few examples:

“Right, a politician would never lie or dissemble. If Obama says it, it must be true. I

don’t think Obama is a covert Muslim, but I wouldn’t be surprised to learn that at some

point in his life he was saying the [Shahadah.](http://en.wikipedia.org/wiki/Shahadah) His

father was a Muslim before being an atheist. His mother ran off with a man to Indonesia

and brought Barack Hussein with to the most populous Muslim nation. Barack doesn’t strike

me as a Muslim, but he may have real Muslim sympathies and may well have been exposed

to Muslim indoctrination in his youth. Rejecting this possibility on the word of a lawyer and

politician is your prerogative, but I prefer rational skepticism when it comes to politics.”

“I don’t care about any candidates religion unless they point it out as one of there

qualifications for being elected to office. I can’t remember Obama doing that except to

deflect comments that he is a Muslim. Many republicans point out there adamant belief in

Christianity and the belief that man was created by God, as stated in the First Book of The

Bible: Genesis as a scientific fundamental. I cannot bring myself to vote for that type on

nonsense. So I usually just waste my vote on a third party candidate.”

Users in the category JOKE usually made a sarcastic comment or joke to refute this

rumour. Here are a few examples:

“Mitt Romney’s Birth Certificate. His Father was born in Mexico. Romney is just as

’foreign’ as Obama is Kenyan or Muslim.”

“Instead of convincing all those people they are wrong, we should just get Obama to

convert to Islam.”

In this instance, people are more prone to make a joke about it or refute it with a detailed

explanation. Only a few people believe or support it.

5.5.4 Sentiment Analysis

In an online conversation, users’ sentiment analysis has played a major role how this

conversation becomes popular and its topic evolution [49, 163]. Each comment was parsed

into sentences and each sentence is assigned a sentiment score: “positive”,“negative”, and

“neutral” using OpenNLP. We apply the concepts of sentiment polarity and subjectivity of

Zhang and Skiena [163] for each user category in our ground-truth dataset as follows:

polarity score = (p−n)/(p+n)

sub jectivity score = (n+ p)/N

https://opennlp.apache.org/announcement/release-160.html
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where p is the number of positive statements, n is the number of negative statements, and

N is the total number of statements (including neutral statements). Polarity score represents

if a user category is associated with the entity positive or negative, while subjectivity score

depicts how much sentiment a user category garner. The polarity and subjectivity scores for

each user category are shown in Table 5.6. REFUTE users have the highest polarity and

subjectivity scores, while SUPPORT users have the lowest polarity and subjectivity scores.

This can be explained as this rumour was debunked by Snopes in 2009 as a false rumour.

Table 5.6: Polarity and subjectivity score of each user category.

Category Polarity Subjectivity

SUPPORT 0.484 0.680

REFUTE 0.747 0.753

JOKE 0.638 0.705

5.5.5 Classifying Rumour-spreading Users

Using the content analysis, we observe that content characteristics in each rumour-

spreading user group has its own characteristics. As a result, in this section, we explore if we

could determine the user rumour-posting behavior automatically based on its content. For

each user that has more than 10 comments, we transform them using the TF-IDF vectors,

which reflect how important a word is in a document or a corpus (stop words are removed).

Each user is represented by a vector:

User = {T1,T2, ...,Tn} where Ti is TF-IDF score of term i by the formula t f − id ft,d:

t f − id ft,d = t ft,d× id ft = t ft,d× log(
N

d ft
)

where t is the term, d is the comment that has term i, and N is the number of users

(documents).

After transforming each user comment data into a TF-IDF vector, we apply NaivesBayes

classifier to those vectors and classify each user into one of the three groups: SUPPORT,

REFUTE, and JOKE. Through various parameter settings, we achieve the best result with

80% accuracy using 10 fold cross validation and the dimension of the vector is 200. The
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classification result agrees with the manually classified data based on the two human

assessors and further supports our hypothesis about the intrinsic content characteristics of

each user group.

5.6 Discussion

The first research question asked if we could determine if there is a specific group of

users that is greatly interested in discussing and spreading rumours based on user activities

in Reddit. Our visualization tool allowed us to identify these users, and manual analysis of

users in this highly-engaged category revealed persistent interaction with the rumour over

10 years for 163 users. As noted in our threats to validity section, it is possible to disguise

high levels of interest in a particular rumour, but our approach is effective in many cases.

The second question asked if we could assess user activities and assign types to users

based on whether they support, refute, or joke about the rumour. Our manual assessment of

all user comments revealed that users did engage with the rumour in a consistent pattern.

These users can be categorized into three groups: (1) “Generally support a false rumour”,

(2) “Generally refute a false rumour”, and (3) “Generally joke about a false rumour”. We

further examined how users in these categories interacted, and found that joking users were

the most active. Using both social network analysis and content analysis provided us with

some interesting results. Users in the JOKE category seemed to be the most active group

that interacted with the rumour among themselves and with users in other categories. The

content of user comments in REFUTE was explanatory and fact-driven, while the content

of user comments in SUPPORT lacked details and evidence. Finally, applying text mining

techniques allows us to identify those users automatically.

The third question asked if visualizing the spread of a rumour could provide better

insight into how users interact with rumours. The assessment of this is subjective and

qualitative, but we certainly found that a visual depiction of how rumour-spreading users

interacted with submissions, with comments, and with other users was helpful in tracing

and understanding the spread of the rumour. The longitudinal analysis showed a persistent

rumour, and identified submissions on the topic that deviated from others based on an

automated semantic assessment. The visualization tool allows both a high-level view and

a detailed breakdown; some visualizations are presented in this chapter and are certainly

helpful in drawing hypotheses that could not be driven without visual observation of raw

data.



88

Threats to Validity

Our evaluation is based on a case study and our own observations about our method,

both threats to external validity. Our results will require further validation before we can

confidently assert that they apply generally.

Redditors can, and do, change their usernames, create new identities, or update/delete

their own comments or submissions. Our counts of users engaging with this rumour is

therefore a floor, not a ceiling or a precise measurement.

In this case study, we focus on a false rumour that was debunked by Snopes. We would

also like to investigate if the proposed approach is still valid for rumours that are only partly

false.

5.7 Conclusions

In this chapter, we presented a study about how users interact with rumours in Reddit.

The results have shown that a specific group of users actively interacted with the chosen

rumour. These users are categorized into three groups: (1) “Generally support a false

rumour”, (2) “generally refute a false rumour”, and (3) “Generally joke about a false

rumour”.

The use of social network analysis, content analysis, visualizations, sentiment analysis,

and text classifications validate and support the proposed approach. Users in the category

“Generally joke about a false rumour” seemed to be the most active group that interacted

with the rumour among themselves and with users in other categories. The content of user

comments in “Generally refute a false rumour” was explanatory and fact-driven, while the

content of user comments in “Generally support a false rumour” lacked details and evidence.

Finally, those users are grouped in one of the three categories automatically using text

classification.

We illustrate our general approach using data from Reddit. This approach is also suitable

for other OSNs (like Flickr or Twitter); however, OSNs do not always exhibit the same

user behavior, so the specific results of our analysis are not necessarily true of other OSNs.

Additional studies will be required to assess user behavior on other OSNs.



Chapter 6

Early Detection of Rumor Veracity in Social Media

Rumor spread has become a significant issue in online social networks (OSNs). To mitigate

and limit the spread of rumors and its detrimental effects, analyzing, detecting and better

understanding rumor dynamics is required. One of the critical steps of studying rumor

spread is to identify the level of the rumor truthfulness in its early stage. Understanding

and identifying the level of rumor truthfulness helps prevent its viral spread and minimizes

the damage a rumor may cause. In this research, we aim to debunk rumors by analyzing,

visualizing, and classifying the level of rumor truthfulness from a large number of users

that actively engage in rumor spread. First, we create a dataset of rumors that belong to

one of five categories: “False”, “Mostly False”, “True”, “Mostly True”, and “Half True”.

This dataset provides intrinsic characteristics of a rumor: topics, user’s sentiment, network

structural and content features. Second, we analyze and visualize the characteristics of each

rumor category to better understand its features. Third, using theories from social science

and psychology, we build a feature set to classify those rumors and identify their truthfulness.

The evaluation results on our new dataset show that the approach could effectively detect

the truth of rumors as early as seven days. The basis of this chapter is from the published

paper [46].

6.1 Introduction

Online rumors are truth-unverifiable statements or news that are spread and discussed in

Online Social Networks (OSNs). They commonly appear and are propagated in uncertain

situations [137]. Recently, social media has been used as a means to transmit information,

such as breaking news, sport events, and political statements [95]. Although social media

provides a reliable way to spread information to a large population in a short time, it also

has a critical drawback. For example, a lot of information in social media could be rumors

that are spread maliciously. Rumors that are “False”, “Mostly False”, or “Half True” could

cause a tremendously adverse effect on people’s lives. This raises the questions of how to

identify, validate, and debunk the truthfulness of rumors. Researchers have tried to: detect

89
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rumors [57, 121], detect the original sources of rumors [142], identify who spread rumors

[48], and rumor stance classification [108]. However, little work has been done to debunk

and validate the level of the rumor truthfulness.

Studying rumor spread is an inherently interdisciplinary field. Social scientists have

studied the intrinsic characteristics of rumor spread since the 1940s [63] and proposed

theories on how rumors are propagated. For example, “The Basic Law of Rumor” [35] stated

that the popularity of a rumor depends on the importance of its topic and the verifiability of

its truthfulness. Recently, with advances in visualization and machine learning, it has become

possible to apply knowledge from social science and psychology to better understand rumor

spread in OSNs. Researchers have focused on the rumor veracity task [52, 96], i.e., given a

rumor in social media and its related posts, to determine the veracity of this rumor (as “true”,

“false”, or “unverified”). Most of the existing approaches tackle the problem from a machine

learning point of view (e.g., trying various features and deciding what features produce the

best result). These approaches may not be able to capture the changing characteristics of

rumor spread [96]. In this chapter, the feature set of the rumor veracity task is derived from

established social science theories. This not only provides more credible results but also

explains whether social science theories could be applied to social media data.

Researchers have confirmed that false rumors, hoaxes, or fake news (another form of

false rumors) are more prone to be spread further [115]. Those rumors have a tremendous

effect on an individual’s reputation or societies. For example, more than 50% of the voter

population had seen fake news in US 2016 election, and 50% of them believed in fake news

stories [6]. Recently, Google has teamed up with Snopes.com [144] and Politifact.com

[130] to validate and debunk rumor stories in OSNs. Current approaches (e.g., Snopes.com

and Politifact.com) use human knowledge to manually label if a rumor is “False”, “Mostly

False”, “True”, “Mostly True”, and “Half True”. As thousands of rumors are spread in OSNs

in a very short time, manually labeling all those rumors is time-consuming and unrealistic.

Recently, crowdsourcing solutions have been proposed to improve the results of machine

learning tasks, such as machine translation [8] and sentiment analysis [152]. Some public

crowdsourcing websites, such as Amazon Mechanical Turk, provide a mechanism to use

human knowledge and insights to assign labels for some pre-defined tasks. However, each

task has to be defined precisely, and the approach is not suitable for rumor labeling as

rumors constantly change in real-time. To address this limitation, with a large number of
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users and their active participation, OSNs could effectively be a useful source of human

input to debunk rumors [48]. Another limitation is that existing rumor veracity classification

research only distinguishes if a rumor is “True”, “False”, and “Unverified”. We propose a

newly-created rumor dataset with finer-grained truth levels (according to Snopes.com and

Politifact.com) and use this dataset to study how early we could effectively identify the truth

of rumors.

This chapter makes the following contributions:

• We introduce and analyze a dataset of 88 rumors from Reddit. Each rumor is identified

as “False”, “Mostly False”, “True”, “Mostly True”, or “Half True”.

• We demonstrate that using established social science and psychology theories helps

to select better feature sets for the rumor veracity detection task and provides a better

understanding and detection of rumor veracity by integrating these theories with

visualizations and machine learning techniques.

• We evaluate how early we could effectively identify rumor truth values and provide

insights into breaking news and long-standing rumors. Our experimental results show

that we could effectively detect the truth of rumors as early as seven days.

6.2 Related Work

6.2.1 Mining Rumor Data

One of the first publicly available rumor datasets is provided by Qazvinian et al. [132].

This dataset includes 10,000 tweets involving five different rumors. Each tweet is annotated

as “related” or “unrelated” to a rumor. A dataset of 100 million tweets involving 72 rumors

(41 true and 31 false) was constructed by Giasemidis et al. [67] and a machine learning

approach was applied to it to classify whether those rumors are true or false. The PHEME

dataset includes 1,972 rumorous and 3,830 non-rumorous tweets about five breaking news

stories [51]. The dataset provided by Kwon et al. [96] is a collection of tweets for 61 rumors

and 51 non-rumors, used to study how various feature sets affect the accuracy of rumor

detection over time. The SemEval 2017 Task 8 [52] provides a dataset that includes tweets

and an annotation label for each tweet, “support”, “deny”, “query”, or “comment”. Eight

teams participated and submitted the results for this task. The winning system classified the

stance of each tweet using features and labels of the previous tweets. As most of the existing

datasets only focus on “false” and “true” rumors, we aim to provide a rumor dataset that

could be used to identify the truthfulness of rumors in one of the five categories: “False”,
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Figure 6.1: Rumor veracity classification framework.

“Mostly False”, “True”, “Mostly True”, “Half True”. These fine-grained truth levels are

used to reflect the nature of rumor spread in OSNs.

6.2.2 Rumor Analysis in OSNs

One of the first analyses about rumor spread was in 1944 by Festinger et al. [63]. The

authors studied how rumors were spread in a particular neighborhood community. Due to

the limitation of rumor data and the intrinsic long-lasting nature of rumors, rumor analysis

was mostly theoretical research and experienced a long hiatus until the popularity of OSNs

in the 2000s. In most OSNs, data is available, disseminated and stored permanently, so

researchers have access to data to more efficiently study rumors and verify their theories. A

classification approach to identify if a tweet is a rumor on Twitter was adopted by Qazvinian

et al. [132]. Each tweet was manually assigned as either being related to rumors or not.

Relations between claims associated with rumors and analyzed contradictory claims inside a

rumor were interpreted by Lendvai and Reichel [99]. The credibility perceptions of rumors

were studied by classifying if a tweet is related to a rumor into three classes: “certain”,

“somewhat certain”, and “uncertain” in Zubiaga and Ji [169]. An autonomous message-

classifier that filters relevant and trustworthy tweets was proposed in Giasemidis et al. [67].

How different feature sets could affect the performance of the rumor veracity task over

time was studied in Kwon et al. [96]. Our work is different from those approaches as our

starting point consists of established theories from social science and psychology. Using

those concepts, we propose a new rumor dataset that better reflects various truth levels of a

rumor. For the classification task, we use various feature sets that are derived based on the

notion of how rumors are transmitted in OSNs.
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6.3 Methodology — Rumor Veracity Classification Task

The definition of rumor veracity classification was first proposed by [168]. However, the

authors only consider three-class labels: “False”, “True”, and “Unverified”. We extend that

definition to our collected dataset with five class labels.

Let a rumor, RUi, have a list of submissions in ascending time order SU1, SU2, ... SUm

and a list of topics T1, T2, ... Tn that are extracted from the submission titles in ascending

time order. Each submission SU j has a list of user comments C1, C2, ... Ck. Each user

comment has a sentiment analysis score. If a comment Cx of user Uo replies to comment

Cy of user Up, there will be a connection from user Uo to user Up in the user interaction

graph. The task is to determine whether a rumor in OSNs could be categorized into one of

the five categories: “False”, “Mostly False”, “True”, “Mostly True”, and “Half True” using

the above submissions, user interaction graph, and other metadata.

6.3.1 Social Science and Psychology Features

Existing research has used various ad-hoc feature sets from rumor data for the rumor

veracity classification task. The classification result is reported based on machine learning

techniques without considering social science and psychology theories. Little work has tried

to understand and build the feature sets from grounded theoretical work about rumor spread

from social science and psychology. Linguistic Inquiry and Word Count to build a set of

features that reflect the process of doubt, negation, and guessing of rumor propagation were

used in [96, 55]. In contrast, we adopt two rumor theories. The first is the rumor spread

theory “The Basic Law of Rumor” [35] where the truth and strength of a rumor depend on

the importance of its topics and the significance of its ambiguity. For example, if a rumor is

about an important individual (e.g., “Obama is a Muslim”), it is more likely to be spread

further and more likely to be false. In addition, rumors that are hard to verify will likely last

longer. Researchers have shown that the more controversial the comments, the more popular

the post will be [49]. Intuitively, we take advantage of extracted Wikipedia topics from

rumor data to represent the importance of a rumor (see Section 6.3.1) and the sentiment

score of users’ comments to represent the controversy of a rumor (see Section 6.3.2) .

The second is the rumor spread model theory of Daley and Kendall [38]. We compute

the numbers of spreaders, ignorants, and stiflers in a rumor throughout its life cycle as

discussed in Dang et al. [45]. In this model, N is the number of users who interact with this

rumor. In the beginning, one user learns about this rumor from another source and tries to



94

spread it by posting a submission. Other users will read this submission and start spreading

to other members. In each submission, a user is categorized into one of the three categories:

spreaders, ignorants, and stiflers, which are denoted as S, I, and R, respectively. Spreaders

are people who actively spread the rumor; Ignorants are people who are ignorant of the

rumor at first but will become either spreaders or stiflers at a later stage; Stiflers are people

who posted about the rumor, but are no longer interested in spreading it. This rumor spread

model is modeled as a stochastic process on P = {S, I,R}N , where N is the total number of

users for a rumor in the dataset. Let the state of user i at time t be a function of time Xi(t).

The procedure to compute Xi(t) is as follows:

1. The user who posted the first submission about this rumor at time t = 0 is the spreader

(|S|= 1, |I|= N−1, |R|= 0).

2. Users who reply to the first submission are ignorants at t0 and will become spreaders

at t1.

3. At time ti:

(a) If user j posts this submission, user j is a spreader.

(b) If user j has a comment on this submission:

i. User j is a spreader if user j has a comment at ti−1.

ii. User j is a stifler if user j has a comment at time from ti−2 to t0.

iii. User j is an ignorant if user j has no comments at time from ti−1 to t0.

(c) User j will become a spreader at time ti+1.

Based on those two rumor spread theories, we build various features for the rumor

veracity classification task.

6.3.2 Topic Features

Previous studies highlight the importance of topics that affect the popularity of a rumor.

The importance of a topic plays a significant role in the popularity of rumor spread according

to Rosnow and Foster [138], while users spread rumors when they feel anxious about a topic

they are interested in (e.g., AIDS-related rumors) according to Bordia and DiFonzo [20].

For each submission, we use the Dexter topic extraction tool, [149] to obtain all Wikipedia

topics in submission titles. We use the number of topics in each rumor to determine how

important this rumor is. Also, we compute the approximate entropy (ApEn) for each topic

list of a rumor. ApEn is a method to evaluate the regularity and the unpredictability of the

fluctuating nature of temporal data. Researchers have used this approach to compute topic
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(a)

(b)

Figure 6.2: Topic features between true vs. false rumors: a) “Melania Trump Reminds the
President to Put His Hand Over His Heart”, b) “Obama is a Muslim”. In this graph, each
node is a Wikipedia topic that is extracted from the submission title. There is a connection
between two continuous submissions of two topics if their semantic similarity score is above
0.5. For the true rumor, we have a concise list of topics, while we have a wide range of
topics about the false rumor “Obama is a Muslim”. The node and connection size and color
are generated automatically based on the number of topics for the best visual layout.

evolution models [18, 114]. Our first assumption is that true rumors are usually verified in a

short time, while false rumors take longer to be debunked. The second assumption is that

the topics of true rumors are more regular and predictable than false rumors. An example of

topic evolution between a true rumor and a false rumor is shown in Figure 6.2. We observe

that the topics of true rumors are more regular and less fluctuating than false rumors.

For each rumor RUi, we have a list of topics T1,T2, ...Tn in ascending order. To calculate

the distance between two topics for ApEn, we compute the semantic similarity between two

topics, T1 and T2, using Google Tri-gram Method [90].
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6.3.3 Sentiment Features

Online rumors could draw attention, stimulate involvement, and influence attitudes and

actions of OSN users [56]. In an online conversation, user sentiment significantly contributes

to how news or topics become popular [49]. Each user comment is parsed into sentences

and each sentence is assigned a sentiment score: “Positive”,“Negative”, or “Neutral” using

the OpenNLP toolkit. We apply the concepts of sentiment polarity and subjectivity of Zhang

and Skiena [163] for each rumor in our ground-truth dataset as follows:

polarity score = (p−n)/(p+n) (6.1)

sub jectivity score = (n+ p)/N (6.2)

where p is the number of positive statements, n is the number of negative statements, and

N is the total number of statements (including neutral statements). Polarity score represents

whether a rumor is associated with the entity positively or negatively, while subjectivity

score depicts how much sentiment a rumor garners.

6.3.4 Network Structural Features

The questions of who spreads rumors and how have been studied extensively in the

literature [57, 48]. Researchers have stated that rumors are usually spread by few influencing

users, and these users could spread rumors a lot quicker and cause significant damage to the

individual targets in OSNs [115]. Using this assumption, we compute the betweenness and

closeness of the user interaction directed graph as shown in Figure 6.3 where a node is a

user, and an edge between two nodes represents that a user (denoted by one node) replies

to a comment of another user (denoted by another node). A user with a high betweenness

centrality score could propagate rumorous news to a large user population in the network and

influence the popularity of a rumor, while a user with a high closeness centrality score could

transmit the rumor to a large user population in a short time. These users play a crucial role

in detecting the truth of rumors in its early stage. As influencing users could significantly

impact the popularity of a rumor and its truthfulness, we use the highest betweenness and

closeness scores in the user graph as features for the classification task.

6.3.5 Content Analysis — the Wisdom of the Crowd

Previous studies have used various features to distinguish between rumors and non-

rumors [132, 96]. In this chapter, we study whether we could identify the level of truth

https://opennlp.apache.org/
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Figure 6.3: User interaction directed graph of the false rumor “Obama is a Muslim”. Each
node is a user and an edge represents the connection between two users (who replies to
who). The node size represents the centrality score of the users.

of rumors based on how users respond to these rumors. Why people spread rumors in

a social network psychologically has been studied [20]. People spread rumors based on

three motivations: (1) fact-finding, (2) relationship-building, and (3) self-enhancement.

Fact-finding people intend to find the truth of rumors through a problem-solving process. In

contrast, those motivated by relationship-building are simply interested in communicating

and interacting with other individuals by sharing information about particular rumors. Self-

enhancement people are either consciously or unconsciously approving false rumors. How

users interact with each other within a rumor was studied in Dang et al. [48], finding that a

dominant number of users just try to joke about this rumor. Also, there are more users who

try to disapprove a false rumor than to approve it. Based on this finding, we aim to identify

whether we could use the wisdom of the crowd (i.e., users’ comments) to debunk a rumor

and find its truth. Social science and Psychology, Topic, Sentiment, Network Structural,

and Content features for the rumor veracity classification task are shown in Table 6.1. The

architecture of the proposed approach is shown in Figure 6.1.

6.4 Results

This section describes the analysis of the data and highlights the characteristics of

rumors in each category using the experimental results. We first report the results on how to

accurately classify rumors into one of the five categories. Next, we treat the rumors in the
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Table 6.1: Feature sets that are established from ground-up social science theories and other
Basic Features (BF).

Group Features

Social Science
and Psychology

Number of spreaders

Number of stiflers

Number of ignorants

Topic
Number of topics

Approximate entropy score

Sentiment
Polarity score

Subjectivity score

Network Structural

Number of submissions (BF)

Number of comments (BF)

Number of unique users (BF)

Betweenness centrality score

Closeness centrality score

Content TF-IDF user comment vectors

“Mostly False” to be the same as the category “False”, and the rumors in the “Mostly True”

to be the same as the category “True”. This combination results in a three-class classification

task: “False”, “True”, and “Half True”. Finally, we filter out the rumors in the category

“Half True” and report the result for a two-class classification task.

6.4.1 The Newly-created Reddit Rumor Dataset

For each rumor, we need to collect the following elements: 1) The truth about this

rumor, 2) Posts (data) about this rumor, and 3) Metadata about this rumor, such as sentiment

analysis, topics, and user interaction graphs. For the dataset, we first identified the most

popular rumors (58 true and false rumors) from previous work [96, 52]. In addition, we

collect 30 new rumors from Snopes.com and Politifact.com that could belong to one of the

three new categories: “Mostly False”, “Mostly True”, and “Half True”. The labels of the

combined rumor list are verified with the five categories from these websites. We identified
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Table 6.2: The newly-created Reddit rumor ground-truth dataset. The table also shows the
number of long-standing rumors in each category.

Category No. Rumors Avg. No.
Submissions

Avg. No.
Comments

Long-Standing Rumors

False 48 14 249 34

Mostly
False

10 11 198 7

True 10 8 98 7

Mostly
True

10 87 8 8

Half True 10 6 99 8

Table 6.3: Classification results for different sets of categories.

Category Accuracy Precision Recall F1

Five classes 0.589 0.584 0.545 0.564

Three classes 0.670 0.670 0.670 0.670

Two classes 0.752 0.750 0.744 0.747

a total of 88 rumors (see the Supplementary Material — Rumor Description) and extracted

submissions if a submission contains explicit keywords relevant to the rumor. We adopt

RumourFlow [45] to collect and visualize rumor data in Reddit. All collected rumor data

are provided to the visualization system through a JSON restful web service and a JAVA

backend. The goal of using RumourFlow visualization is to analyze and understand the

characteristics of rumors in each category and confirm whether the feature sets derived from

social science work could be applied.

Overall, we collected 88 rumors that belong to one of the five categories: “False”,

“Mostly False”, “True”, “Mostly True”, and “Half True”. For each rumor category, we also

report the number of long-standing rumors vs. breaking news rumors. Long-standing rumors

are rumors that have been discussed and propagated for a long period while breaking news

rumors are usually circulated in breaking news events, such as natural disaster, political

events in their early circulation [168]. The long-standing rumors are dominant in the
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Table 6.4: Classification results for topic, sentiment and structural features.

Category Accuracy Precision Recall F1

Five classes 0.484 0.442 0.398 0.419

Three classes 0.631 0.546 0.534 0.540

Two classes 0.781 0.674 0.628 0.650

Table 6.5: Classification results for combined features of content, topic, sentiment and
structural features.

Category Accuracy Precision Recall F1

Five classes (5C) 0.795 0.586 0.729 0.761

5C minus structural 0.593 0.593 0.729 0.654

Three classes (3C) 0.864 0.860 0.852 0.856

3C minus minus structural 0.745 0.745 0.792 0.768

Two classes (2C) 0.927 0.928 0.879 0.903

2C minus structural 0.795 0.796 0.729 0.761

dataset. A detailed statistics of the newly-created rumor dataset is shown in Table 6.2. We

observed that false rumors and mostly false rumors receive the highest number of discussed

submissions and comments. This supports the assumption that false rumors are more popular

than true rumors [115].

6.4.2 Content Feature Classification

We transform users’ comments on rumors into TF-IDF vectors, the elements of which

reflect how important a word is in a document or in a corpus (stop words are removed). Each

rumor is represented by a vector of the 200 highest ranking words. We choose Naive Bayes

classification (NB) with ten-fold cross validation from Weka [76], as NB is fast to build and

could be trained with less data. Those two characteristics of NB are important for the rumor

veracity task. The results of the classification are shown in Table 6.3.

For the five class result, we achieve 56.4% F1 score. The results get better with three

classes and two classes with 67% and 74.7% F1 score respectively. The result shows that
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the proposed approach can better distinguish the difference between true rumors and false

rumors. We achieve the best result without the category “Half True”. This is because “Half

True” rumors are very controversial and not easily identifiable.

6.4.3 Social Science and Psychology, Topic, Sentiment, and Network Structural

Feature Classification Result

We report the classification results using social science and psychology, topic, sentiment,

and network structural features in Table 6.4. We have the same pattern as using the content

features, but the results do not perform as well as using the content features. The classifi-

cation results of two and three classes are better than the five classes in terms of accuracy

and recall. We again observe that the classification results are significantly better for the

two-class classification task. This supports that the rumors in the category “Half True” are

harder to detect. Although the system achieved lower accuracy than the content features, the

results are still close. We plan to integrate the intrinsic characteristics of the two feature sets

aiming to achieve a better result than either.

6.4.4 Combined Feature Classification Result

After combining the social science and psychology, sentiment, topic, and network

structural features with the 200 highest-ranking attributes of content features from TF-IDF

vectors, we achieve the best result as shown in Table 6.5. We achieve the best precision

and recall using only two classes, and this result is comparable with the two-class veracity

classification results reported in Kwon et al. [96] on a different dataset. We also evaluate

the importance of the three social science features: number of spreaders, number of stiflers,

and number of ignorants from the social science and psychology group by performing the

ablation test. The three attributes that are built from Daley and Kendall’s stochastic rumor

spread theory are demonstrated to significantly improve classification quality, as shown in

Table 6.5.

6.4.5 Rumor Truth Time-varying Result

We also investigate whether we can detect a rumor in its earlier stages and still maintain

accuracy. As rumors may have different peak cycles, we build the combination feature sets

based on different time windows and classify using the following intervals: three hours,

three days, seven days, 14 days, and 28 days. Classification achieves an F1 score above 60%

after the first seven days and the result after 28 days is comparable to the best result in Table

6.5, as shown in Figure 6.4. The system did not perform well when trying to find the level
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Figure 6.4: Five-class classification results over time. The system achieves the best F1 score
(0.78) on day 28.

(a) (b)

Figure 6.5: Long-standing vs. breaking news rumors a) The long-standing false rumor
“(alligators live in sewers) ” has various peaks and the highest peak is usually not the first
peak, b) The breaking news rumor “Nascar endorsed Trump” has the highest peak first and
smaller peaks occurred later. The x-axis represents the time, while the y-axis represents the
number of comments for each submission.

of truth of rumors after three hours or three days.

We observe and compare the fluctuating nature between long-standing vs. breaking news

rumors using RumourFlow in Figure 6.5. The long-standing rumors have various peaks over

a long period, and the highest peak of comments is usually reached after the rumor has been

discussed for a while. On the other hand, the breaking news rumors usually have the highest

peak at the beginning and several smaller peaks until they die. We select rumor data from

the beginning until the highest peak of comments. For the first peak, we select rumor data

from the beginning until the first peak of comments. Using this finding, we investigate the

performance of the veracity classification task after a rumor’s first peak and highest peak.

For the five-class veracity classification task, we achieve the best F1 = 0.78 using rumors’

highest peak and F1= 0.73 using the rumors’ first peak. This is an important finding as the

system could effectively detect the level of truth for breaking news rumors in a short time

(the average highest peak of breaking news rumors in the dataset is three hours).
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6.5 Discussion and Conclusion

In this chapter, we introduce a new Reddit rumor dataset where each rumor is categorized

into one of five categories: “False”, “Mostly False”, “True”, “Mostly True”, and “Half True”.

The truth levels of rumors in this dataset better reflect the fine-tuned truth values of rumors

in Snopes.com and Politifact.com. Next, we investigate whether the proposed approach can

effectively detect and debunk the truthfulness of rumors through an extensive set of features

including social science and psychology theories. The experiments show that our system

can efficiently detect the truthfulness of rumors. This could bridge the gap between social

science theories and experimental research of rumor spread in online social networks.

We also explore various feature sets and levels of truth of rumors in the experiments. We

found that the system best detects rumors in two classes “False” or “True”. The “Half True”

category degrades the classification result. One of the underlying reasons is the conflicting

characteristics of such rumors. We also found similarity between “False” and “Mostly False”

as well as between “True” and “Mostly True” rumor categories. This shows that social

media users do not distinguish between those two categories. This observation matches

the characteristics of political rumors where politicians do not always make 100% true

statements. Our two-class rumor veracity classification result is comparable with the the-

state-of-the-art method in the literature [96]. The experiments also show that the attributes

of social science theories significantly boost the result of the rumor veracity task.

Early detection of the truth of rumors is a key factor in preventing their spread. The

experiments show that we could effectively debunk rumors as early as in seven days. We

also find that the proposed approach can efficiently find the truth of rumors after their first

peak (F1 = 0.73). Hence, it is possible to effectively detect the truth levels of breaking news

rumors in three hours. On the other hand, the long-standing rumors could be efficiently

debunked after the rumors’ highest peaks (usually after 28 days). Due to Twitter API limits

and lack of availability of sufficient data in the existing datasets in the literature, we have

not been able to construct and evaluate our proposed feature set derived from social sciences

and psychology with those datasets. Important future work will be to extend and compare

the results of the proposed Reddit rumor dataset with other comparable rumor datasets (e.g.,

rumors on Twitter). In addition, solving the problem of the “Half True” rumors is an urgent

need as it is more and more popular in political news.
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Conclusions

In this thesis, we first introduce a new Reddit temporal n-gram corpus, which is designed

specifically for social media text. We create the corpus using distributed parallel computing

and implement a cloud-based visualization interface so that end users can query any n-grams

from the corpus. Both the corpus and the interface are publicly available in this URL -

Reddit n-gram temporal corpus. This large-scale terabyte corpus includes all the word

unigram to 5-gram and their frequency per month from October 2007 to August 2016. Using

the 5-gram in the corpus, we introduce a topic based latent semantic analysis to compute

semantic similarity for social media texts. The proposed topic-based latent semantic analysis

outperforms all the state-of-the-art unsupervised and semi-supervised methods in SEMEVAL

2015 Task 1 — Semantic Similarity for the PIT-2015 dataset. Combined with sentiment

analysis, the proposed approach also achieves the best result for the Paraphrase Identification

of SEMEVAL 2015 Task 1. In addition, TLSA is language-independent and scalable for the

large-scale nature of social media text.

First, we present a meme detecting framework to identify emerging events and rumour-

driven topics in online social networks. This framework makes use of semantic similarity

and Wikipedia concepts as external knowledge for the meme clustering task. It also defines

several pairwise similarity scores between elements of two submissions. These strategies

include average, maximum, linear combination, internal centrality-based weighting, and

similarity score reweighting with relevance user feedback. The internal centrality-based

weighting strategy computes the weight factors for each element of a submission by con-

sidering its surrounding context, while the similarity score reweighting with relevance user

feedback strategy involves end-users to give a score between two submissions. Finally, we

propose an offline-online meme clustering framework to both detect memes in real time and

achieve good clustering results.

Second, we proposed RumorFlow, a visualization framework for visualizing rumour

evolution, topic change, and user activity in online social networks. End users can collect,
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analyze, and visualize various aspects that are typical of rumour spreading, such as simulta-

neous analysis of user and topic, rumour and topic, and rumour and user. Social science

research and analysis could benefit from the system and the approach. It is our intention to

create a layer of an application-specific interface to allow access by typical users in such

human behavioral studies.

Finally, using the proposed visualization framework, we analyze rumour spread patterns

and introduce a novel approach to detect rumour veracity in its early stage. Each rumour

is categorized into one of five categories: “False”, “Mostly False”, “True”, “Mostly True”,

and “Half True”. The truth levels of rumours in this dataset better reflect the fine-tuned

truth values of rumours in Snopes.com and Politifact.com. The system adopts an extensive

set of features including social science and psychology theories for the rumour veracity

detection task. The experiments show that our system can efficiently detect the truthfulness

of rumours.

The end goals of the thesis are to study and improve two limitations of online social

networks. For the first limitation, we try to improve the shortness and noisiness of social

media text that is transmitted in online social networks. The results in Chapter 2 show that

the newly-created and large-scale n-gram corpus that is derived from social media data could

improve the performance of current natural language processing systems. This contribution

provides opportunities for existing natural language processing systems to overcome the

intrinsic limitation of social media text and advance the-state-of-the-art NLP systems. For

the second limitation, we aim to limit the spread of misleading information that is spread

in online social networks by collecting, analyzing, visualizing, detecting, and debunking

rumors in online social networks. The results from Chapter 3, Chapter 4, Chapter 5, and

Chapter 6 show that the proposed approach could effectively detect and debunk rumors in its

early stage. With this contribution, the thesis could play an important role in promoting the

spread of credible information and limiting the spread of false information in online social

networks.

Another crucial contribution of the research is to provide a different angle for rumour

research based on social science theories. The results from Chapter 4, Chapter 5, and

Chapter 6 show that using knowledge and insights from established social science theories

provides a better understanding of rumour spread and patterns in online social networks

and improves the classification results for rumour detection. This could bridge the gap
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between social science theories and experimental research of rumour spread in online social

networks.

7.1 Future Research Directions

For future work, we aim to take advantage of the newly-create corpus to study the

linguistic patterns of social media text and finding the meaning of new words in social media.

We also plan to integrate this proposed semantic similarity algorithm into our existing work

for the meme clustering tasks and proposed visualization framework.

Another crucial future work is to extend the proposed visualization framework to other

social network websites, such as Twitter, Facebook, and Google Plus. This will help

researchers to understand the patterns of how a rumour is spread, its pattern, and detect

emerging rumours. Comparing the spread of rumour-driven memes between Reddit and

other OSNs and finding a correlation between them will provide a more holistic view of

rumour spread.

Important future work will be to extend and compare the results of the proposed Reddit

rumor dataset with other rumor datasets (e.g., rumors on Twitter). In addition, solving the

problem of the “Half True” rumors is an urgent need as it is more and more popular in

political news.

Investigative applications of various kinds can also benefit from the proposed framework.

For general end-users, we intend to build a set of training-by-example tools and video

tutorials for human learning. All related datasets and documentation will be publicly

available. Two particular important extensions are planned. One involves using the system

to inspire and extract features for categorization of user behaviors towards rumors, and a

second extension involves adding the possibility for users to remove and add information,

influencing the layouts. Topics, for instance, are currently extracted with Wikipedia concepts,

but users will be able to suggest topics, that can then be detected and added to the current

visualizations. The system handles large amounts of data at once in near real time, except

for the preprocessing phase. However, some networks reach tens of thousands of users

and hundreds of thousands of comments, users and for those, we intend to build a parallel

processing framework so as to analyze rumor in massive user networks.
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