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Abstract

Wikipedia is becoming an important knowledge source in various domain specific applica-

tions based on concept representation. While lexical resources like WordNet cover generic

English well, they are weak in their coverage of domain-specific terms and named entities,

which is one of the strengths of Wikipedia. Furthermore, semantic relatedness methods

that rely on the hierarchical structure of a lexical resource are not directly applicable to the

Wikipedia link structure, which is not hierarchical and whose links do not capture well de-

fined semantic relationships like hyponymy. We introduce a vector space representation of

concepts using Wikipedia graph structure to calculate semantic relatedness. The proposed

method starts from the neighbourhood graph of a concept as the primary form and trans-

fers this graph into a vector space to obtain the final representation. The proposed method

achieves state-of-the-art results on various relatedness datasets. We evaluate Wikipedia in

a domain-specific semantic relatedness task and are able to demonstrate that Wikipedia-

based methods can be competitive with state of the art ontology-based methods and dis-

tributional methods in the biomedical domain. The comparison includes a wide range of

structure and corpus-based methods, such as our proposed word2vec-based embeddings:

a hybrid distributional/knowledge-based word2vec and node-embedding, a word2vec ap-

plication on graph structure. Our representations have also been reported to achieve the

highest results in a query expansion task.

We also use a standard coherence model to show that the proposed relatedness method

performs successfully in Word Sense Disambiguation (WSD). We then suggest a different

formulation for coherence to demonstrate that, in a short enough sentence, there is one key

entity that can help disambiguate every other entity. Using this finding, we provide a vector

space based method that can outperform the standard coherence model in a significantly

shorter computation time. We use our findings in WSD to create a complete wikifier, a

supervised approach based on learning to rank that combines our new coherence measure

with other sources of information, such as textual context. The final product is an open

source project that is available through direct API or web service.

xi
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Chapter 1

Introduction

“Concepts1 are the constituents of thought” [124]. We address the problem of finding a

concept representation that can be used in basic Natural Language Processing (NLP) tasks,

such as semantic relatedness, word sense disambiguation (WSD) or document annotation.

The traditional way of representing a concept is based on set theory, attributed to Aris-

totle. In this view, a concept can be represented by a set with its elements being its at-

tributes. For example, a bird can be defined by a set of properties such as {has-wings,

can-fly, lays-eggs}. It is obvious that finding this set is not always easy. For example, an

Ostrich cannot fly and still is a bird, while a butterfly has all these properties and yet is

not a bird. The history of philosophy is full of efforts to define concepts in terms of their

essential properties, referred to as essentialists. It took a long time until Ludwig Wittgen-

stein developed his Family resemblance theory in which he states that no such set exists;

items (here, different birds) have only overlapping similarities. This theory gained a lot of

attention in psychology and many experiments proved its correctness [174]. An equivalent

theory following family resemblance is cue validity theory (a.k.a. conditional probability

of features) which replaces the binary relationship between properties and concepts with

conditional probabilities [173]. Many other forms of representations have been suggested

and the most popular one is the vector space model, sometimes referred to in cognitive

domain as spatial representation [69]. In cognitive linguistics, the basic dimensions are

chosen to be basic attributes, referred to as quality dimensions [59] and the space is called

conceptual space. In more pragmatic views, the constraints on dimensions are relaxed and

they can be anything, from the term-set [179] to hidden (or imaginary, latent) concepts in

LSA [101].

The elements of this vector can be inferred either by incorporating expert knowledge

expressed in the form of ontologies, or distributional analysis of an unstructured corpus.

1In computational linguistics, the border between what is called a concept in cognitive science (such as
bird) or an instance or object of such concept (such as Sparrow) is fuzzy and they are all referred to as a
concept.

1
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Ontologies are human-curated and reliable; however, they have several limitations:

1. Creating and maintaining quality domain ontologies is labour-intensive; such ontolo-

gies are maintained only in some critical domains, such as the biomedical domain.

2. Consequently, many ontologies are far from complete, and an attempt has been made

to maintain only very crucial relations, mostly taxonomic relations (IS-A).

Distributional approaches are a way to overcome these limitations. Typically, to find the

dimensions, the term-set of the collection is used and for the projection, co-occurrence in

a context is usually the core idea. But the main limitation of distributional methods is their

need to have access to sufficiently large corpora to be competitive [1]. Although corpus

creation is less costly than an ontology, compiling a suitable corpus for a specific domain

is still not a trivial task.

Wikipedia, on the other hand, is getting more popular and evaluating it in different

tasks shows its acceptance by the NLP and IR communities. Comparing Wikipedia with

the other two resources reveals some of its strengths:

1. It is cheap, as a result of crowdsourcing, and yet studies suggest it is very reli-

able [203, 40, 169].

2. Features are human-curated, and not being restricted to a specific relation makes

them very rich.

3. Provides Literary Warrant [77], a term used to denote the explanation provided to

the user in justification of a relatedness.

4. Wikipedia covers a wide range of domains. This is the main feature of Wikipedia

that makes it a suitable resource for domain-specific analysis.

As a result, the first problem we are addressing in this manuscript is the suitability of

Wikipedia for domain-specific semantic analysis.

The second motivation is to use the Wikipedia structure to represent a concept, formu-

lated as follows: we are given the Wikipedia graph and the objective is to find a suitable

embedding, that is, a vector representation for each concept. We make two important as-

sumptions in our approach:
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1. The graph structure of Wikipedia suffices to represent the concepts.

2. The neighbourhood of a concept contains all the information needed to represent the

concept.

Regarding the first assumption, we have to note that using the Wikipedia graph can be

seen as a kind of feature selection. In other words, we conjecture that ignoring non-concept

words does not affect the quality. Also the graph structure is richer in some aspects; many

low-frequency concepts do not co-occur with other words, but they do play a role in the

graph structure, due to their links to high-frequency words and also categories.

The second assumption can be justified from a computational point of view. The

Wikipedia graph has a very small diameter and expanding a node more than a single level

can lead to a blow up on the number of nodes.

The intuition behind our proposed method is to use the nodes in the neighbourhood of

a concept and rank them using the structure of the graph. For example; September 2008

and Clozapine are both connected to Schizophrenia, where the former is just a date when

new statistics about behavioural disorders were published, and the latter is a drug to treat

Schizophrenia. The whole process can be illustrated with an example, for a diverse entity

such as Noam Chomsky.

To asses the suitability of Wikipedia and the quality of our representations at the same

time, we evaluate our vectors in a very basic task in concept-based text processing: se-

mantic relatedness in the biomedical domain. Given a pair of concepts, semantic related-

ness is defined to be a real value representing any possible taxonomic or non-taxonomic

relationship between them. Having a vector representation, calculating the semantic relat-

edness can be done using any well-known metric.Biomedical domain has two important

advantages over other domains: first, there exist several well-known ontologies, all human-

curated and actively used and maintained by domain experts. Second, calculating semantic

relatedness is a well explored problem in this domain and a rich literature exists on dif-

ferent ontology-based and corpus-based methods. We compare our semantic relatedness

methods with various ontology-based, corpus-based and hybrid methods. The evaluations

are usually done on ground truth datasets, consisting of several pairs of concepts along with

a real value, expressing the degree of relatedness between each pair.

The quality of these datasets can be an issue in the evaluations; they are usually limited

in size and vulnerable to subjective errors. Also semantic relatedness is usually going to be
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Figure 1.1: Illustration of the steps of finding a vector representation for the concept of
Noam Chomsky

used as an inner module of a more practical NLP tool. This motivated us to perform extrin-

sic evaluations by using the concept representations in other NLP tasks. We first report a

successful incorporation of our embeddings in a “Microblog Filtering System” [118, 119].

The task is approached using a classic information retrieval approach, and several semantic

relatedness methods are tried in the query expansion phase. The results demonstrate that

our representation achieves the best performance compared with the other approaches.

However, most of our evaluation is focused on the word sense disambiguation (WSD)

task. Words in a sentence can have multiple senses, classic examples are “bass” (a type

of fish or a musical term) or “bank” (sloping land or a financial institute). WSD is the

problem of identifying the correct senses for all ambiguous words in a given sentence. By

limiting ourself to only the concept representations and ignoring other useful information

that can help disambiguation, we tend to compare our semantic relatedness method with

other methods regarding this task. We start from a standard model, called coherence model,

which among possible senses for a word, picks the ones that maximizes the sum of pairwise

similarities of the words. Being an NP-complete problem, we use Integer Programming



5

(IP) to solve the optimization. Our semantic relatedness method outperforms popular state-

of-the-art methods on multiple datasets.

We later observed that in a short sentence, there is usually one entity that once disam-

biguated, can help to disambiguate every other entity . We refer to this entity as the key

entity. Using this notion, we redefine the coherence measure to be the sum of similarities

of all entities in the sentence to the key entity. In our first attempt, we try to solve the

new optimization directly, which leads to a quadratic solution, a big improvement over the

original NP-complete problem. We refer to this new approach as key entity based word

sense disambiguation. We demonstrate that not only is the new optimization much easier

to solve, it results in an improvement of the final results.

In a second attempt, we try to use the vector space model to guess this key entity directly.

This is achieved by simple vector space operations to model the context vector and confi-

dence of a disambiguation. The goal of this VSM-based key entity recognition is to show

how having vector representations can be beneficial, as opposed to a black-box semantic

relatedness module. Compared to the aforementioned entity disambiguation methods (co-

herence and quadratic key entity recognition), our VSM-based key entity method shows to

be as successful, and in most cases, more accurate, and more than one hundred times faster.

With the previous modules discussed, we almost have all the necessary components

to implement a Wikifier. Wikifiers usually consist of two main steps: mention detection

(extracting the entities) and link them to Wikipedia. We evaluated several methods for the

first step and our final approach is a combination of two models: a Finite State Transducer

(FST) for detection and a supervised learning model, trained by thousands of examples, for

pruning.

For the entity linking phase, we combine our disambiguation method with the textual

information and some other statistics that we deliberately ignored in the previous exper-

iments. Regarding textual context, we evaluated multiple methods, including a simple

TFIDF [122] and state-of-the-art word2vec [134]. We do this by taking multiple features

from the context and our coherence measure, and feed it to a ”rank learner”. Learning to

rank is a supervised model that, given enough instances of ranked lists with their features,

learns to rank new instances. Learning to rank performs better than a regular classifier in

our experiments. The final product, Wikisim, as a web service, along with all the data and
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the source code, is released as an open source project 2.

1.1 Contributions

The outcome of this research is a collection of methods that can facilitate concept-based

document processing on several levels. The contributions of this research are:

1. A comparative analysis between Wikipedia, biomedical ontologies and biomedical

corpora, in the semantic relatedness task. The results demonstrate that Wikipedia

outperforms the domain-specific resources, and therefore may be an adequate re-

source, especially for domains lacking proper ontologies or corpora.

2. Introducing a hybrid relatedness model of ontology and neural embedding (word2vec)

for the biomedical domain. This model achieves state-of-the-art results on some of

the datasets and serves as a strong baseline in our comparisons.

3. Proposing a new vector representation for concepts using the graph structure of

Wikipedia. The new method is based on neighbourhood embedding of the concepts.

Our representation is evaluated in three NLP tasks: Semantic Relatedness, Query

Expansion and Word Sense Disambiguation. We compare a wide range of graph

embeddings, as well as distributional and more recent neural embeddings.

4. Proposing a new coherence measure, based on the idea of key entity. This approach

conjectures that there exists a key entity in a short sentence that can assist in disam-

biguating other entities. Our model can be optimized in less computation time and

outperforms the previous measure on various datasets.

5. Implementing a Wikifier, a complex system with several modules for entity recog-

nition and disambiguation and linking to Wikipedia. It combines our concept based

method with the textual information using a supervised learning to rank algorithm.

1.2 Outline

The comparison between Wikipedia and biomedical ontologies is done in Chapter 2 (pub-

lished as [191, 181]). We also compare Wikipedia with our hybrid semantic relatedness,
2https://github.com/asajadi/wikisim

https://github.com/asajadi/wikisim
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which is a word2vec trained embedding on a normalized corpus with the aid of biomedi-

cal entity linkers. This method is the first application and adaptation of word2vec for the

biomedical domain, and is used as a baseline in Pakhomov et al. [149], and McInnes and

Pedersen [128]. In this chapter, we also report our first attempt to calculate semantic relat-

edness using Wikipedia. The introduced method has two limitations: (1) the representation

is not a vector, therefore we need to use a rather complicated list metric. (2) it does not pro-

vide a powerful concept representation, the final result is a combination of two calculated

relatedness scores and works like a black box (referred to as HITS-sim).

We overcome the two limitations in Chapter 3, which is an extension of an already

published work [180]. When different embeddings are thoroughly reviewed, we can see

that one specific method (rvsPagerank) can provide high-quality vectors. We extend our

comparisons and add more baselines in this chapter, some evaluated for the first time

on Wikipedia, such as graph based distance, neural node embedding (an application of

word2vec on graphs), and normalized Google distance. We also report the evaluation of

incorporating our embeddings in query expansion for microblog filtering in this chapter.

In Chapter 4, we evaluate our concept vectors in WSD. The content of this chapter

is also an extension of [180]. We first try coherence method, a general and similarity-

agnostic method. Later we introduce our two versions of key entity-based disambiguation

and demonstrate that this method can outperform the traditional coherence method, in a

significantly shorter computation time.

In Chapter 5, we introduce a complete Wikifier. This system applies our concept-based

embedding and disambiguation to a realistic project, combining it with other sources of

information such as the textual data of Wikipedia, which we have ignored so far. The

combination is done using state-of-the-art learning to rank algorithms.

We provide an open-source web service to facilitate incorporating the system into NLP

projects. In Appendix A, we discuss the API of the system, as well as a high level introduc-

tion to the technologies used in the implementation. The initial version of our implemen-

tation won Verifiability, Reproducibility, and Working Description Award (1st place) in the

15th International Conference on Computational Linguistics and Intelligent Text Process-

ing [63].



Chapter 2

Domain-Specific Semantic Relatedness from Wikipedia Structure

2.1 Introduction

Semantic relatedness is a relationship between a pair of concepts. This relation can be the

well known taxonomic relation (i.e., is-a) or any non- taxonomic relation such as antonymy,

meronymy (is-a-part-of ) or domain specific relations, such as is-treated-by and is-caused-

by in the biomedical domain. We address the problem of quantifying the relatedness into a

real value to be used in applications such as query expansion, word sense disambiguation,

and information retrieval. A detailed review of the applications is given in [25].

Most concept-based information retrieval systems in the biomedical domain rely on on-

tologies to calculate relatedness. Ontologies are labour-intensive to create and do not exist

for most domains. Where ontologies are unavailable, an alternative is using distributional

(a.k.a. corpus-based) methods. However, distributional methods can only be competitive

if they have access to sufficiently large domain-specific corpora [1, 61]. Building such

corpora for many domains is not trivial.

This project assesses the suitability of Wikipedia as a potential knowledge resource for

semantic relatedness computation and compares it to three classes of methods: (1) methods

using domain-specific human-authored biomedical ontologies (2) state-of-the-art distribu-

tional methods and (3) a hybrid of ontology based and distributional methods that we build

by using the recent developments in deep learning for distributional representation. The

third method outperforms corpus-based methods previously reported in the literature. We

focus on biomedical domain because of the availability of high-quality ontologies (MeSH,

SNOMED-CT, etc.), a rich literature for extracting semantic relatedness [156, 61], success-

ful distributional methods and corpora [156, 99, 194], and reliable datasets [156, 147, 148].

To calculate relatedness, we present a novel method that takes advantage of the pre-

pared concept graph structure in Wikipedia. By focusing only on the Wikipedia graph, we

implicitly assume that the only relevant phrases in the text of the concept pages are those

linking to other concepts (a.k.a. anchor texts). We also make an explicit assumption, that

8
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the only relevant features for representing a concept c are its neighbours in the Wikipedia

graph, or in other words, those mentioned in the page associated with c and/or those which

mention c in their pages. These pages are human-curated and the relevance is always ex-

plained in the text, so any attempt to use concepts not mentioned in the text disregards the

explanatory structure of Wikipedia and lacks the notion of Literary Warrant [77]. Based on

these assumptions, the intuition behind the proposed algorithm is to use the concepts in the

neighbourhood of a concept and rank them using the structure of the graph. For example,

while September 2008 and Clozapine are both connected to Schizophrenia, the former is

just a date when some new statistics about behavioural disorders were published and should

be ranked lower than the latter that is a drug to treat Schizophrenia.

The contributions of this research are:

1. Comparing Wikipedia against ontologies and distributional methods in estimating

relatedness, thereby demonstrating that Wikipedia may be a suitable knowledge re-

source for calculating relatedness in domains lacking such high quality resources

2. Adapting and evaluating a group of structure-based graph similarity methods of vari-

ous degrees of sophistication on Wikipedia, motivated by the non-hierarchical struc-

ture of Wikipedia,

3. Evaluating the recent dense word embedding called word2vec [134, 133, 135] in the

biomedical domain for the first time. We also propose a hybrid method that combines

word2vec and biomedical knowledge source. This method achieves the highest re-

sults reported in the literature for some of the datasets, and has been cited and used

as a state-of-the-art baseline by the leading researchers in the field of biomedical text

analysis (i.e, Pakhomov et al. [149], and Bridget McInnes and Ted Pedersen [128]).

4. Proposing a new similarity method based on the idea of ranking the neighbours and

evaluating its performance.

All evaluations are performed on datasets containing pairs of biomedical terms and a gold

standard semantic similarity value for each pair. The results are compared with the results

of the ontology-based methods using well known biomedical ontologies as their knowledge

source, as well as distributional methods on well known corpora.
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2.2 Related Work

We summarize the literature of semantic relatedness in three sections: (i) the original prob-

lem in general domain (ii) the biomedical domain and (iii) methods that use Wikipedia as

their knowledge source.

2.2.1 Relatedness in General Domain

Approaches for computing semantic relatedness are traditionally categorized as distribu-

tional (a.k.a. corpus-based), Lexical Knowledge Resource (LKR) based (LKR can refer to

dictionary, taxonomy or ontology) or hybrid if they use both at the same time. This cat-

egorization often obscures the fact that LKR can have content (other than structure) and

plays the role of a corpus as well. For example, Extended Gloss Overlap [15] is known as

LKR based, while it is using both the structure and the definitions (known as glosses) of

WordNet. In this case, WordNet plays the role of both the corpus and the LKR at the same

time. This specific method needs a corpus to operate [153], while having access to an LKR

is optional [156]. There are other methods with the opposite characteristics for which a

corpus can be useful but not necessary [83]. We use the label structure-based to describe

methods using only the structure of a knowledge base, typically via graph-representation.

A list of well known semantic relatedness methods along with the resources they use is

given in Table 2.1.

From another perspective, methods can be either unsupervised or supervised, regard-

ing whether they have access to human-labelled data. Some examples of the approaches

used by unsupervised methods are: path information [205, 104], Information Content

(IC) [170, 90, 186], Latent Semantic Analysis (LSA) [102], n-gram [112, 87], context

similarity methods [15, 153, 1], Normalized Google Distance method (NGD) [39] and Per-

sonalized Pagerank (PPR) algorithm [83, 4]. Regarding methods based on WordNet only,

the state-of-the-art ones are the Context Vector method [156], which uses the glosses, and

the Personalized Pagerank (PPR) method [83, 1], which is based on structure. Corpus-

based methods can produce competitive results using large datasets and computational re-

sources [1]. The best reported results are obtained using hybrid methods on a web corpus

and WordNet [1]. The most successful supervised method is using Support Vector Machine

(SVM) [4].
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2.2.2 Relatedness in the Biomedical Domain

The majority of studies in relatedness in the biomedical field concentrate on ontology-

based methods, as such methods benefit from the availability of high quality manually cu-

rated ontologies. Two well known ontologies are Systematized Nomenclature of Medicine-

Clinical Terms (SNOMED-CT) and Medical Subject Headings (MeSH). These resources

can be accessed directly or through a framework called Unified Medical Language Sys-

tem (UMLS), in which these ontologies and several other terminologies are integrated.

Most of the methods applied on these ontologies are successful WordNet-based meth-

ods [156, 61]. However, there are a few methods developed specifically for the biomedical

domain, (e.g., [145]).

As in the general domain, distributional methods can obtain competitive results in the

biomedical domain, again depending on the quality of the corpus. The distributional ap-

proaches presented in [156, 99, 194] show promising results on small test datasets (although

the last two approaches are in fact hybrid). Some studies suggest that on larger test datasets,

ontology-based methods outperform distributional methods by a wide margin [61].

2.2.3 Relatedness from Wikipedia

Wikipedia as a resource for semantic relatedness has been evaluated on well known domain-

independent datasets. Different methods are either adaptations of ontology-based (WikiRe-

late [161]), distributional (Explicit Semantic Analysis (ESA) [56]), structure-based (Wikipedia

Link Measure (WLM) [202], Visiting probability (VP) [208]) or hybrid (WikiWalk [209])

methods. WikiRelate adapts an ontology-based method to the category structure of Wikipedia.

However, it is significantly outperformed by similar ontology based methods. ESA hap-

pens to be the best single-resource based method [1]. WLM follows ESA in evalua-

tions [202, 209] and has been used in recent projects [183]. Similar to the general case,

Wikipedia-based methods can be categorized as either distributional or structure-based,

depending on whether they use the text of Wikipedia or its structure.

One common problem in the evaluation of the mentioned systems is ignoring the fact

that Wikipedia is an encyclopedia, not a dictionary and therefore, general words are not

covered as well as domain-specific terms. The only domain specific evaluation [206] is

focused on text similarity rather than concrete word similarity. On the contrary, this evalu-

ation method is neither on a standard dataset nor against an ontology.
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General Domain LKR Corpus Approach
Wu and Palmer 1994
(WUP) [205]

✓ ✗ Path Based

Resnik 1995 [170] ✓ ✓(WN Glosses) IC
Jiang and Conrath 1997
(jcn) [90]

✓ ✓(WN Glosses) IC

Landauer 1998 [102] ✗ ✓ LSA
Leacock and Chodorow
1998 (lch) [104]

✓ ✗ Path Based

Lin 1998 (Lin) [111] ✓(WN Glosses) ✓ C
Lin 2003 [112] ✗ ✓ N-gram
Banerjee and Pedersen
2003 [15]

✓ ✓(WN Glosses) Extended Gloss Overlap

Seco et al. 2004 [186] ✓ ✗ Intrinsic IC
Patwardhan and Pedersen
2006 [153]

✓/✗ ✓(WN Glosses) Context Vector

Bollegala et al. 2007 [22] ✗ ✓ SVM (Supervised)
Cilibrasi and Vitanyi 2007
(NGD) [39]

✗ ✓ NGD

Hughes and Ramage
2007 [83]

✓ ✓/✗ PPR

Agirre et al. 2009 [1] ✗ ✓ Context Window
Iosif and Potamianos
2010 [86]

✗ ✓ Search Engine Results

Agirre et al. 2009 [1] ✓ ✗ PPR
Islam et al. 2012 [87] ✗ ✓(Google n-gram) N-gram
Mikolov et al. 2013 [134] ✗ ✓(Wikipedia Text) SkipGram
Biomedical Domain) LKR Corpus Approach
Rada et al. 1989 [166] ✓ ✗ Path Based
Caviedes, and Cimino
2004 (Cdist) [30]

✓ ✗ Path Based

Nguyen and Al-Mubaid
2006 (NAM) [145]

✓ ✗ Path Based

Sánchez and Batet
2011 [182]

✓ ✗ Intrinsic IC Based
(Path+IC)

Table 2.1: A summary of the literature of relatedness methods. The first group was pro-
posed for general domain but most of them have also been evaluated on the biomedical
domain. The second group are those originally proposed for the biomedical domain.



13

Our similarity method is also related to a method [117] proposed for a different task,

namely for calculation of similarity between publications based on the citation graph. This

method uses the authority scores assigned by HITS [98]. Aside from the difference between

domains (citation analysis and concept relatedness), there are three main other differences:

First, we use the neighbourhood graph only. Second, we use all scores returned by HITS,

not only authority scores. Third, we use a different distance calculation (a comparison is

presented in Section 2.6.9).

2.3 Similarity Measures

In this section, we briefly introduce the similarity measures that we use in our study. The

two larger categories are structure-based and distributional. However, within structure-

based method we make a distinction between taxonomic methods, i.e, methods that assume

a tree structure for the knowledge source, and graph-based methods, which use the whole

graph (all relations) in the ontology. Within Distributional methods, we introduce three

methods: Context Vector method [156], a well-known method in the biomedical domain

and ESA [56], a method based on Wikipedia and Word2vec [134].

2.3.1 Taxonomic Structure-Based Measures

There are various ways of using the path length between two concepts in an ontology, in-

cluding simply the path ( [156]), Wu & Palmer method [205] and Leacock & Chodorow

method [104]. This set of measures is widely used when the knowledge source has a

taxonomic structure. However, they have been tried on Wikipedia using its category struc-

ture [161], with a limited success.

Path [166]

Below is the simplest way to measure the similarity between two given concepts a and b.

It is defined as the inverse of the length of the path between them.

rpath(a, b) =
1

len(a, b)
. (2.1)
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LCH [104]

LCH is essentially a scaling of rpath by the depth of the ontology. Let d be the depth of the

ontology, then it is defined as

rLCH(a, b) = 1− log(len(a, b))

log(2× d)
. (2.2)

Wu & Palmer [205]

There are different versions of this measure. The most widely used one is as follows: Let

lcs(a, b) be the least common subsumer of a and b. rwp is defined to be the depth of this

node, scaled by their individual depth

rwp(a, b) =
depth(lcs(a, b))

depth(a) + depth(b)
. (2.3)

However, in one of the other baselines, Garla et al. [61] use a different version of WP

that gives a perfect similarity of 1 for the similarity of a concept with itself.

rwp(a, b) =
2× depth(lcs(a, b))

len(a, b)− 1 + 2× depth(lcs(a, b))
. (2.4)

Using Information Content

One modification to the path based methods is to include the effect of the information

content (IC) of a node. Information content can be calculated from an external source, or

in our case, directly from the ontology [182, 61]:

ICintrinsic(c) = − log

( |leaves(c)|+1
|subsumers(c)|

max(leaves(c)) + 1

)
, (2.5)

where leaves(c) is the set of all leaves descending from c and subsumers(c) is the set

of the ancestors of c, including c. Information content measures the information a node

carries.

One way to directly use information content is to use the Lin measure [111]

rlin(a, b) =
2× IC(lcs(a, b))

IC(a) + IC(b)
. (2.6)

To redefine LCH using this new concept, we need to re define both path and depth (d).

To do so, len(a, b) is replaced by the information content-based distance [90]

lenjc(a, b) = IC(a) + IC(b)− 2× IC(lcs(a, b)), (2.7)
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where lcs(a, b) is the least common subsumer of a and b. Then d is also replaced by icmax,

the maximum information content across all concepts. Finally, the intrinsic information

content based LCH (IIC-LCH) is defined as

IIC-LCH(a, b) = 1− log (lenjc(a, b) + 1)

log (2× icmax + 1)
. (2.8)

The new information-based path length can be used to redefine rpathjc
:

rpathjc
(a, b) =

1

lenjc(a, b) + 1
. (2.9)

2.3.2 Graph-Based Methods

Methods Based on Random Walks

The earliest studies investigating the possibility of using Random Walk for calculating

semantic relatedness are [83] and [16]. The idea is to perform two random walks for given

nodes u and v, each of the walks personalized (or customized) for one of the target nodes,

resulting in two different distributions. Treating a discrete distribution as a vector, the

similarity would be the distance between them; cosine similarity is often used. customized

random walk for a node v is a random walk that restarts from v after several iterations. The

result is a limiting probability of finding the walker on each node of the graph, assuming

that the starting point was v. Another way to interpret the probability distribution is to see

it as the importance (or score) of each node of the graph, from the viewpoint of v.

Several studies, mainly by Hughes [83] and Eneko Agirre [1, 4, 2], have applied this

method and obtained state-of-the-art results for the general and biomedical domains.

Wikipedia Linked-Based Measure (WLM)

WLM [202] is the most widely used similarity measure on Wikipedia. It has been incorpo-

rated in many text mining tasks such as Named Entity Recognition [168, 75, 19, 105] and

Link Prediction [200]. It is the application of another successful similarity metric, Nor-

malized Google Distance (NGD) [39] on Wikipedia, and is one of the strongest baselines.

NGD originally counts occurrences of terms, denoted by n(t) for the term t. WLM uses

the same equation but counts only those occurrences of t that are anchored (linked) to the

Wikipedia page associated with the concept, i.e., I(a) if a is the Wikipedia page. For any
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pair of concepts a and b, Wikipedia Link-Based Measure of the two terms is defined as

Eq. 2.10.

WLM(a, b) =
log(max(|I(a)|, |I(b)|))− log(|I(a)

⋂
I(b)|)

log(|V |)− log(min(|I(a)|, |I(b)|))
, (2.10)

2.3.3 Distributional Methods

Explicit Semantic Analysis (ESA)

Wikipedia contains a large amount of text and can be used as a corpus. Explicit Semantic

Analysis (ESA) [56] is a very simple approach that, using the concept article text, extracts

the term-document matrix and uses the term vectors in the document space as the represen-

tation.

Context Vector Method [156]

Context Vector is one of the first and most widely used hybrid relatedness methods in the

biomedical domain. It calculates a representation for each concept in three steps:

1. A co-occurrence matrix is built for each word (using a fixed size window) from a

large corpus of text (Mayo Clinic Corpus of Clinical Notes with 1,000,000 clinical

notes).

2. Every SNOMED-CT concept c that occurs more than a threshold in the corpus is

looked up in a thesaurus, namely Mayo Clinic Thesaurus, and its description is ex-

tracted. Mayo Clinic Thesaurus is a thesaurus maintained since 1909, containing

5,167,428 unique phrases.

3. Every word in the description is looked up from the co-occurrence matrix, and they

are aggregated to form the context vector for concept c.

It is obvious that this method uses both a corpus and two knowledge sources, making

it a hybrid method. At the end, the semantic relatedness is calculated using the cosine

similarity.
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2.3.4 Word2vec

Word2vec [134, 133] is the state of art among distributional methods. It is a simple (one-

layer) neural network based method that learns a vector for each word in such a way that it is

close to words co-occurring with it, while at the same time far from those that are not. The

algorithm has two different versions, Continuous Bag of Words (CBOW) and Skip-gram.

In CBOW, the goal is to predict a word given its context. In this approach the position

of the words are discarded (hence called BOW), and the average of the context words are

assumed to be the context representation. In SkipGram, on the other hand, contexts of

words are being predicted using the current word (the process is illustrated in Fig. 2.1).

Skip-gram gives consistently better results in the original experiments [134] and in more

recent studies [109].

Figure 2.1: Word2vec word embedding CBOW: Predicting a given word wi given the
context words wi−m, wi−m+1 · · · , wi+m−1, wi+m, Skip-gram: predicting context words
wi−m, wi−m+1 · · · , wi+m−1, wi+m given wi [134]

2.4 Wikipedia Graph

A Wikipedia page is associated with each concept, so a directed graph can be obtained with

nodes representing concepts and edges representing out links from one page to another.
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Definition 2.1 The Basic Wikipedia graph is a digraph Gb(Vb, Eb) where Vb is the set of

Wikipedia concepts and (u, v) ∈ Eb iff there is a link from the page associated with u

pointing to the page associated with v.

There is a specific type of edge, called redirect. Redirecting denotes synonymy (for exam-

ple UK is redirected to United Kingdom). We derive another graph, called Wikipedia graph

by defining the concept of Synonym Ring of a node, i.e, the set of nodes synonymous to it.

The idea is to find a way to group synonym nodes to form a meta node and, using it, merge

the edges between nodes to become edges between meta nodes:

Definition 2.2 Er is defined to be the set of redirections, redirection denotes synonymy:

(u, v) ∈ Er =⇒ (u, v ∈ Eb) ∧ u is a synonym of v (2.11)

Definition 2.3 The Epsilon closure of a node is the set of the nodes accessible from it by

travelling along redirect links:

ε(v) = {v} ∪ {u| ((v, u) ∈ Er) ∨ (∃ui ∈ ε (v) ∧ ((ui, u) ∈ Er))} (2.12)

Definition 2.4 The synonym Ring of a node v is the set of nodes synonymous to v

sr(v) = {u| (u ∈ ε (v)) ∨ (∃ui ∈ sr (v) ∧ ui ∈ ε (u))} (2.13)

In this thesis, by referring to a node associated with a concept, we always mean the syn-

onym ring of the node (Fig. 2.2). Finally the Wikipedia graph can be defined.

Definition 2.5 A Wikipedia graph G(V,E) is the graph on the synonym rings of the nodes

of the basic graph defines as follows:

V = {sr(v)|v ∈ Vb}

E = {(sr(u), sr(v)|(u, v) ∈ Eb − Er}

(2.14)

Definition 2.6 For any digraph G = (V,E) and any node v, We use I(v) to denote the

set of in-neighbours of node v and O(v) to denote the set of its out-neighbours. For each

node v, we define three sub graphs: (i) NG[v], the closed neighbourhood graph of v, is

the subgraph of G induced by v and all vertices adjacent to v. (ii) N−
G [v], the closed in-

neighbourhood graph of v, is the subgraph induced by v and I(V ). (iii) N+
G [v], the closed

out-neighbourhood graph of v, subgraph induced by v and O(V ).
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Figure 2.2: Nodes redirecting to each other form a synonym ring

2.5 Methodology

To confirm our conjectures at the beginning of this chapter, we take the following steps:

1. Report the results obtained using state-of-the-art ontology-based and distributional

methods on various biomedical datasets.

2. Train our hybrid model on a domain-specific corpus to build a strong “non-Wikipedia”

distributional model. This model outperforms previous distributional models in the

literature.

3. Apply different node similarity metrics on Wikipedia and evaluate them on the ground

truth dataset.

4. Evaluate our proposed graph-based methods with the ground truth datasets.

5. Compare the results of 2 to 1 to demonstrate the success of our distributional method.

6. Compare the results from 4 to 1–3 to demonstrate both the richness of Wikipedia

as a knowledge source for the biomedical domain and the success of our proposed

graph-based method.
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2.5.1 Distributional (and Hybrid) Word2vec for the Biomedical Domain

As explained in Section 2.3.4, word2vec is the most widely used distributional method in

the literature. However, no thorough evaluation of it exists so far for the biomedical do-

main. We use word2vec on a biomedical corpus as a strong alternative to both ontologies

and Wikipedia. However, using a pure word2vec method is not very successful, mainly

due to the wide variation of biomedical domain terms: each term has many synonyms. So

we realized that taking an extra step to normalize different forms of a term will affect the

results dramatically. We do this by performing an entity linking to UMLS to replace all

different surface forms with their universal identifier, known as Concept Unique Identi-

fier (CUI). This method is used as a baseline in Pakhomov et al. [149], and McInnes and

Pedersen [128]. We summarize the procedure in the following steps:

1. Corpus preparation: We use a collection of 348,566 references from medical journals

over a five-year period (1987–1991), called OHSUMED dataset [76]. This is the

same dataset used by tensor encoding and other distributional methods (such as [99]).

2. Entity Normalization: We use MetaMap [12] to map the phrases to UMLS concepts.

MetaMap is a tool, widely used in biomedical research, that detects mentions and

disambiguates them. It uses several features and approaches in the process, such as

part of speech tagging, syntactic (shallow) parsing, mention detection and context

analysis. The result is replacing medical terms with their CUIs.

3. Learning the embeddings: We train word2vec on this corpus. Our experiments show

that this is far superior to using only word2vec, or to using the combination of auto-

matic phrase detection and word2vec.

2.5.2 Bibliometrics

The Wikipedia graph is not hierarchical, so well known taxonomy-based methods cannot

be directly applied. To compute the relatedness between concepts, we start from simple and

well known graph-based methods. A straightforward approach to compare two graphs is to

calculate their overlap. In our case, both graphs are vertex-induced subgraphs of one graph,

that is the Wikipedia graph, and hence, overlap measure is simply the vertex overlap. Using

bibliographic similarity terminology, when given two concepts a and b, we can count the



21

portion of common incoming neighbours (co-citation [190], Eq. 2.15), common outgoing

neighbours (coupling [94], Eq. 2.16) and a combination of both through a weighted average

of co-citation and coupling (amsler [11], Eq. 2.17). These are three simple yet powerful

methods for the bibliographical domain, as well as hypertext mining [43].

co-citation(a, b) =
|I(a) ∩ I(b)|
|I(a) ∪ I(b)|

(2.15)

coupling(a, b) =
|O(a) ∩O(b)|
|O(a) ∪O(b)|

(2.16)

amsler(a, b) =
|(I(a) ∪O(a)) ∩ (I(b) ∪O(b))|
|(I(a) ∪O(a)) ∪ (I(b) ∪O(b))|

(2.17)

SimRank

The methods discussed so far focus on only incoming or outgoing links and ignore the

structure of the graph. If we want to go a step further and consider the relationships among

the neighbours, one possibility is using a well known algorithm called SimRank. Sim-

Rank [89] is a structural similarity method extending bibliometrics. It can be considered

as a generalized version of co-citation that takes into account the similarities among the

citing nodes as well. It can be interpreted as the probability of two surfers meeting in the

same node if they start walking backward from a and b [89]. It is a recursive equation

(Eq. 2.18) and runs until it converges.

s0(a, b) = 1 if a = b, else 0

sk+1(a, b) =
C

|I(a)||I(b)|

|I(a)|∑
i=1

|I(b)|∑
j=1

sk(Ii(a), Ij(b)) (2.18)

where Ii(v), for 1 ≤ i ≤ |I(v)| denotes individual incoming neighbours of node v and C

is a decay factor between 0 and 1.

If the recursion is applied to outgoing links, it is called rvs-SimRank [211] (Eq. 2.19),
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and if applied in both directions, it is called P -Rank [211] (Eq. 2.20).

r0(a, b) = p0(a, b) = 1 if a = b, else 0

rk+1(a, b) =
C

|O(a)||O(b)|

|O(a)|∑
i=1

|O(b)|∑
j=1

rk(Oi(a), Oj(b))

(2.19)

pk+1(a, b) = λ× C

|I(a)||I(b)|

|I(a)|∑
i=1

|I(b)|∑
j=1

pk(Ii(a), Ij(b))

+(1− λ) × C

|O(a)||O(b)|

|O(a)|∑
i=1

|O(b)|∑
j=1

pk(Oi(a), Oj(b))

λ ∈ [0, 1] (2.20)

where Ii(v), for 1 ≤ i ≤ |I(v)| and Oi(v), for 1 ≤ i ≤ |O(v)| denote in-neighbours and

out-neighbours of node v respectively.

SimRank should be applied over the entire Wikipedia graph resulting in all pairwise

similarities. Due to scalability limitations and the large size of Wikipedia, we compute

s(a, b), r(a, b) and p(a, b) using only the joint-neighbourhood graph of the concepts u and

v. Similar to the Definition 2.6, we define in-joint-neighbourhood, N−
G [u, v], as the sub-

graph induced by {u, v}∪ I(u)∪ I(v), out-joint-neighbourhood, N+
G [u, v], as the subgraph

induced by {u, v} ∪ O(u) ∪ O(v) and joint-neighbourhood, NG[u, v], as the subgraph in-

duced by {u, v} ∪ I(u) ∪ I(v) ∪O(u) ∪O(v).

Another issue is that nodes with a higher number of neighbours result in a higher simi-

larity. To compensate for this effect, motivated by [89], we propose a final tuning. We need

to slightly change the modification in [89] to keep the metric symmetric.

sP (a, b) = s(a, b) · I(a)P · I(b)P (2.21)

rP (a, b) = r(a, b) ·O(a)P ·O(b)P (2.22)

pP (a, b) = p(a, b) · I(a)P · I(b)P ·O(a)P ·O(b)P (2.23)

P ∈ [0, 1]

2.5.3 Our Proposed Method: HITS Based Similarity

In this section, we propose our similarity method, which can be considered as another form

of extension to basic bibliometric methods. The intuition is: similar nodes with similar
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rankings in the neighbourhood of the two concepts means high relatedness. The problem

with the basic graph overlap calculation is that most nodes have a very high number of

neighbours and not all of them have the same importance. Our idea is to rank the neighbours

of a node based on the role they play in its neighbourhood. We use Hyperlink-Induced

Topic Search (HITS) [98] to do so. HITS is a well known concept in information retrieval.

It was originally developed to rank a set of search results, but we use it in a similarity

calculation method, referred to as HITS-Based method in this project.

Algorithm 1 HITS Based Similarity Computation
1: function HITS -simst (a,b,st)

Input: : a,b, two concepts; st ∈ {HUB, AUTHORITY}, score type

Output: : Similarity between a and b

2: N [a]← Extract a neighbourhood graph for a

3: N [b]← Extract a neighbourhood graph for b

4: L[a]← HITS (N [a], st) ▷ L(a) will contain neighbours of a sorted by HITS

5: L[b]← HITS (N [b], st) ▷ L(b) will contain neighbours of b sorted by HITS

6: L′[a]← append(L[a], reverse(L[b] \ L[a]))
7: L′[b]← append(L[b], reverse(L[a] \ L[b]))
8: return 1− PartialTopKKendall-Distance(L′[a], L′[b])

9: end function

10: function HITS(N ,st)

Input: : N , An adjacency matrix representing a graph; st, score type

Output: : An ordered list of vertices

11: Sc← Using HITS calculation, get the required score (HUB or AUTHORITY) based

on st for each node in N

12: L← sort vertices of N based on Sc in descending order

13: return L

14: end function

To compute similarity between two concepts using this idea, we propose Algorithm 1.

In steps 2 and 3, neighbourhood graphs can be any of the forms introduced in Section 2.4.

In steps 4 and 5, we use the HITS algorithm to obtain a representative list of vertices to use

as the basis of relatedness between the two concepts. HITS gives every node two scores:

hub score and authority score through a recursion on the graph. So if it is run over a
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graph consisting of pages related to a concept (focused graph in HITS terminology), the

final product of the algorithm is two ranked lists: authoritative pages and those which are

good hubs to the authoritative pages. For the similarity measure, we can use either the hub

list HITS -simhub(·, ·) = HITS -simst(·, ·, HUB) or the authority list: HITS -simaut(·, ·) =

HITS -simst(·, ·, AUTHORITY). HITS assigns two initial scores to each node p, authority

score, x⟨p⟩, and hub score, y⟨p⟩, and uses the mutual reinforcement relation between the two

scores:

1. The x score of nodes pointed to by nodes with higher y should be higher.

2. The y score of nodes pointing to nodes with higher x should be higher.

Assuming that E is the set of the edges, HITS initializes every score with 1 and performs

the following iterations for each node p:

x⟨p⟩ ←
∑

q:(q,p)∈E

y⟨q⟩ (2.24)

y⟨p⟩ ←
∑

q:(p,q)∈E

x⟨q⟩ (2.25)

By normalizing these scores after each step, assuming M to be the adjacency matrix,

it is provable that these equations converge and the final value of X , the vector of all x

scores, will be the principal eigenvector of MTM , and the final value of Y , the vector of

all y scores, will be the principal eigenvector of MMT [98].

Extended HITS [187] is another approach that uses the same idea of mutual reinforce-

ment to compute node similarity in a graph. Aside from the two hub and authority lists, it

extracts a third scored list of nodes that can be considered as intermediating between hubs

and authorities. We can treat the scores assigned by Extended-HITS the same way we do

with HITS in Algorithm 1. We refer to this variation by EHITS-sim. Using either of

these scores, we end up representing each concept by a list.

Having two ordered lists after step 5, we are facing a classic ordered list comparison,

which can be done by Kendall’s tau Distance [45]. Kendall’s tau works on two lists with

the same elements and increases the distance for each pair of elements with different orders

in the lists. In steps 6–7, we append the concepts missing in one list and present in the other

one, to the list that is missing them. Our motivation in reversing the order is to penalize the

similarity for any pair that one or both of them are missing in either of the lists.
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Kendall’s tau distance calculates the number of pairwise disagreements between the

two lists. If σ1 and σ2 are two lists, with the same elements (in different orders) and length

n, it is defined as:

K(σ1, σ2) =
2

n(n− 1)

∑
{i,j}∈P

K̄i,j(σ1, σ2) (2.26)

where

• P is the set of unordered pairs of distinct elements of the lists.

• Ki,j(σ1, σ2) is 0 if i and j are in the same order in both of the lists; otherwise it is 1.

Hub and Authority capture two different aspects of similarity, so our final score (and

our proposed method referred to by HITS-sim) will be a weighted average of both scores

to combine them in one similarity score. To avoid parameter tuning, we always use a simple

average with λ = 0.5.

HITS -sim(a, b) = λ× HITS -simhub(a, b)

+ (1− λ)× HITS -simaut(a, b)

λ ∈ [0, 1] (2.27)

2.6 Evaluation

2.6.1 Methods and Parameter Set-ups

For amsler, P -Rank and HITS-sim, we set λ = 0.5 to make it a simple average. Also for

SimRank and its variations, the parameters are taken from the original experiments [89]

(C = 0.8 and P = 0.5). We do not report all variants of SimRank and HITS-based meth-

ods; We obtained the best results with the following settings: SimRank, rvs-SimRank

and P -Rank on N−
G [·], N

+
G [·] and NG[·] respectively and HITS-simaut, HITS-simhub

and EHITS-sim on N−
G [·, ·], N

+
G [·, ·] and NG[·, ·] respectively. All experiments are based

on the 20120403 dump version of Wikipedia.

2.6.2 Example

An excerpt from the vector representation of two similar pairs of concepts is shown in Ta-

ble 2.6.2. We did this experiment using authority score distribution over the in-neighbourhood
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graph. In all four examples, the most related concept to the given concept is itself. Note

that for the second pair, Zoloft and Prozac are brand names for Sertraline and Fluoxetine.

We only have shown the first 10 ranked neighbours, but it is still obvious that our rank-

ing method has been able to bring the more important concepts to the top of the list. The

distribution of the score over all the incoming neighbours is shown in Figure 2.3. The

explanatory nature of Wikipedia make it very easy to explain the relation between con-

cepts. For example with Prozac and Sertraline, we can find the associated sentence: ”in

2010, over 24.4 million prescriptions for generic formulations of Fluoxetine were filled in

the United States, making it the third most prescribed antidepressant after sertraline and

citalopram”.

King Rook Zoloft Prozac
King Rook Sertraline Fluoxetine
Chess Chess Phenelzine Sertraline
Glossary of chess Queen Tranylcypromine Venlafaxine
Algebraic notation Bishop Nefazodone Phenelzine
Pawn Glossary of chess Aripiprazole Tranylcypromine
Rook Pawn Amoxapine Nefazodone
Queen Algebraic notation Clorgiline Fluvoxamine
Bishop Knight Iproniazid Duloxetine
Knight King Buspirone Amitriptyline
327 2118 1245 1112

Table 2.2: Ranking the list of neighbours using the proposed method for two similar pairs
(King, Rook) and (Zoloft,Prozac). Only the top 10 of ranked neighbours for each concept
are shown. The last row shows the number of neighbours.

2.6.3 Semantic Relatedness Comparison Metrics and Significance

The standard relatedness datasets are sets of paired concepts with a human-assigned score

which is considered to be the ground truth for their relatedness. The more scores reported

by the automatic system correlate with the ground truth, the better the system is. The pre-

ferred method to measure this is Spearman’s rank correlation, denoted by ρ (a.k.a. Spear-

man’s rho). Having two variables X and Y , Spearman’s rank correlation is defined to be

the Pearson correlation between the ranks. If we define RX to be the rank vector of X , i.e,

RX
i be the rank of Xi in X , and similarly, RY be the rank vector of Y , Spearman’s rho can
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Figure 2.3: Distribution of authority scores for four concept examples
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be calculated by Eq 14.6.1 from [162]:

ρ =

∑
i(R

X
i − R̄X)(RY

i − R̄Y )√∑
i(R

X
i − R̄X)2

√∑
i(R

Y
i − R̄Y )2

(2.28)

Few of the published approaches in this field report statistical significance of their re-

sults. We use a one-tailed test on the Fisher’s z-score to calculate the significance of corre-

lations [3] when comparing our results to published results of other methods. To calculate

significance we converted ρ to zρ using Fisher’s transform (Eq. 2.29) that is shown to be

normally distributed [48].

zρ =
1

2
ln

1 + ρ

1− ρ
,

σ(zρ) =

√
1.06

n− 3
(2.29)

Having zρ, one can use one-tailed test on the z-score to calculate the significance of a

correlation by Eq. 14.5.9 [162]:

erfc

(
zρ√

2σ(zρ)

)
(2.30)

where erfc is the complementary error function:

erfc(x) =
2√
π

∫ ∞

x

e−t2 (2.31)

To calculate the difference between two correlations ρ1 and ρ2, we transform them fol-

lowing Eq. 2.29 to obtain (zρ1 , σ(zρ1)) and (zρ2 , σ(zρ2)) and use the fact that their difference

is a normal distribution with a standard deviation
√

σ2(zρ1) + σ2(zρ2):

erfc

(
|zρ1 − zρ2|√

2
√
σ2(zρ1) + σ2(zρ2)

)
(2.32)

For hybrid word2vec and Wikipedia-based methods, we use a more accurate method

for calculating significance, known as Zou’s method for dependent overlapping correla-

tions [215]. The details of the method is beyond the scope our research, but in summary

let’s suppose we have three variables, X as the gold standard and Y and Z as the two

methods to be compared. In other words, we want to calculate the significance interval

for ρXY − ρXZ . Zou’s method requires to have ρY Z (the correlation between Y and Z)

and hence, one needs the actual scores between all pairs for both X and Y to apply this

method. We usually do not have access to this information if we report correlations from

other studies.
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2.6.4 Datasets and Baseline Methods

For general domain evaluation and comparison against WordNet, we use the following

standard datasets:

1. Miller and Charles (MC), 30 pairs [137]: This is a subset of another dataset (Ruben-

stein and Goodenough (RG) list of 65 pairs) that is re-scored by Miller and Charles.

The dataset consists of general word-pairs such as (food, fruit).

2. WordSimilarity-353 collection [50]: Similar to MC, but with more pairs (353 pairs).

To distinguish relatedness and similarity evaluations, Agirre et al. [1] proposed a

split of the dataset into two overlapping subsets, referred to by WordSim353-rel and

WordSim353-sim respectively.

Within the biomedical domain, there exist higher quality and reliable datasets of bigger

sizes; the increased size of the datasets leads to more significant results:

1. Pedersen benchmark [156]: A set of 29 concepts and the most reliable dataset that

biomedical comparisons are usually based on. A set of 120 pairs of concepts was

initially rated by 13 indexing experts and pairs with a high agreement were selected

to a second round of rating. This time, the pairs were scored by three physicians and

nine medical indexing experts (referred to as Coders in the tables).

2. Mayo benchmark [148]: a set of 101 concept pairs ranked by 13 Mayo Medical

Index experts. Pakhomov et al. [148] proposed a general framework to compile and

evaluate semantic relatedness benchmarks; Mayo dataset is the result of that study.

3. UMN benchmark [147]: A group of medical residents rated a set of 724 pairs of

different semantic types (disorders, symptoms and drugs). Each pair was given two

different ratings for similarity and relatedness. The result of several statistical relia-

bility tests was two different overlapping sets of 587 and 566 concepts pairs, focusing

on relatedness (referred to by UMN Rel) and similarity (referred to by UMN Sim)

respectively.
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2.6.5 Knowledge Sources

We compare Wikipedia with the ontologies available in the general UMLS framework, de-

signed by the United States National Library of Medicine (NLM). UMLS provides an en-

vironment to integrate several biomedical terminologies, means to translate between them,

and links to external knowledge sources [21]. UMLS provides related tools as well, such

as MetaMap. The concepts in UMLS can have many different relations with each other in

different ontologies. For this reason we need to differentiate between two important links:

taxonomic (is-a) and non-taxonomic. In the provided statistics in Table 2.3, “taxonomy”

and “All” refer to this classification. In all of the ontology-based methods only taxonomic

relations are used while PPR based methods use all relations.

All concepts are identified by their Concept Unique Identifier (CUI) in UMLS; we

mapped them to Wikipedia pages manually. We refer to Mesh and SNOMED-CT (through

UMLS) by sct-umls and mesh-umls in the tables. Also by umls we refer to MESH, SNOMED-

CT and 60 other lexicons, all integrated into UMLS 2.3.

Taxonomy All
Name Description Concepts Relations Concepts Relations

sct-umls UMLS SNOMED CT 284,213 431,393 319,824 1,272,567
msh-umls UMLS MeSH 315,081 426,139 321,306 1,266,235
umls All UMLS 1,861,805 2,580,066 2,046,351 7,876,264

Table 2.3: The number of concepts and relations in different ontologies compared in this
study [61]

For the biomedical domain, we base our comparisons on two main existing references:

McInnes et al. [126] and Garla et al. [61]. Both studies provide open-source software and

perform the experiments on publicly available datasets. To compare against WordNet we

used the baseline methods reported in [83, 1, 4]. We modified the disambiguated World-

Similarity353 for Wikipedia [202] to be used in this project. All biomedical datasets were

semi-automatically disambiguated.

2.6.6 Comparison with the Relatedness Methods Based on Biomedical Ontologies

For the ontology-based methods, we base our comparisons on Garla et al. [61] which pro-

vides open-source software and performs the experiments on publicly available datasets
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BenchmarkKB Ontology Wikipedia
Path Intrinsic IC [182]

WUP [205] LCH [104] Lin Path LCH PPR [1] HITS-sim
Pedersen Wikipedia .71
N=29 sct-umls .49 .44 .45 .38 .38 .63

mesh-umls .41 .42 .45 .44 .45 .16
umls .70 .61 .72 .70 .70 .69

Mayo Wikipedia ⋆.52
N=101 sct-umls .05 .03 .09 .12 .3 .17

mesh-umls .2 .26 .25 .25 .25 .05
umls .38 .3 .39 .41 .44 .46

UMN Sim Wikipedia †.58
sct-umls .21 .23 .22 .23 .36 .23

N=566 mesh-umls .26 .25 .3 .29 .29 .18
umls .39 .4 .43 .43 .46 .41

UMN Rel Wikipedia †.51
N=587 sct-umls .14 .17 .16 .16 .3 .17

mesh-umls .35 .34 .34 .34 .35 .18
umls .32 .34 .35 .35 .39 .33

Table 2.4: Comparison with ontology-based methods [61]: Correlation across measures
and ground truth. ⋆ Significant difference with all MeSH-based and snomed-ct based meth-
ods (p-value < .05). † Significant difference with all methods (p-value < .001).

(another similar research providing the results for ontology-based methods is McInnes et

al. [126], but Garla et al. provide better results, probably due to using different versions of

the incorporated ontologies).

The best results belong to three methods: LCH (cf. Section 2.3.1), which is a path-based

method; Intrinsic Information Content (IC) based LCH (IIC-LCH); which is the same as

LCH but replaces the path with IC difference between the two concepts (cf. Section 2.3.1),

and Personalized Pagerank-based algorithms (PPR) (cf. Section 2.3.2). Garla et al. [61]

include these state-of-the-art methods in three experiments on three ontologies, SNOMED-

CT, MeSH, and finally, all ontologies integrated in umls, forming a graph with around two

million nodes and 7 million relations. We only include the highest Wikipedia results in

this section (which were achieved by HITS-sim) in Table 2.4. It is noticeable that our

Wikipedia-based method gives greater improvements on the bigger datasets. This table

supports our initial claims regarding the suitability of Wikipedia, especially the results for

the largest dataset (UMN relatedness), where our Wikipedia-based method outperforms all

ontology-based methods by a wide and statistically significant margin (p-value < .001).
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2.6.7 Comparison with Distributional Methods: Evaluating a Word2vec-MetaMap

hybrid

The comparison with distributional methods is given in Table 2.5. The state-of-the-art

corpus-based methods are Context Vector (cf. Section 2.3.3) and Tensor Encoding [194].

However, these methods are to some extent hybrid as they both use meta-thesauri to unify

the text and map it to biomedical terms. Symonds et al. [194] report Tensor encoding results

for the smaller test datasets only, while Context Vector is evaluated on larger datasets as

well by Garla et al. [61], from which we report the results. We also report results using

two versions of word2vec, one merely corpus-based and one hybrid version which uses

MetaMap (cf. Section 2.5.1).

Method Resources Pedersen Mayo UMN sim. UMN rel.
N=29 N=101 N=566 N=587

Vector Mayo Corpus⋆+UMLS .76 †.02 †.02 †-.13
Tensor OHSUMED+UMLS .76
Word2vec OHSUMED †.34 †.26 †.36 †.29
Word2vec OHSUMED+UMLS .80 .63 †.39 †.39
HITS-sim Wikipedia .71 .52 .58 .51

Table 2.5: Comparison with distributional methods: Correlation across measures and
ground truth. ⋆ Mayo Corpus of Clinical Notes. † Difference with HITS-sim is significant
(p-value < .05)

2.6.8 Evaluating HITS-sim: The Effect of Ordering

A comparison of our proposed method with other Wikipedia-based methods is shown in

Table 2.6. We compare our method with WLM [202], which is the most popular structural

method based on Normalized Google Distance [39] and with bibliometric graph similar-

ity methods. From Distributional methods, we compared with CPRel [88] and ESA (cf.

Section 2.3.3) (we report the results for both methods from [88]). Abstracting from the

details, both methods generate a term-document matrix based on TFIDF. Given two terms,

CPRel uses the Wikipedia pages associated with the terms and calculates the cosine simi-

larity between the two document vectors from the term-document matrix, while ESA finds

the correspondent rows for the terms in the term-document matrix and calculates the co-

sine between the two vectors (cf. Section 2.3.3). General terms are not well covered in



33

Wikipedia and the associated pages have a low-quality. This leads to inferior results with

the structure-based methods. This will not affect ESA when dealing with general words

(as ESA uses the text of Wikipedia as a corpus only), but on the other hand, ESA is not di-

rectly applicable to multi-word phrases (which is the case with most Wikipedia concepts).

We used the same subset (size = 318) of WordSim353 used with CPRel.

It is observed that HITS -sim is the only method that outperforms other methods on

most of the test datasets. Relatedness test datasets are limited in size and this affects the

significance of the differences. In Table 2.6, the significant differences with HITS -sim

are marked. Also following [3], we calculated the weighted average of correlations on

WordSimilarity-353, Pedersen and UMN-relatedness (the three largest datasets with no

overlap) and observed a significant difference between HITS-sim and all structure-based

methods (WLM, co-citation, coupling, amsler, SimRank and EHITS-sim) under p-value <

.05.

Method MC WordSim353 Ped. Ped. Ped. Mayo UMN UMN
Phys. Coders All Sim. Rel.

ESA .73 .75
CPRel .83 .64
WLM† .86 .67 .63 .69 .67 .49 .58 .49
Co-Citation† .86 .67 .62 .68 .66 .47 .57 .49
Coupling† .90 ⋆.65 .61 .66 .64 ⋆.44 ⋆.49 ⋆.4
Amsler† .86 .68 .58 .66 .64 ⋆.45 ⋆.53 ⋆.43
SimRank† .79 ⋆.51 ⋆.56 ⋆.55 ⋆.55 ⋆.39 ⋆.45 ⋆.39
EHITS-sim† .84 ⋆.62 .6 .67 .64 ⋆.46 ⋆.54 ⋆.45
HITS-sim .88 .70 .67 .72 .71 .52 .58 .51

Table 2.6: Comparison between Wikipedia-based methods: Correlation across measures
and ground truth. ⋆ Difference with HITS -sim is significant under p-value < .05 † Differ-
ence with HITS -sim is significant on the weighted average of WordSim353, Ped. All and
UMN Rel (three largest datasets that do not share any pair) under p-value < .05.

2.6.9 The Effect of Distance Method

A comparison of our proposed way of incorporating Kendall’s tau distance with cosine

metric as proposed in [117], is given in Table 2.7. Another measure that can take into

account both importance and the ratio scale of the scores given by HITS, is Pearson corre-

lation. The lower performance of both cosine and Pearson is because the compared scores
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are the results of calculations performed on different graphs, in other words, the compared

scores are in two different spaces.

Datasets Kendall’s tau(τ ) Pearson (r) Cosine (cos)
Pedersen .71 .57 .64
MayoSRS .52 .42 .52
UMN Rel. .58 .35 .55
UMN Sim. .51 .36 .49

Table 2.7: The effect of the distance method used in Algorithm 1 for three distances:
Kendall’s tau (τ ), Pearson (r) and Cosine distance (cos). Values are Spearman’s corre-
lation (ρ) with the gold standards.

2.7 Complexity Analysis

The similarity calculation should be as fast as possible in order to be useful in human

interactive processes such as search engines, or in the inner loop of other computationally

intensive algorithms such as clustering or classification. For Wikipedia-based methods

reviewed in this project, one general rule of thumb is that methods working on outgoing

links are preferable, because for most nodes we have |O(v)| ≪ |I(v)|. Basic bibliometric

methods and WLM only need to calculate the intersection of the two sets, which can be

done with O(n× log(n)) operations w.r.t to the number of the neighbours. SimRank- based

methods have a higher complexity, O(n3), where n is the size of the adjacency matrices.

Our proposed HITS-based algorithms only require the principal component and there-

fore, the power method can be used, which is very efficient with sparse matrices [68]. To

give an intuition for the sparsity of the matrices we have included sparsity histograms in

Figure 2.5 (sparsity is defined to be the proportion of zero elements). The histograms show

that most matrices are sparse. It should be noted that calculating HITS for each concept

is a one-time job; we run HITS offline and pre-compute the ranks of the neighbours for

each node. Also Kendall-tau can be calculated more efficiently with O(n× log(n)) opera-

tions [38].

2.8 Conclusion

We gave a new comparison between different algorithms for Semantic Relatedness in the

biomedical domain. We draw the following conclusions from our experiments:
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Figure 2.4: Distribution of the size of the matrices used in the experiments (a) in-
neighbourhood graphs, (b) out-neighbourhood graphs.
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Figure 2.5: Distribution of the sparsity (the proportion of zeros) of the matrices used in the
experiments: (a) in-neighbourhood graphs, (b) out-neighbourhood graphs
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• We evaluated word2vec and word2vec+umls for biomedical domain for the first time.

This demonstrated that distributional and ontology-based methods can be quite com-

petitive and a hybrid of them improves the results.

• Wikipedia as a resource is comparable with the available specialized resources and

often even significantly improves upon them (Tables 2.4 and 2.5).

• Our new proposed graph-based approach for computing relatedness based on the

HITS algorithm achieves the best correlations with human judgement as illustrated

in Table 2.6. We chose the biomedical domain because of the availability of different

ontologies and methods, which is significantly higher for any other domain.



Chapter 3

Vector Space Representation of Wikipedia Concepts

3.1 Introduction

Semantic relatedness is a real-valued function defined over a set of concept pairs that can

reflect any possible taxonomic or non-taxonomic relation between them. This measure

can be extracted from either unstructured corpora or lexical resources, each with their own

pros and cons [1]. Among knowledge-based methods, Wikipedia is gaining popularity

due to its broad coverage of concepts and named entities in different domains; previous

research shows that it can perform close to or even better than human curated domain-

specific ontologies and corpora [181]. Wikipedia’s graph structure provides a rich source

for many graph based Natural Language Processing (NLP) methods and has been used

extensively in text analysis [139, 70, 54]. Our research is motivated by this graph structure

and investigates efficient and effective ways to represent a concept using this structure

for calculating semantic relatedness. Relying on vector representations is not necessary

for semantic relatedness calculation, but it can provide a large repository of methods and

techniques, referred to as Vector Space Model (VSM).

The proposed method is in fact a compromise between two extremes: one is to use

only in-coming or out-going links of a concept to represent it [202], and the other is to

use the whole Wikipedia graph to extract the representation [209, 2]. While the former

keeps the task simple, it does not take advantage of the full network structure, and the

latter makes the task so complex that it is practically intractable. We conjecture that using

the neighbourhood of a vertex benefits the representation compared to merely in or out-

links, and also that using vertices further away does not contribute to the representation,

and may even decrease the quality. We demonstrate the quality of the representations in

the semantic relatedness task. Moreover, we report the successful incorporation of our

concept representation in query expansion for a microblog filtering system [118, 119]. In

this mentioned study, several state-of-the-art embedding methods are compared for query

expansion, and our method obtains the best results.

37
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3.2 Related Work

3.2.1 Vector Space Representation of Concepts

In computational linguistics and information retrieval, vector space representation of con-

cepts is the dominant method of representation and a wide variety of methods are used to

obtain this representation. These representations are either sparse or dense. Each of these

approaches have their pros and cons, briefly explained in the following sections.

Sparse Representation

The simplest way to achieve term representation is using the rows of a term-document

frequency matrix, or a term-term frequency matrix (a.k.a., co-occurrence matrix) [122,

13]. A term-document matrix is a matrix X with the terms corresponding to its rows and

documents corresponding to its columns, and each entry Xtd equals the TFIDF value of

term t w.r.t document d, which is defined as

tfidf (t, d) = tf (t, d)× idf (t), (3.1)

where tf (t, d) is the frequency of term t in d and idf(t) is the inverse document frequency,

that is N/df (t), where N is the number of documents and df(t) is the number of documents

containing t.

Using the matrix representation, every term t can be represented by Xt where Xt is the

t-th row of X, and for terms s and t, the similarity between them will simply be the cosine

similarity between Xs and Xt.

Different variations of this basic idea can be adapted to structured knowledge sources.

For example, in the biomedical domain and when using biomedical ontologies, a well

known method is context vector [156]. It extracts the descriptions of the biomedical con-

cepts; the vectors associated to the terms of the description are looked up in a co-occurrence

matrix built from a big corpus; and finally the vectors are averaged to form the concept rep-

resentation. As another example, for Wikipedia concepts, a successful method is Keyphrase

Overlap Relatedness (KORE) [78], which uses the anchor-texts of a page to represent the

concept, weighted by inverse document frequency and mutual information. One of the ear-

liest and most cited representation methods for Wikipedia is Explicit Semantic Analysis

(ESA) [56]. ESA is a very simple approach which uses the concept article text to extract
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the term-document matrix, therefore representing every term as a vector of Wikipedia con-

cepts.

As we will explain in the next section, there is a great deal of research on how to

convert a sparse representation to a dense one. However, sparse representations also have

some advantages [141]:

1. They are interpretable. The dimensions of dense representations do not have real-

word correspondents and hence, lack “cognitive plausibility”.

2. Moreover, in dense representation, unlike sparse representation, the individual di-

mensions do not show any clear correlation among similar or dissimilar concepts.

For example, a very active dimension in a fruit (a dimension with a large magnitude)

can be active in a very unrelated concept.

3. Economy of storage: It is unlikely that the same features are used to represent all con-

cepts, which is the underlying assumption of dense representation and latent space.

Some might need more and some less, and experiments in prototype theory support

this idea [62].

Dense Representation

The idea behind these methods is to take a sparse representation and convert it to a dense

representation (often referred to as an embedding). There are multiple motivations for a

transfer from a sparse space to a dense space:

• Overcoming the high dimensionality problem: it is sometimes referred to as curse

of dimensionality, and it causes several problems. Among them is the Hughes Phe-

nomenon [82], which states that the accuracy of a pattern recognizer decreases with

the number of the dimensions. Another problem is concentration of similarity scores:

most points in the space become quasi-similar in a high-dimensional space [214].

• Sparse representation cannot handle synonymy and polysemy [122]: synonymy is

when two different words refer to the same concept and polysemy is when one term

can refer to multiple concepts.

The classic and traditional way of representing a concept in a dense space is called Latent

Semantic Analysis (LSA) [101]. Assuming that Xm×n is the term-document matrix with
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rank r, it uses Singular Value Decomposition (SVD) to extract k dense dimensions from

X. The new space is defined by the k largest eigenvectors of XXT and XTX. Every

term vector t can now be represented in this new k−dimensional space by a vector t̂k,

which is called the dense embedding of t. SVD is based on optimizing the Frobenius norm

of the difference between X and its rank-k approximation, X̃. Replacing this objective

function with a different one results in different embedding. The most famous ones are

word2vec [134, 133] and Glove [158].

Graph Embedding

Concepts can have multiple relations in an ontology, forming a graph. Representing a con-

cept using a graph is not a straightforward task. Moreover, calculating similarity, and gener-

ally computation with graphs is “computationally cumbersome” [201] and hence, transfer-

ring it to vector space is a common technique. This is usually due to the fact that the nodes

of a graph do not contain any natural order [201]. Representing a graph in vector space is

one of the popular approaches in tasks involving graph similarity [171, 189, 65, 64, 41].

In the domain of concept representation, the embedding methods can again be sparse or

dense.

One of the first experiments on using Wikipedia graph structure is to represent a concept

by its links, and set the value of each link in the vector to some value that expresses its

relevance to the article. This approach is investigated in [202], and the value of each link is

set to be

w(s→ t) =log

(
|W |
|T |

)
if s ∈ T

0 otherwise, (3.2)

where T is the set of all articles that link to t, and W is the set of all articles. Therefore, this

method gives less importance to links pointing to articles with many other in-links. This

method is outperformed by the famous Wikipedia Linked-Based Measure (WLM) [202]

method in the same paper.

Sunflower [114] is another system that uses Wikipedia category structure to represent a

concept. Every concept in Wikipedia is assigned multiple categories, and categories them-

selves can have taxonomic relationship with each other. Sunflower represents a concept by
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a vector of categories, and the importance of each category is determined by the distance

of the category from the concept in the category graph and also the number of times the

concept is associated with the category across multiple languages. Sunflower has been used

in several projects, including the Tulip entity linker [114].

However, the more widely used method for extracting concept representations from a

graph uses a particular form of random walk called Personalized Pagerank (PPR). The idea

of Personalized Pagerank is to find the limiting probabilities of a walker on the graph cus-

tomized for a specific node v. This approach was investigated in [83, 16], and Personalized

Reverse Pagerank was firstly hypothesised to be a more suitable approach in [16] using

some qualitative examples from Open Directory Project (ODP) 1. Later studies showed that

PPR yields excellent results on WordNet [83, 1] and on biomedical ontologies [61].

The success of PPR-based methods on ontologies motivated subsequent researchers to

try it on Wikipedia. The first attempt was WikiWalk [209]. As explained before, to get the

representation of a node v, this method runs PPR customized for node v. To understand

customization, we need to remember that random walk models a walker that either walks

randomly to a neighbour or jumps to another node according to a probability distribution

on the nodes called the teleport vector. For original Pagerank, this distribution is uniform,

meaning that it can jump to any node, but Personalized Pagerank can put more emphasis

on specific nodes (topics) by giving higher probabilities to them, which is why it is also

called Topic-Sensitive Pagerank. WikiWalk uses this idea to calculate similarity in three

steps:

1. For each term, calculate its ESA vector (cf. Section 2.3.3).

2. Execute PPR using the ESA vector as its teleport vector.

3. Calculate the stationary distribution for each word.

WikiWalk was not very successful. However, a more recent approach, UKB [2], achieved

a significant improvement over WikiWalk by using only reciprocal links. This is interest-

ing from theoretical point of view, but it has some limitations in realistic applications: first,

using the whole link structure of Wikipedia is practically impossible; second, most of the

non-popular entities of Wikipedia do not have a significant number of reciprocal links.

1https://web.archive.org/web/*/http://www.dmoz.org, taken from Archive.org

https://web.archive.org/web/*/http://www.dmoz.org
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The main difference between the mentioned Personalized (reverse) Pagerank-based ap-

proaches [83, 16, 1, 209, 2] and our method for calculating the representation is that they

use a global Pagerank on the whole graph, but personalized for a target node. On the other

side, we conjecture that the neighbourhood graph of a concept is its primary representation,

and we can use any ranking algorithm, including non-personalized Pagerank and rvsPager-

ank, to represent this graph using a vector.

The concept of dense embedding for graphs is a very popular topic in pattern recog-

nition [18, 201]. One of the first approaches to graph embedding was structured data

embedding [24] and a later version of it, TransE [23]. TransE focuses on a knowledge

base that represents subject-predicate-object relationship, or head-relationship-tail (h, l, t)

in their terminology. The objective function tries to assign embeddings to each of the ele-

ments of triples such that the embedding of h added to the embedding of l is close to the

embedding of t. This method was successfully used to embed WordNet and Freebase 2.

A closely related method is Knowledge Base Embedding [75], which uses a deeper neural

network, called “Deep Structured Semantic Model” (DSSM), to embed Freebase as well.

However, more recent studies show that for ontologies, looking only at the few adja-

cent nodes and concepts is not enough for effective embedding, and further nodes should be

also taken into account. A successful approach in this direction is DeepWalk [159], which

performs a random walk to convert the graph to a sequence and later uses the conventional

text embedding to embed the nodes. DeepWalk is evaluated on a few graphs, such as the

YouTube user group graph. Large-scale Information Network Embedding (LINE) [195]

takes a similar approach to embedding a portion of Wikipedia and some other social net-

works. A more recent approach that extends TransE to further nodes is [198] which uses a

deep neural network to embed the first- order and second-order proximities in the graph.

3.2.2 Relatedness in the General Domain

Semantic relatedness approaches are categorized as distributional or knowledge based. The

term structure-based can also be used to describe methods using only the structure of a

knowledge base, typically via graph representation. WordNet [136] is the primary knowl-

edge source for traditional semantic relatedness methods and can yield highly accurate

results on classical datasets [1]. Corpus-based methods can produce competitive results

2https://developers.google.com/freebase/

https://developers.google.com/freebase/
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using large datasets and computational resources [1, 133, 158].

3.2.3 Relatedness from Wikipedia

The broad coverage of domain-specific terminologies and named entities in Wikipedia has

made it a highly popular knowledge source in recent years. A wide range of approaches

have been used to calculate semantic relatedness from Wikipedia, including adaptations of

ontology-based (WikiRelate [161]), distributional (Kore [78], CPRel [88]), graph-based

(Wikipedia Link Measure (WLM)) [202], HITS-Sim [181] ) or hybrid (WikiWalk [209])

methods. To the best of our knowledge, WLM is the most popular method in differ-

ent applications of Wikipedia-based semantic relatedness, such as Named Entity Recog-

nition [168, 75, 19, 105] and Link Prediction [200]. It is an application of Kolmogorov

complexity-based similarity [39] to the link structure. A more recent graph based method is

UKB [2], which, as explained before, uses PPR on the Wikipedia graph to extract concept

representation.

Several distributional methods have been proposed for utilizing the text of Wikipedia,

such as representing a concept using the anchor texts (CPRel [88]) or the keywords (Kore [78])

in the page associated with it. More recent techniques are mainly focused on applications

of word2vec [134] on the Wikipedia text to represent the concepts [188].

3.3 Wikipedia Graph

Wikipedia assigns a page to each concept, so a directed graph can be obtained with nodes

representing concepts and edges representing out- links from one page to another. There

exists a specific type of edge, called redirect. Redirecting denotes synonymy (for example

UK is redirected to United Kingdom). We define the Synonym Ring of a node to be the set

of synonyms and derive another graph that we refer to as Wikipedia graph, which results

from grouping synonymous nodes to form a meta node and then merging the edges between

nodes to obtain edges between meta nodes. A formal definition is given in Section 2.4.

3.4 Local Graph Embedding

Our approach for representing a concept in vector space is graph-based. Given a vertex v,

the concept is represented in a space defined by Wikipedia graph vertices. This is done in
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two steps:

• Step 1. Extract the closed neighbourhood graph for v, Gv = (Vv, Ev) with adjacency

matrix Av.

• Step 2. Embed Gv into a vector space defined by the Wikipedia graph vertices

(Fig. 3.1).

Figure 3.1: Illustration of the graph embedding process: each graph is mapped to a vector
in a space defined by the Wikipedia concepts.

Five different methods are evaluated to embed the graph into vector space: Spectral

embedding (Fiedler’s vector) [47], HITS [98], Centrality (Katz) [93], and Pagerank [146]

(and Reverse Pagerank [71]). All these methods return a normalized vector of assigned

values to each node in Vv. This vector is then augmented by letting the value of vertices not

in Vv to zero. This leads to the embedding of Gv, hence the representation of v, denoted by

R(v).
We can use the whole neighbourhood, the in-neighbourhood or the out-neighbourhood

to define a node’s representation. We chose to embed both neighbourhoods separately and

then calculate the average vector. This is different from embedding the whole neighbor-

hood, since a node can be in both of the neighborhoods. But this way we can compare the

importance of each neighbourhood as well. The results reported in this thesis are obtained

by the average vector, unless otherwise stated.

3.4.1 Fiedler’s Vector

Fiedler’s vector [47] is the primary way of graph embedding and has been shown to be

extremely successful in many different disciplines, from VLSI design and finite element
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method to text clustering [193, 132]. This vector has many interesting properties, among

them providing a balanced cut of a graph [193]. A natural embedding of a graph is to map

it to a line, with the condition that the distances between neighbouring nodes should be

small [192]:

x⃗∗ = argmin
x⃗

∑
(u,v)∈E

(x(u)− x(v))2 (3.3)

To avoid trivial answers like mapping everything to one single point, we need to satisfy the

following conditions:

∑
u∈V

x(u)2 = ∥x⃗∥= 1∑
u∈V

x(u) = 1⃗T x⃗ = 0 (3.4)

Applying these conditions to Eq. 3.3 leads to:

x⃗∗ = argmin
x⊥(1,1,...,1)

∑
(u,v)∈E(x(u)− x(v))2∑

u∈V x(u)2
(3.5)

If D is defined to be the diagonal degree matrix and A the adjacency matrix, the

Laplacian of an undirected graph is defined as

L = D − A (3.6)

Using the Laplacian, we can rewrite the definition 3.3 as:

x⃗∗ = argmin
x⊥(1,1,...,1)

x⃗TLx⃗

x⃗T x⃗
(3.7)

It can be proved [193] that x⃗∗, a.k.a. Fiedler’s vector, is the eigenvector associated

with the second smallest eigenvalue (λ2) of the Laplacian. This value is also referred to as

Fiedler value or Algebraic connectivity of the graph.

3.4.2 Hyperlink-Induced Topic Search (HITS)

Hyperlink-Induced Topic Search (HITS) and the notion of mutual reinforcement [98] is a

well known concept in information retrieval, originally developed to rank a set of search

results. HITS gives every node two scores: a hub score and an authority score through a

recursion on the graph. So if it is run over a graph consisting of pages related to a concept
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(focused graph in HITS terminology), the final product of the algorithm is two ranked lists

associated to the focused graph: authoritative pages and those which are good hubs to the

authoritative pages .

We are initially interested in finding a vector x⃗ which assigns a value called authorita-

tive value to each node. But HITS is different than other embedding methods, in that the

constraint ϕ on x is defined related to another embedding y, referred to as the hub score.

The notion of mutual reinforcement denotes this simultaneous fulfilment of the two con-

straints. For each node u, let the authority score of u be x⟨u⟩, and the hub score be y⟨u⟩.

Then the constraint is defined as:

1. The x score of nodes pointed to by nodes with higher y should be higher.

2. The y score of nodes pointing to nodes with higher x should be higher.

Assuming that E is the set of the edges, HITS initializes every score with 1 and performs

the following iterations for each node p:

ϕ :

x⟨u⟩ ←
∑

v:(v,u)∈E

y⟨v⟩

y⟨u⟩ ←
∑

v:(u,v)∈E

x⟨v⟩
(3.8)

Or in matrix form:

x ← ATy (3.9)

y ← ATx (3.10)

By normalizing these scores after each step, assuming A is the adjacency matrix, it is

provable that these equations converge and the final value of X , the vector of all x scores,

will be the principal eigenvector of ATA and final value of Y , the vector of all y scores,

will be the principal eigenvector of AAT [98].

Extended HITS [20, 187] proposes calculating the principal eigenvector of AAT +

ATA to capture similarity between different nodes.

3.4.3 Katz Centrality

Katz centrality [93] has been shown to be most successful in link prediction [110], and for

two given nodes, it is defined as the weighted sum of all paths lengths between them. Given
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the neighbourhood of node v, we use the following vector to represent a graph:

⃗katz(i) =
∞∑
l=1

n∑
j=1

αl(Al)ji, (3.11)

where ⃗katz(i) is the Katz centrality of node i and α is a parameter with a value between 0

and 1. With one condition, α being smaller than the reciprocal of the absolute value of the

largest eigenvalue of A, ⃗katz can be calculated directly from:

⃗katz = ((I− αAT )−1 − I)⃗1. (3.12)

3.4.4 Pagerank

Pagerank [146] is another link analysis algorithm primarily used to rank search engine

results. It is defined as a process in which starting from a random node, a random walker

moves to a random neighbour with probability α or jumps to a random vertex with the

probability 1 − α . The Pagerank values are the limiting probabilities of finding a walker

on each node.

Let D be the diagonal matrix with the out-degree of each node on the diagonal. If we

set W = ATD−1, then the Pagerank vector, initialized with 1⃗/n, can be obtained from the

following recursion:

p⃗rt+1 = (1− α)
1

n
1⃗ + αWp⃗rt. (3.13)

It can be shown that the stationary probabilities can be calculated as

x =
1− α

n
(I − αW)−11⃗. (3.14)

3.4.5 Reverse Pagerank

Reverse Pagerank can be obtained from Pagerank simply by inverting the directions of the

edges of the Graph. We had various motivations to analyse rvsPagerank and it showed to

be the most successful embedding:

• HITS results showed that hub-scores were outperforming authority scores on out-

neighbourhood, and rvsPagerank calculates the hub scores similar to HITS [51].
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• It has a higher convergence rate and more potential to be locally approximated, i.e,

the rvsPagerank of a target node can be approximated given only local information

(neighborhood) [16].

• A Wikipedia page is defined and explained by its outgoing links rather than incoming

links. In such cases, reversing the links makes more sense to get the importance of

the page in a network, similar to the case of calculating trust [71].

3.5 Semantic Relatedness

Having the vector representations of two concepts, u and v, semantic relatedness is defined

to be the cosine similarity of the two vectors, denoted byR(u) · R(v).

3.6 Alternative Approaches

In this section, we briefly explain other approaches we examined to calculate semantic

relatedness from the Wikipedia graph structure. These methods can clarify some other

aspects of the problem, and also can serve as powerful baselines for our experiments.

3.6.1 Global and Low-Dimensional Graph Embedding (Node Embedding)

A simple way to use a graph structure is to embed the whole Wikipedia Graph into a

lower-dimensional space (around 300–500) and use the embedded vector assigned to each

node as its representation, referred to as node-embedding in this research. We can achieve

this by using a classical matrix factorization, such as SVD or Fiedler’s vector, which we

have discussed in several sections. However, our results using Fiedler’s vector were not

competitive.

We believe the problem with the classical spectral embedding is that it only tries to map

adjacent nodes into a close proximity, while not having any explicit constraint regarding

non-adjacent nodes. In other words, Eq. 3.3 tries to assign vectors to Canada and maple so

that the Euclidean distance between them is minimized. However, by adapting the negative

sampling approach [134], we can go one step further and try to keep the distance between

Canada and Hockey minimum, while increasing the distance between Canada and a dis-

similar word, say banana.
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To include negative sampling in our formulation, we adapt the terminology of Levy &

Goldberg [108] to our graph embedding problem. For every edge (u, v) ∈ E, two vectors

are associated, ⃗x(u) and ⃗y(v). While assigning two vectors to each node is not motivated

in the original paper, it has been explained in the literature [66, 172].

We try to convert the distance between the embeddings ⃗x(u) and ⃗y(v) to the probability

of them being neighbours: σ( ⃗x(u) · ⃗y(v)), where

σ(x) =
1

1 + e−x
(3.15)

The log-likelihood method to calculate both x⃗ and y⃗, will result in

θ∗ = argmax
θ

∑
(u,v)∈E

log σ( ⃗x(u) · ⃗y(v)) (3.16)

where ⃗x(u) ∈ Rd; ⃗y(v) ∈ Rd, d is the dimensionality of the embedding and θ∗, the solution,

includes both x∗ and y∗. Theoretically either x∗, y∗ or any combination of them can be

used as the target embeddings, however usually x∗ is used.

Now, we move forward to adding the negative sampling. We achieve this by defining

another set E ′ as the complement of E, i.e, the set of all edges not in E:

E ′ = V × V − E (3.17)

We can modify Eq. 3.16 to include the negative examples as well:

x∗ = argmax
θ

∑
(u,v)∈E

log σ( ⃗x(u) · ⃗y(v)) +
∑

(u,v)∈E′

log σ(− ⃗x(u) · ⃗y(v)) (3.18)

However, in real applications, only a subsample of E ′ is used, constructed in a specific way:

for every (u, v) ∈ E, add k samples (u, v1), · · · , (u, vk) from E ′. Here, k is the number

of negative samples, and we will show that increasing k will significantly improves the

embedding results.

3.6.2 Graph Similarity Metrics

Vectorizing the two graphs is not the only way to compare them, because there exist (pure)

graph similarity metrics. In our case, the two graphs are both induced sub-graphs of

Wikipedia and therefore, vertex overlap would result in edge overlap to some extent, re-

ferred to by Graph-Overlap (or simply overlap in the tables). A better approach is to use a
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variation of Normalized Graph Edit Distance (NGED) [58] to compare the graphs. NGED,

similar to edit distance of strings, tries to convert one graph to another by means of a few

operations (vertex/edge insertion/deletion/substitution) with different costs for each oper-

ation. The problem is NP-complete in general. In our case, edge substitution is never the

case (they are induced subgraphs of the same graph). We let vertex substitution cost be∞
for two vertices that have different labels and every other cost be 1, and derive a simple

version of NGED:

NGED(G1, G2) =
|V1△ V2|+ |E1△ E2|
|V1 ∪ V2|+ |E1 ∪ E2|

(3.19)

where△ is the symmetric difference of the two sets.

3.7 The First Extrinsic Evaluation: Query Expansion

In this section, we briefly report another evaluation of our embedding vectors, which uses

them in a query expansion task. These experiments were done by Makki et al. as part

of their “Microblog Filtering System” project [118, 119]. The task is to design a Twitter

recommendation system to retrieve an ordered list of novel and relevant tweets given user

profiles. User interests are explicitly stated in textual format, as defined in TREC 2015

Microblog Track (Scenario B, also referred to as email digest) [113]. The solution proposed

by Makki et al. has two phases: forming a query and retrieving the results. One of the main

challenges is the inconsistency in the vocabulary, i.e, different terms are used to refer to

the same, or closely related concepts. This type of inconsistency is often a clear case for

query expansion. To expand a query, Makki et al. use semantic relatedness. Assuming that

Q̃ = {q1, · · · , qn} is the initial query, a set of top m semantic related terms, si, is associated

(si = {si,1, · · · , si,m} ) with each query term qi, and Q, the final query, will be ∪isi.
Having constructed Q, the tweets can be retrieved using a standard information retrieval

approach. However, due to the specific features of the task and evaluation method, several

customizations and parameter tunings should be performed, including different ways of

weighting named entities and non-entities in the query [118, 119].

Makki et al. examined several approaches to expand the query. However, we only

focus on the winning strategy, which is a combination of Named Entity Recognition (NER)

followed by an expansion strategy, which they refer to as expand-common. This approach

is a direct way to deal with ambiguity: concepts can be ambiguous and expanding them can



51

further increase the ambiguity. In this strategy, top-N most related concepts are extracted

for every term in the query, and then only those terms that appear in at least two of these

expansions are added to the final query. Formally, expansion(Q̃), the set of query terms

that should be added to Q̃ to form Q, is defined as

expansion(Q̃) =

|Q̃|⋃
i,j=1,i ̸=j

sem(qi) ∩ sem(qj), (3.20)

where sem(qi) is the set of top-N related concepts to qi. As an example from the dataset,

given a sentence like “U.S Forest Fires”, the term “Wildfire” is added because it is in the

top-N related words for both “Forest” and “Fire”.

We need to emphasize that there is one important difference between the way top-N

related terms are extracted in our framework (Wikisim), compared with other methods: be-

cause Wikisim is a concept representation in an explanatory space (dimensions are them-

selves concepts, and are therefore explainable), instead of finding N nearest neighbours,

which is very expensive, Makki et al. used the top-N dimensions of the embedding (dimen-

sions with the highest scores), which can be done in constant time.

3.8 Experiments

As pointed out by [181], Wikipedia does not cover general domain words as well as a gen-

eral lexicon such as WordNet, while its main advantage is in domain-specific vocabularies

and entities. We evaluate all methods on both general and domain-specific datasets but

emphasize that due to the large number of non-covered or low-quality pages for the general

domain, the comparisons on the domain-specific datasets (the right side of Table 3.1) are

more meaningful.

Relatedness datasets typically are lists of word pairs along with their relatedness asso-

ciated by experts. In the general domain, we use the following three datasets:

• Miller and Charles (MC) (28 pairs) [137]

• Rubenstein and Goodenough (RG) (65 pairs) [178]

• WordSimilarity353 collection [50] disambiguated to Wikipedia (318 pairs) [138]
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For domain-specific datasets, we focus on the biomedical domain that has high quality

datasets and are mapped to Wikipedia concepts [181]. We also evaluate on one dataset

specifically designed for Wikipedia (Kore-relatedness):

• Pedersen (29 pairs) [156]

• Mayo benchmark (101 pairs) [148]

• UMN Similarity benchmarks (587 pairs) [147]

• UMN Relatedness benchmarks (566 pairs) [147].

• Kore-relatedness (400 pairs). [78]. This dataset has a different structure. The task is

to sort a list of concepts with respect to their relatedness to a given target concept.

The dataset includes 20 such lists.

3.8.1 Baselines

We use a range of methods from graph-based to distributional to evaluate our method:

Graph Based methods

Among graph based methods, we use WLM (cf. Section 2.3.2), UKB (cf. Section 3.2.1) [2],

HITS-Sim (cf. Section 2.5.3) and two graph similarity metrics: overlap and NGED (cf.

Section 3.6.2). We reimplemented WLM and for UKB, we used the provided source code 3.

Distributional methods

Among distributional methods, we chose the most recent approaches, CPRel (the cosine

similarity between the Wikipedia pages) [88], Keyphrase Overlap Relatedness (KORE) (cf.

Section 3.2.1) [78], Normalized Google Distance (NGD) [39] and the word2vec embedding

method [134] (cf. Section 2.3.4). Concepts are often more than one single word and this

affects word2vec performance, hence we tried two different approaches:

1. word2vec1: Word2vec is shipped with a phrase detector [134]. It performs multiple

initial scans over the text before it starts embedding, and in each scan, groups bigram

3http://ixa2.si.ehu.es/ukb/
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phrases xy based on the following scoring formula:

score(x, y) =
count(x, y)− δ

count(x)× count(y)
; (3.21)

δ is used as a threshold to avoid too many infrequent phrases.

2. word2vec2. We use the embeddings from [188]. This approach goes through a

preprocessing that uses the link structure of Wikipedia and unifies different entity

mentions by replacing them with the entities they are linked to (best results were

obtained with dimensionality set to 300).

3. NGD. Normalized Google Distance is a text-based and also a count-based similarity

measure inspired by Kolmogorov complexity [39]. Given two terms x and y, it

calculates similarity using the following equation:

ngd(x, y) =
log(max(count(x), count(y)))− log(count(x, y))

log(|V |)− log(min(count(x), count(y))
(3.22)

where |V | is the size of the vocabulary.

3.8.2 Parameters

We did not perform any parameter tuning and used popular default values for the constants,

i.e, α = 0.005 for Katz and α = 0.85 for Pagerank. For word2vec based methods, we

obtained the best results using 300 dimensions and 5 negative samples and a threshold

δ = 10 for phrases. Also for node-embedding, the model was trained with 500 dimensions

and 20 negative samples. 4

3.8.3 Relatedness Performance

The results provided in Table 3.1 show that neighbourhood embedding methods are mostly

successful. More specifically, rvsPagerank stands out among all and obtains the most

promising results. The only exception is UKB on RG and Pedersen, which are relatively

small datasets compared to the rest. Moreover, UKB is more than 40 times slower than our

method (1.74 sec per concept for rvsPagerank versus 78 sec for UKB).

4We use Wikipedia 20160305 dump for relatedness.
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General Datasets Wikipedia Datasets

Dataset MC RG WS353 KORE-DS Ped. Mayo UMN-sim UMN-rel
Size 28 65 318 400 29 101 566 587

Text Based Methods

CPRel .83 .79 .64
KORE (method) .67
NGD .70 .78 .59 .0 .38 .14 .46 .44
word2vec⋆1 .85 .77 .62 0 .35 .17 .17 .12
word2vec†2 .81 .78 .63 .53 .66 .29 .30 .38

Structure-Based Methods

WLM .86 .82 .68 .68 .67 .49 .58 .5
UKB .87 .87 .7 .66 .82 .39 .55 .51
HITS-Sim .88 .81 .71 .67 .71 .52 .59 .52
overlap .86 .8 .69 .63 .64 .44 .54 .44
NGED .86 .79 .66 .6 .70 .48 .56 .5

Graph Embedding

Node Embedding 82 78 .56 .69 .43 .35 .35 .28
Fiedler .72 .7 .55 .52 .80 .5 .49 .44
Katz .75 .73 .55 .62 .63 .52 .45 .37
HITS aut .85 .72 .67 .56 .59 .49 .47 .41
HITS hub .86 .77 .69 .62 .62 .52 .56 .51
Pagerank .8 .69 .61 .54 .16 .12 .22 .15
rvsPagerank .90 .82 .72 .72 .69 .56 .62 .57

Table 3.1: Comparison between Wikipedia-based methods: Correlation between measures
and ground truth. ⋆: automatic phrase detection, †: manual concept resolution using anchor
texts
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3.8.4 Global Graph Embedding

As we explained in Section 3.6.1, we are interested in the effect of negative sampling on the

embedding as a differentiating factor from other similar methods. We evaluated our node

embedding with different numbers of negative samples and report the results in Table 3.2.

Increasing the negative sample number results in a significant improvement, although on

some of the datasets the improvement is less noticeable.

General Datasets Wikipedia Datasets

MC RG WS353 KORE-DS Ped. Mayo UMN-sim UMN-rel
Size 28 65 318 400 29 101 566 587

# (Negative Samples)

0 .30 .36 .02 .03 -.06 .03 -.02 -.02
5 .80 .74 .54 .60 .22 .15 .13 .05
10 .83 .79 .53 .68 .44 .30 .28 .20
20 .82 .78 .56 .69 .43 .35 .35 .28

Table 3.2: Comparison between different negative sampling numbers for node embedding:
Correlation between measures and ground truth.

3.8.5 Which Neighbourhood Matters?

We had three options for the type of neighbourhood graph to use as the primary repre-

sentation for the concepts: in-neighbourhood (N−
G [v]), out-neighbourhood (N+

G [v]) and the

neighbourhood (NG[v]) (formal definitions are provided in Section 2.4). In-links are pre-

ferred in most approaches [202] because they represent the traditional and widely used

notion of occurrence: any occurrence of a concept c exhibits one inward link to the node

associated with c. The other less popular option is the out-link set, which surprisingly, is

the one that we are found more intriguing. The out-neighbourhood may be preferred for

various reasons:

1. Having a significantly lower upper bound and a lower variance on the size (vertices

having too many or too few neighbours): in the version of Wikipedia we experi-

mented with, the maximum number of outgoing links is less than 3000, while the

maximum in-link is almost one million (cf. Section 3.3).
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2. The explained lower upper bound leads to a more robust and faster embedding on

the out-neighbourhood. The non-linearity of the embedding calculation causes the

out-going embedding to be much faster.

3. The high variance of in-neighbourhood size has a negative effect on the quality of the

embeddings as well: around 275, 000 concepts do not have any in-coming links (this

number is less than 1500 for outgoing links), leading to empty embeddings for all

those concepts; on the other side, concepts with very high number of incoming-links

will be represented very poorly, if at all.

We also tried to extract a neighbourhood using only reciprocal links, as suggested by

Agirre et al. [2]. Similar to the other neighbourhood graphs, we can define the closed

reciprocal-neighbourhood of a node (N c
G[v]) as the subgraph induced by I(v) ∩O(v).

As mentioned before, the problem with reciprocal links is, their very low frequency:

many of the less popular concepts do not have any reciprocal links and by ignoring the

non-reciprocal neighbours, we lose a large amount of information.

To use both in and out-neighbours, there are other options: either use the regular neigh-

bourhood graph (this option is referred to as “ALL” in the tables), or separately embed

in and out-neighbourhood graphs and take the average as the final vector (referred to as

“AVG” in the tables).

We summarize the results in Table 3.4 and Fig. 3.2. The focus of Table 3.4 is on

comparing the effect of embedding on different neighbourhoods. The first two rows in

each group (overlap and NGED) are the non-embedding similarities, and rvsPagerank is

our most successful method of embedding. We also include the results for Pagerank to

understand the performance of rvsPagerank better. A more detailed view of the different

embeddings for different neighbourhood graphs is presented in Fig. 3.2. We can draw the

following conclusions from these results:

• We observe that, as is preferred, out-neighbourhood can benefit more from embed-

ding and generate promising results.

• Embedding the graph has the least effect on reciprocal neighbourhood.

• The main advantage of rvsPagerank is its ability to embed out-neighbourhood while

Pagerank performs very poorly, as expected.
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• Except for hitso and rvsPagerank, most methods perform better on in-neighbourhood.

The successful performance of hitso was an indicator of the significance of hub-

scores and was our main motivation to try rvsPagerank.

• Pagerank performs significantly better on reciprocal neighbourhood, which is con-

sistent with the results of Agirre et al. [2].

• Averaging the in-neighbourhood and out-neighbourhood embeddings results in a bet-

ter embedding compared with embedding the neighbourhood graph as a whole.

Our main focus in this section was on the graph structure. However, it can be noted that

the main advantage of word2vec and generally distributional methods is their ability to

represent non-concept words; they underperform when dealing with concepts, mostly due

to the rarity of many concepts in the Wikipedia text, while on the other hand the graph is

rich: many concepts are not mentioned in the text of Wikipedia, while they play a role in

the graph structure via their links to other pages and categories.

Graph Direction Property Stats

IN Size 1440
Sparsity .87
T (on the fly) 1.74 (s)
T (pre-embedding) 0.008 (s)

OUT Size 302
Sparsity .78
Time (s) (on the fly) 0.22
Time (s) (pre-embedding) 0.001

Table 3.3: Graph statistics for different in and out neighbourhood graphs

3.8.6 Distance Metric: Do The Actual Values Matter?

In Chapter 2, we realized that when embedding a neighbourhood using HITS, what matters

is the rank of the nodes and not the actual values associated to the nodes. In Fig 3.3, we

compared the performance of cosine similarity vs our top-K Kendall’s tau with several

embeddings. Based on these results, we can conclude that the majority of methods perform

better with Kendall’s tau, especially Pagerank. The most interesting observation for us was

the exceptional case of rvsPagerank, where cosine outperforms the rank-based metric on
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General Datasets Wikipedia Datasets

Dataset MC RG WS353 KORE-DS Ped. Mayo UMN-sim UMN-rel
Size 28 65 318 400 29 101 566 587

Dir Method

IN

Overlap .86 .82 .66 .64 .66 .47 .58 .50
NGED .85 .80 .66 .61 .73 .49 .59 .53
Pagerank .86 .83 .69 .68 .69 .52 .59 .53
rvsPagerank .84 .80 .65 .64 .68 .58 .59 .53

OUT

Overlap .90 .75 .67 .63 .64 .44 .50 .41
NGED .90 .73 .67 .62 .66 .48 .51 .44
Pagerank .74 .54 .51 .28 -.11 .02 .14 .06
rvsPagerank .88 .80 .71 .71 .68 .53 .59 .53

REC⋆

Overlap .85 .84 .68 .69 .66 .43 .53 .47
NGED .86 .84 .68 .69 .68 .45 .53 .46
Pagerank .83 .83 .68 .70 .63 .44 .52 .46
rvsPagerank .83 .83 .68 .70 .63 .44 .52 .46

ALL

Overlap .86 .80 .66 .64 .64 .45 .54 .44
NGED .86 .79 .66 .60 .70 .48 .56 .50
Pagerank .74 .60 .53 .38 -.13 .02 .13 .05
rvsPagerank .85 .80 .67 .65 .69 .59 .62 .57

AVG† rvsPagerank .90 .82 .72 .72 .69 .56 .62 .57

Table 3.4: Comparing the quality of different neighbourhood graphs by evaluating their
performance in embedding vs no-embedding evaluations. ⋆: Reciprocal neighbourhood †

Quoted Table 3.1
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Figure 3.2: Comparison of the performance of different embeddings on different neigh-
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arate embedding and averaging.
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all datasets. This can be a result of another feature of rvsPagerank, namely, its ability to

approximate the global vector using only a local neighbourhood [16], as mentioned before.
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Figure 3.3: Comparison of the performance of different embeddings in semantic related-
ness, across different datasets and using different metrics to calculate similarities between
the embeddings
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3.8.7 Off-the-Shelf Usage: Publicly Available Embeddings

Pagerank can be calculated using power iteration and can converge in a reasonable time.

Table 3.4 summarizes some performance statistics about the method. While on-the-fly per-

formance is acceptable (1.74 sec, compared to 78 sec for UKB), real-time performance

can be achieved by calculating the embeddings offline. All the pre-embeddings, the source

code for calculating the embeddings and the evaluated datasets, along with a web-service

to facilitate the incorporation are available from the project website on MIT license5. Ex-

periments are performed on a 32x2.0 GHz Intel core computer with 256GB of RAM.

3.8.8 Query Expansion

We report directly from [118, 119], and we only report the winning strategy among sev-

eral approaches that are used for query expansion. Also, our focus is on the performance

of different semantic relatedness methods in the query expansion, but we need to men-

tion that none of the methods could outperform the baseline on all of the metrics. In this

research, our proposed embedding (Wikisim) is compared with three other semantic re-

latedness methods: word2vec [134], GloVe [158] and UMBC [72]. UMBC provides a

web service for a hybrid relatedness calculation method that uses LSA to obtain a low-

dimensional representation, boosted with WordNet.

The dataset used in these experiments is a collection of over 16 million tweets, with

a subset of them labelled according to the profile of 51 users [113]. The evaluation met-

ric reported is normalized Discounted Cumulative Gain (NDCG), which is a widely used

measure for the quality of a ranking in information retrieval [122]. Given the results

of a search engine, i.e, a ranked list of size k with the ith element having a relevance

score reli, DCG@k is defined as DCG@k =
∑k

i=1
2reli−1
log2(i+1)

, and nDCG@k is defined as

nDCG@k = DCG@k
IDCG@k

, where IDCG@k is the DCG@k of the ideal ranking. However,

two versions of this metric are used in the evaluations of this specific problem, based on

how to score the systems on days that there exist no relevant tweets: nDCG-1, which as-

signs 1 to systems that correctly identify silent days, and 0 otherwise, and nDCG-0, which

assigns 0 to all of the systems on silent days. The reported values are averaged over the

evaluation period, and over different profiles, for k = 10 and k = 5. Makki et al. also

5https://github.com/asajadi/wikisim

https://github.com/asajadi/wikisim
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report Mean Averaging Precision (MAP -1) over the top-100 results, with the same policy

for silent days as nDCG-1.

The reported results for word2vec were obtained using the vectors on the Google News

dataset. Trained versions on the Twitter dataset and with different dimensionalities were

tested, but the results were not significantly different. Also, in the case of GloVe, pre-

trained vectors on Wikipedia 2014 and English Gigaword Text [151] (resulting in very large

dataset with 6 Billion tokens) are used. The performances of Wikisim and other relatedness

methods are reported in Table 3.5. The queries are expanded with the top-N related terms

(N = 10). Wikisim outperforms state-of-the-art semantic relatedness methods on all of the

metrics. This extrinsic evaluation provides more basis for the quality of the vectors.

Method nDCG-1 nDCG-0
@10 @5 @10 @5 MAP-1

UMBC .3274 .3265 .1313 .1304 .2802
word2vec .3555 .3599 .1437 .1479 .2997
GloVe .2874 .2906 .1187 .1220 .2445

WikiSim .3595 .3646 .1470 .1508 .3029

Table 3.5: Results when combining a Twitter filtering system with different semantic relat-
edness methods for query expansion, using nDCG@10,@5 and MAP-1

3.9 Conclusion

We presented a vector space representation for Wikipedia concepts. The representation

is constructed by vector space embedding of the neighbourhood graph of the concept.

We compared our representations with several state-of-the-art structure-based and corpus-

based methods, and demonstrated that our method can outperform similar methods on var-

ious relatedness datasets. We also tried a wide range of alternative methods that were ex-

plored on Wikipedia for the first time, such as graph-based similarities, Normalized Google

Distance, and comparing global and local embeddings. We showed that while global em-

bedding is outperformed by local embedding, negative sampling is a key factor in the qual-

ity of the global embedding and can improve the results significantly. We also compared

different ways of incorporating Wikipedia hyperlink structure and concluded that outgo-

ing links carry more information than incoming links, while needing a significantly shorter



63

computation time to be processed. We also reported another experiment where our repre-

sentations were used for query expansion in a microblog filtering competition [118, 119].

Our representation performed better than the top embedding methods.



Chapter 4

Word Sense Disambiguation

4.1 Introduction

WSD is a classical NLP task with a wide range of approaches. The problem is to assign

the correct sense to a word that can have multiple meanings. For example, the term bank

can refer to either a financial institution or sloping land. These two different meanings are

said to be homonyms and are called multiple senses of the word bank [91].

In the context of Wikipedia, WSD is defined as a subtask of a more general process

called Named Entity Linking (NEL) or Named Entity Normalization (NEN), that is linking

mentions of entities in the text to a knowledge base. For example, given a sentence such

as “David started dating Victoria, after she attended a Manchester United match”, it is able

to recognize (or detect) “David”, “Victoria” and “Manchester United” and disambiguate

(link, normalize) them to “David Beckham”,“Victoria Beckham” and “Manchester United

F.C.”, respectively.

WSD is conjectured to be AI-complete [120, 143]. A problem is AI-complete, by anal-

ogy with NP-complete (but not as mathematically rigorous), if solving it is the equivalent of

solving the artificial intelligence problem, i.e., creating human-level intelligence. It has nu-

merous applications, such as machine translation, information retrieval, speech processing

and text spelling processing [85].

To evaluate our vectors in WSD, we start from the standard coherence model that finds

a set of entities that maximizes coherence, defined to be the sum of pairwise similarities.

This approach provides a suitable way to evaluate our relatedness method because the sim-

ilarity can be any method that simply assigns a real value to a pair of entities. Being an

NP-complete problem [100], one option is to formulate it in Integer Programming to pro-

vide a fair comparison with the most popular relatedness method in WSD, i.e, WLM [202].

Our main conjecture is that every short sentence contains one key entity that suffices to

disambiguate the other entities. Using this assumption, we first simplify the coherence

64
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definition and provide a quadratic-time algorithm that can confirm our conjecture exper-

imentally. Using this finding, we provide a simple and linear-time complexity algorithm

that can benefit from vector space calculations and achieve superior results compared to the

coherence model, but with a dramatically lower cost.

4.2 Related Work

WSD approaches are classified as either distributional or LKR-based. Distributional meth-

ods can be further supervised or unsupervised according to the way they access the cor-

pus [143], while the same logic can be extended to Lexical Knowledge Resource-based

(LKR-based) methods, some classical resources assume that LKR methods are those that

do not use any evidence from the corpus [5].

4.2.1 Unsupervised Methods

Any method that uses clustering to build word senses is called an unsupervised method. In

the majority of these methods, different contexts in which a word appears are represented

by feature vectors. These feature vectors are then given to a clusterer to generate a col-

lection of several clusters, each representing a single sense. The feature vector for a given

word w, i.e, its vector representation, is usually a simple co-occurrence vector where each

element of it represents one word that co-occurs with w ( [184, 155]). These vectors are

sometimes called first order context vectors, from which second order context vectors can

be extracted by averaging the first order vectors of the context words [165]. More recent

approaches use neural embedding (neural network based embeddings) to represent a word

and its context [92, 212, 157]. Graph-based approaches can also be applied to differenti-

ate senses of a word. In this class of methods, a word graph is built using co-occurrence

(or any other type of relation). It is conjectured that the hubs in the graph represent the

word senses [143], which can be revealed by either a simple iterative algorithm [197] or

Pagerank [7]. Unsupervised methods have a higher flexibility, especially in the case of low-

resource languages. However, intrinsic evaluation of unsupervised methods is not simple.

Some of the possible methods to evaluate unsupervised methods are a technique known as

pseudo-words [207], closely studying the results [143] or automatic optimal assignment of

senses [154].
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4.2.2 Supervised Methods

The most widely used disambiguation method is supervised learning on a labelled corpus.

In this approach, WSD becomes a classification problem with the context representation of

a given word as the feature set and the correct sense of the word as the label [91, 122]. The

features can be extended to include more information, such as Part Of Speech (POS) or

even syntacto-semantic features. Labelled data are annotated according to well-known dic-

tionaries (a.k.a. sense repositories in this task), such as Longman Dictionary English [163]

or WordNet [136]. A wide range of supervised and semi-supervised algorithms have been

used in this task [125, 143]. SVM is reported to be the most successful learning algo-

rithm by different studies [143, 106], and “It Makes Sense” (IMS) [213] is an example of

a high-quality WSD. IMS uses a feature vector containing several pieces of contextual and

syntactic information, and SVM as its learning algorithm. Similar to the case of unsuper-

vised methods, modern supervised methods are taking advantage of neural embedding to

represent words and contexts [199, 84], and also to model the classification problem [210].

There exist several corpora for training and evaluation of these systems, the most widely

used ones are the SemEval datasets (for more details, cf. [150, 143]).

4.2.3 Knowledge-Based Methods

Another form of supervision, especially useful when there is a lack of training data, is

knowledge-based word sense disambiguation. This is also the main approach for domain-

specific word sense disambiguation. One class of these approaches is called Lesk Like

methods, which is a family of methods in which a profile is created for each word using

the knowledge base, and then the features of the ambiguous word are compared to these

profiles. The original Lesk method [107] is a dictionary-based method that uses the defini-

tions of the words in the dictionary as their profiles. Then it tries to optimize the maximum

overlap between several senses, similar to what a coherence model does (cf. Section 4.4).

Assuming that the given sentence has only two mentions m1 and m2, each with k1 and k2

candidates respectively, Lesk will pick a pair of candidates that have the maximum overlap

in their dictionary definition, using k1k2 operations [130]. The simplified Lesk algorithm,

which is a more popular and even more successful variation [196], removes the combi-

natorial part of the algorithm and resolves each word individually. In this approach, the

context of m1, for example, is compared to each of the candidate definitions and the one
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with the maximum overlap is selected. The Lesk method can be improved in the pres-

ence of labelled data by extending the profile for a word with all the contexts in which it

has appeared [95, 196]. This method has the best performance among different variations

of Lesk [91]. SenseRelate [152] is an extension of another variation of Lesk algorithm

(called Adapted Lesk Algorithm [14]), that can perform word sense disambiguation using

any semantic relatedness method. SenseRelate has been applied in the biomedical domain

in several studies [60, 127].

Graph-based methods are also another way to approach word sense disambiguation.

There are various ways to build a graph from an ambiguous sentence, and different graph

algorithms to apply. A successful example is a method developed by Navigli and Lap-

ata [144], which builds a graph by connecting the words in the sentence to their senses

from WordNet and then expanding them by a depth-first search. The disambiguation is

performed by ranking the nodes according to their importance, which is measured by their

connectivity. A variation of this algorithm is a random walk-based method that for every

ambiguous node v, runs a Personalize Pagerank from v and uses the final distribution over

the candidates to choose the correct senses [8]. This latter algorithm has been applied to

UMLS ontologies for the biomedical domain [9] and more recently to Wikipedia [2]. An

extract of the WordNet graph for disambiguating coach in the ambiguous sentence “Our

fleet comprises coaches from 35 to 58 seats” is illustrated in Fig. 4.1 [6]. Performing Per-

sonalized Pagerank on this graph identifies coach5 as the correct sense for coach.

While using semantic relatedness is not necessary for WSD [103], most entity linking

systems benefit from it. Given a sentence, a real value is defined to represent the coherence

of its meaning, referred to as semantic coherence. This value can be used for disambigua-

tion in a variety of ways, for example as a link weight in a subgraph mining algorithm [78],

but mostly as a feature fed to a classifier [168, 37]. Most of the mentioned methods use

WLM as a popular relatedness method, although there exist some other relatedness meth-

ods tailored especially for this task, such as Kore [78], or learned measures for WSD using

learning to rank [31] or convolutional neural networks (CNN) [53].

4.2.4 Integer Linear Programming

The Entity Linking problem can be considered as a special case of the Metric Labelling

Problem [96, 97], where the goal is to label n objects while maximizing the similarities
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Figure 4.1: WordNet graph for disambiguating the ambiguous word coach in Our fleet
comprises coaches from 35 to 58 seats [6]

between the related ones. The problem can be tackled using Integer Linear Program-

ming [34]. In natural language processing, this motivated introducing a more general

framework called Constrained Conditional Model (CCM), developed mainly by Roth et

al. and discussed in several tutorials and papers [177, 176, 33, 67, 32, 36]. This framework

has been used successfully in several NLP applications that involve learning to label ob-

jects while at the same time satisfying interdependent constraints. Examples are semantic

role labelling [164], entity and relation identification [176] and wikification [168].

Linear Programming (LP) is an optimization method in which all the objective func-

tions and constraints are linear. LP is a widely used optimization method in operations

research. If all the variables are integers, the problem is called Integer Linear Program-

ming (ILP), or often Integer Programming (IP). In this research, we start from a semantic

relatedness-agnostic model for word sense disambiguation and transform it to an integer

linear program. To solve the optimization, we use COIN-OR Branch and Cut Solution

(CBC) [116]. Arbitrary sized sentences are chunked and fed to the solver to keep the prob-

lem tractable. While the details of solving an IP is not the main focus of this research, in a

nutshell, CBC performs the following steps to solve a minimization optimization [52], with
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integer variables allowed to take the values 0, 1 or 2:

• Step 1. (Bound): Relax the integral constraints, letting the variables take real values

(with lower and upper bounds of 0.0 and 2.0 respectively). This new LP can be

solved using classical linear programming solvers [142]. When solved, if all the

variables have integral values in the obtained solution, we are done. Otherwise, this

step will reveal a lower bound on the original problem. Any solution (an assignment

that satisfies all the constraints) for the original integer problem is in fact an upper

bound for the optimization.

• Step 2 (Branch). Pick a variable with non-integral value (e.g, 1.6), and branch two

nodes from it, one labelled with an upper bound of 1 and the other labelled with the

lower bound of 2

• While (search tree is not empty):

– Step 3. Pick a node

– Step 4. Create an LP program using the new lower and upper bounds, then

solve

– Step 5 (Bound). Try to prune the node if any of the following conditions hold:

1. LP is infeasible

2. Else, the value assigned to it exceeds its upper bound

3. Else, if in the current solution all variables have integral values, update the

upper bound, and prune the node by optimality

– Step 6 (Branch). If the node was not pruned, pick another node with a non-

integral value and branch.

4.3 Problem Definition and Formulation

In this section, we formulate the WSD problem as an optimization that merely is focused

on the quality of the concept representations. We do this by ignoring other aspects of the

problem, such as the effect of non-mention words, prior distributions of entities or null-

mentions.
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In the framework that we follow in this chapter, three steps need to be taken to disam-

biguate the words in a given input, as illustrated in Fig. 4.2:

1. Step 1. Mention Detection (a.k.a. Entity Recognition): This step aims to find any

possible entities, or mentions of the knowledge base items. This problem is tradition-

ally solved with Aho-Corasick algorithm [10], which identifies strings in a dictionary

that appear in an input.

2. Step2. Candidate Generation: Every mention can potentially be linked to many enti-

ties. This might not be a problem in traditional WSD, but in linking to a knowledge

base like Wikipedia, the number of possible targets can be very large and an early

pruning can significantly affect the results.

3. Step 3. Disambiguation: This step selects the correct sense among each candidate

set.

For every entity e, there exist one or more string representations, a.k.a. mentions of

e, and vice versa. This forms a many-to-many relationship from mentions to entities. By

ignoring non-mention phrases in the text, i.e, phrases that cannot possibly refer to any

entity, we can represent a sentence S by a list of mentions M = [m1, . . . ,mn]. Each

mention mi can have ki potential senses or candidates: Ci = {c1i , . . . , c
ki
i } and C =

⋃
i Ci is

the set of all candidates. The goal is to find E = [e1, . . . , en] where ei is the “correct” entity

to which mention mi refers, using “only” the semantic relatedness between the concepts.

Fig. 4.3 illustrate the notation we use in our formulation.

4.4 Coherence Modelling using Integer Programming (IP)

While there can be many different ways to measure the coherence of a sentence, the most

popular one is defined by the sum of all mutual semantic relatedness scores of the entities

of a sentence [100, 168]. We sometimes refer to this value as standard coherence measure.

Let r(·, ·) be the relatedness function and Ê = [ê1, ..., ên] be a solution, i.e, each mi is

resolved to êi, then the problem is to find the vector E∗ that maximizes the coherence:

E∗ = argmax
Ê∈(C1×···×Cn)

∑
i<j

r(êi, êj) (4.1)
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Figure 4.2: Different steps of entity linking for the example: “David started dating Victoria
after she attended a Manchester United match”



72

Figure 4.3: A mention (mi) is an ambiguous string that potentially refers to any candidate
(cji ), but only one sense is the correct sense (Ei) in a given sentence.

Finding an optimal solution for Eq. 4.1 is NP-complete and we proceed by transforming it

to an Integer Linear Program, following [176, 100, 175].

We start by transforming Eq. 4.1 into the equivalent form of

E∗ = argmax
∑
i<j

sk,li,jr
k,l
i,j (4.2)

where the binary variable sk,li,j = 1 if and only if both cki and clj are selected (cki ∈ E∗ and

clj ∈ E∗), and rk,li,j denotes the similarity between the selected pair of entities:

rk,li,j = r(cki , c
l
j) (4.3)

The next step is to ensure that every mention ei is resolved to one and only one candi-

date cki . This is done by introducing a new binary variable ski ∈ {0, 1} to denote whether

or not ei is resolved to cki . We first need to make sure sk,li,j = 1 will induce both ski and slj

are also set to 1:

∀i, j, k, l :sk,li,j < ski and

sk,li,j < slj (4.4)
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Finally, the following constraint will make sure that one and only one cki is assigned to ei:

∀i
∑
k

ski = 1 (4.5)

This gives the following IP:

Maximize
∑
i<j

sk,li,jr
k,l
i,j for 1 ≤ i, j ≤ n, 1 ≤ k ≤ ki, 1 ≤ l ≤ kj

subject to: ski ∈ {0, 1}

sk,li,j ∈ {0, 1}

∀i
∑
k

ski = 1

∀i, j, k, l : sk,li,j < ski and sk,li,j < slj (4.6)

4.5 Key Entity Modelling

Lazic et al. [103] conjecture that, for each mention, there is usually one context word that

suffices to disambiguate it. Using this assumption, they provide a probabilistic model, re-

ferred to as selective context model. Motivated by this, we advance the idea and conjecture

that, given a short sentence, there exists one entity, referred to as key entity in this thesis,

that can help disambiguate every other one. With the key entity denoted by e∗, this assump-

tion will lead to a different formulation for coherence (referred to as key coherence in this

text):

(e∗, E∗) = argmax
ϵ∈C

Ê∈(C1×···×Cn)

n∑
i=1

r(ϵ, êi) (4.7)

Unlike Eq. 4.1, there is a quadratic-time solution for this optimization. We first assign to

each entity ϵi ∈ C a best candidate list Bi = [b1i , ..., b
n
i ] where bji is the best candidate for

mj assuming ϵi be the key entity, i.e, the most similar entity to ϵi in Cj . Next, we find the

list Bi with maximum coherence w.r.t its corresponding key, ϵi:

Step 1: ∀ϵi ∈ C,Bi =

[
argmax

t∈Cj
r(ϵi, t) | ∀j ≤ n

]
(4.8)

Step 2: E∗ = argmax
Bi

∑
t∈Bi

r(ϵi, t)

Both steps have O(|C|2) complexity. Our experiments demonstrate the effectiveness of

this method, thus add support to the conjecture that every sentence has a key entity.
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4.6 VSM-Based Context-Vector Method

While solving Eq. 4.7 is computationally faster, the improvement over IP based model is

not dramatic. Key entity model, similar to IP, needs to calculate |C|2 similarities, which can

be very expensive even with fast relatedness methods. Both our embedding and WLM have

n log n complexity where n is the number of neighbours (and assuming that the embeddings

are computed offline). Moreover, the large size of Wikipedia and hardware limitations lead

to I/O delay in accessing those neighbours, making the whole process expensive. However,

the insight that this approach gives is promising and motivates us to develop a fast key

entity based method for disambiguation using vector space model (VSM) operations. We

start from a simple vector space model-based method to demonstrate both the quality of

the vectors, and more importantly, how using vector space embeddings can help finding a

faster algorithm.

The first VSM-based approach is a basic “Lesk Like” method: to disambiguate a men-

tion m, the context in which m occurs is compared to the profiles of the candidates, and

the one with the highest similarity is chosen. Unlike classic cases of context vector [143],

we do not have any representation for words, including mentions; we originally defined

the representation R(·) for entities only. However, this notion can easily be extended to

mentions:

Definition 4.1 A mention representation of m, R(m), is defined to be the average of its

candidate representations:

R(mi) =
1

|Ci|
∑
t∈Ci

R(t) (4.9)

Having defined this notion, defining a context vector is straightforward. The context vector

of a mention should encode the information about the other mentions in the context. We

suggest the following definition for a context vector w.r.t to a mention:

Definition 4.2 The context Vector w.r.t. mention mi, R̂(mi), is the average of other men-

tion representations in the sentence:

R̂(mi) =
1

n− 1

∑
mj∈M\mi

R(mi) (4.10)
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At this point we can define the context-vector disambiguation in three steps:

1. Calculate mention representationsR(mi) for all i = 1 . . . n

2. Extract context vectors R̂(mi) for all i = 1 . . . n

3. The disambiguated entities E∗, are those with maximum cosine similarity to their

context:

E∗ =
[
argmax

t∈Ci
R(t) · R̂(mi) | i = 1 . . . n

]
(4.11)

4.7 VSM Key Entity (Key-Coherence) Recognition

Context vector can be roughly considered as the vector space equivalent to the standard

coherence method. In this section, using this basic method and inspired by the existence of

a key entity, we aim to develop a VSM-based key entity method that tries to guess the key

entity by benefiting from the vector representations. The idea is to assume the key entity to

be the one that can be resolved with the highest certainty.

Having defined a context vector for every mention, we can sort the candidates for each

mention based on their similarity to the correspondent context vector. This value will reflect

the degree of relevance of a candidate. Now let’s assume that for each mention mi, k
j
i is

the j-th best candidate w.r.t. its context vector:

kj
i = argmax

t∈Ci\{k1i ,··· ,k
j−1
i }
R(t) · R̂(mi) (4.12)

We assume that the difference between the similarities of k1
i and k2

i to the context repre-

sentation of mi, R̂(mi), is a good indicator of how certain we are in resolving mi to the

entity k1
i . This concept is illustrated in Fig 4.4.

Definition 4.3 The confidence value for the best candidate for mention mi, conf (k1
i ), is

defined to be the proportional difference between its similarity to the context vector and the

similarity of the second best candidate to the context vector:

conf (k1
i ) =

R(k1
i ) · R̂(mi)−R(k2

i ) · R̂(mi)

R(k2
i ) · R̂(mi)

(4.13)
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Figure 4.4: Calculating confidence for each best candidate
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Having defined the confidence value, we can summarize the VSM key entity disambiguation

algorithm in five steps.

1. Extract mention representations,R(mi), for all i = 1 . . . n

2. Extract context vectors, R̂(mi), for all i = 1 . . . n

3. Calculate confidence, conf (k1
i ), for all i = 1 . . . n

4. Find key entity: We define the key entity e∗ to be the one that has the highest confi-

dence value:

e∗ = k1
i where i = argmax

i≤n

{
conf (k1

i )
}

(4.14)

5. Disambiguate: Once e∗ is found, the disambiguated entities E∗, are those with maxi-

mum cosine similarity toR(e∗):

E∗ =
[
argmax

t∈Ci
R(t) · R(e∗) | i = 1 . . . n

]
(4.15)

Our VSM-based key entity recognition method has a linear complexity in terms of the

number of candidates |C| and also calculates only 2|C| similarities. Surprisingly, the exper-

iments demonstrate that this method, despite its sub-optimality in terms of coherence, can

outperform previous models in terms of precision. This is not a contradiction: coherence is

measured to predict precision but does not imply it.

4.8 A Walk-Through Example

Let’s consider the example we started with, “David started dating Victoria after she at-

tended a Manchester United match”. This sentence has three mentions, David, Victoria

and Manchester United. We assume each mention has up to 4 candidates (to save space),

as illustrated in Table 4.1.

4.8.1 Coherence Optimization using Integer Programming

The first method we evaluate is the full coherence model, in which we search for three

entities for which the sum of pairwise similarities is maximum. In Table 4.2, we calculated

the pairwise similarities between different candidates. Choosing two candidates for the
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David Victoria Manchester United

C0 C1 C2

c00 c01 c02
David Victoria (Australia) Manchester United F.C.

c10 c11 c12
David (Michelangelo) Victoria, Manchester United F.C

British Columbia Reserves and Academy

c20 c21 c22
Jacques-Louis David Victoria cricket team Manchester United

(video game series)

c30 c31 c32
David Beckham Victoria Beckham Manchester Eagles

Table 4.1: Three mentions, and four candidate per mention for the example sentence “David
started dating Victoria after she attended a Manchester United match”

same mention is not possible (and is coded in one of the IP constraints). Therefore, the

similarity between them is not calculated (marked with a ‘-’ in the table).

c00 c10 c20 c30 c01 c11 c21 c31 c02 c12 c22 c32
c00 - - - - 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0
c10 - - - - 1.0 1.0 0.0 1.0 1.0 1.0 0.0 0.0
c20 - - - - 1.0 1.0 0.0 1.0 4.0 3.0 0.0 0.0
c30 - - - - 2.0 9.0 0.0 850.0 1415.0 840.0 7.0 12.0
c01 0.0 1.0 1.0 2.0 - - - - 4.0 5.0 2.0 0.0
c11 1.0 1.0 1.0 9.0 - - - - 6.0 4.0 1.0 13.0
c21 0.0 0.0 0.0 0.0 - - - - 2.0 0.0 1.0 0.0
c31 1.0 1.0 1.0 850.0 - - - - 19.0 13.0 0.0 0.0
c02 1.0 1.0 4.0 1415.0 4.0 6.0 2.0 19.0 - - - -
c12 0.0 1.0 3.0 840.0 5.0 4.0 0.0 13.0 - - - -
c22 0.0 0.0 0.0 7.0 2.0 1.0 1.0 0.0 - - - -
c32 0.0 0.0 0.0 12.0 0.0 13.0 0.0 0.0 - - - -

Table 4.2: Pairwise similarities between all candidates (×10−4). The similarities between
candidates of the same mention are not calculated (marked with a ’-’), as they are not used.
We used the symmetry of the table and calculated the upper triangular submatrix only.

Feeding Table 4.2 to the IP given in Eq. 4.6 and solving it yields an optimal value of

0.2284 , which is the result of the following summation:
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optimum = r(c30, c
3
1) + r(c30, c

0
2) + r(c31, c

0
2)

= (850.0 + 1415.0 + 19.0)× 10−4

= 0.2284 (4.16)

This leads to the following solution:

Answer = [c30, c
3
1, c

0
2]

= [David Beckham, V ictoria Beckham,Manchester United F.C.]

(4.17)

4.8.2 Key Entity Based Disambiguation

In this method, we need to calculate the key coherence (Eq. 4.7) assuming any entity is (hy-

pothetically) the key entity. For example, if the key entity is c02 (Victoria (Australia)), then

by referring to Table 4.2, among the candidates for David, c30 has the maximum relatedness

with the key entity, and among the candidates for Manchester United, c12 has the highest

relatedness to the key entity. This results in the following key coherence:

key-coherence(c02) = r(c01, c
3
0) + r(c01, c

1
2) (4.18)

= (2.0 + 5.0)× 10−4

= 0.007

We have calculated these values (the result of disambiguation and the coherence) for each

possible candidate, shown in Table 4.3. As we can see, the maximum coherence belongs

to c30 (David Beckham), which leads to resolving Victoria to c31 (Victoria Beckham) and

Manchester United to c02 (Manchester United F.C.).

4.8.3 VSM-Based Methods: Context-Vector and Key Entity Based

The last two methods that we analyze are the vector-space based methods, in which we

abandon the entity-entity Table 4.2 with the size of n2 = 144 in favour of an entity-context

Table with a size of n = 12. Each entry of this table contains two values, a candidate and

the relatedness between this candidate and its context vector. For example, the value that
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David Victoria Manchester United

Key c00 c01 c02
C0j Resolved Mentions [c00,c

1
1,c

0
2] [c30,c01,c

1
2] [c30,c

3
1,c02]

Key-Coherence Value 0.0003 0.0007 0.1434

Key c10 c11 c12
C1j Resolved Mentions [c10,c

0
1,c

0
2] [c30,c11,c

3
2] [c30,c

3
1,c12]

Key-Coherence value 0.0002 0.0022 0.0854

Key c20 c21 c22
C2j Resolved Mentions [c20,c

3
1,c

0
2] [c30,c21,c

0
2] [c30,c

0
1,c22]

Key-Coherence Value 0.0005 0.0002 0.0009

Key c30 c31 c32
C3j Resolved Mentions [c30,c

3
1,c

0
2] [c30,c31,c

0
2] [c30,c

1
1,c32]

Key-Coherence Value 0.2265 0.0869 0.0025

Table 4.3: Key entity disambiguation result and key coherence for each entity. Every en-
try contains a candidate, along with the key coherence and the result of disambiguation,
assuming that candidate is the key entity.

is associated with c30 equals to R(c30) · R̂(c30). The candidates are sorted by their context

similarity value, therefore, this table alone can be used to disambiguate, which is what we

explained as context method. The top entities in each column are [c30, c
3
1, c

0
2], which are the

correct candidates.

David Victoria Manchester United

Key c30 c31 c02
Context-Similarity 0.0353 0.0075 0.0384

Key c20 c11 c12
Context-Similarity 0.0001 0.0011 0.023

Key c10 c01 c32
Context-Similarity 0.0 0.0003 0.0007

Key c00 c21 c22
Context-Similarity 0.0 0.0001 0.0003

Table 4.4: Entity to context similarity, sorted by decreasing similarity. Each entry contains
a candidate and the similarity between it and its correspondent context vector.

To proceed with our VSM based key entity method, we need to calculate the confidence

for each entity. The confidence value of c30, as an example, is the proportional difference
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between its context similarity and the context similarity of the entity following it, that is:

conf(c30) =
R(c30) · R̂(c30)−R(c20) · R̂(c20)

R(c20) · R̂(c20)

≈ 0.0353− 0.0001

0.0001
≈ 360.93 (4.19)

Calculated confidence values for all the three top entities are reported in Table 4.5. We

can see that the confidence value for c30 is higher than the other two, so c30 is chosen as the

key entity. This is the same key entity we found using direct search in Section 4.8.2, and

therefore, choosing it as the key entity similarly leads to resolving Victoria to c30 (Victoria

Beckham) and Manchester United to c02 (Manchester United F.C.).

David Victoria Manchester United

Key c30 c31 c02
Confidence 360.93 5.97 0.67

Table 4.5: Confidence value for the top candidates of Table 4.4

4.9 Evaluations

We evaluated our proposed method as well as graph overlap, WLM and word2vec2 (Sec-

tion 3.8.1) with IP on five different datasets:

1. AQUAINT [138]: 50 documents from news. AQUAINT is a corpus of news docu-

ments, taken from three news agencies: the New York Times, the Associated Press,

and the Xinhua News Agency. A subset, consisting of short documents (250 to 300

words) of the news belonging to New York Times and annotated by humans, was

used in the WSD evaluations.

2. MSNBC [44]: 20 news documents. 10 MSNBC news categories were selected (Busi-

ness, U.S. Politics, Entertainment, Health, Sports, Tech & Science, Travel, TV News,

U.S. News, and World New), and from each category, 2 top stories were annotated

by humans.

3. Kore [78]: 50 human-curated hard sentences. This dataset is hand-crafted and meant

to be more difficult than the other datasets. They have short context and higher
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density of mentions (3 mentions per sentence, and a mention to word ratio of 20%),

are highly ambiguous (on average more than 600 candidates per mention), and most

importantly, includes more mentions whose correct targets are less popular, unlike

the news documents where most of the time the correct entity is the most popular

one.

4. CoNLL annotated by the authors of [80]: 1393 articles. Only the proper nouns

from Reuters newswire articles are hand annotated and linked to YOGA2 [79] (hence

sometimes called CoNLL-YAGO to avoid confusion with the original CoNLL dataset).

5. Wiki.5000 (or simply Wiki): The first 5000 articles (ordered by their id) of Wikipedia

(Wiki dataset). Because entities are not necessarily linked throughout the whole

article, we only chose the opening paragraphs, which tend to have a higher quality1.

We made sure that at least 10% of the documents contain a mention whose target

entity is not the most popular one.

We experiment with candidate lists of size 5, 10 and 15 (any number beyond 15 was

not feasible with our hardware); the list always contains the correct entity. Sentences are

chunked and each chunk contains up to 5 mentions.

Micro Average Precision (π̂µ) and Macro average Precisions (π̂M ) are reported over the

five datasets and different candidate numbers, defined as follows [185]:

π̂µ =

∑d
i=1 TPi∑d

i=1(TPi + FPi)

π̂M =

∑d
i=1 π̂i

d
(4.20)

where TPi denotes the number of true positives, FPi the number of false positives, π̂i

is the precision w.r.t. the ith document (π̂i =
TPi

TPi+FPi
) and d is the size of the collection.

4.9.1 Standard Coherence: Evaluation of Our Relatedness Method

We plugged different relatedness methods into IP (Eq. 4.6) and solved the equation to find

the entities. The results are shown in Table 4.6. Our embedding-based method outperforms

other methods in most of the datasets and this trend stays the same with the increase of the

number of candidates.
1The dataset is publicly available on the project website.
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As mentioned before, we always made sure that the correct entity is in the list (if not, we

just added it), and that explains the decrease in the results when the number of candidates

increases: the more the number of the candidates, the harder is to find the correct entity.

In this section, we are only interested in the quality of the relatedness and that justifies our

decision. However, in the next chapter, we explain a Wikifier which describes a real-word

system using the modules developed here.

MSNBC AQUAINT KORE CONLL WIKI

# Cands Sim-Method π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M

5 overlap .83 .82 .64 .64 .75 .74 .70 .68 .74 .66
wlm .85 .83 .69 .69 .80 .78 .73 .67 .77 .68
word2vec2 .85 .84 .63 .62 .83 .81 .70 .69 .76 .69
rvsPageRank .87 .86 .71 .72 .86 .86 .73 .73 .80 .72

10 overlap .77 .78 .55 .55 .69 .68 .62 .59 .67 .60
wlm .79 .78 .58 .59 .77 .76 .64 .58 .71 .62
word2vec2 .79 .79 .54 .53 .77 .74 .65 .63 .71 .64
rvsPageRank .82 .82 .64 .64 .77 .75 .67 .66 .76 .67

15 overlap .75 .76 .50 .51 .62 .62 .57 .52 .64 .57
wlm .76 .76 .54 .55 .73 .72 .60 .54 .68 .59
word2vec2 .77 .77 .49 .49 .67 .65 .61 .57 .68 .61
rvsPageRank .80 .80 .59 .59 .75 .72 .63 .61 .73 .65

Table 4.6: WSD using Integer Programming (IP): Micro Averaged Precision (π̂µ) and
Macro Averaged Precision (π̂M ), using different semantic relatedness methods, across dif-
ferent candidate numbers and datasets

4.9.2 The Proposed Key Entity Method vs Standard Coherence Model

We report the comparison of the results of the key coherence model with the coherence

model (solved using IP) in Table 4.7. Both methods are competitive, which lends support

the idea that a key entity exists. Especially on the last two datasets, where the sizes are

significantly larger, one can notice that the key entity method is as good as or better than

the standard dataset. We will see in the next section that we can improve on these results

using our VSM key entity model.

4.9.3 Using The Vector Space Model To Disambiguate

In this section, we apply our VSM models to evaluate the quality of the vectors and the

effectiveness of the key entity method. As we mentioned before, we can roughly assume
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MSNBC AQUAINT KORE CONLL WIKI

# Cands Sim-Method π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M

5 Coherence⋆ .87 .86 .71 .72 .86 .86 .73 .73 .80 .72
Key-Coherence .87 .85 .70 .70 .87 .86 .73 .74 .81 .81

10 Coherence⋆ .82 .82 .64 .64 .77 .75 .67 .66 .76 .67
Key-Coherence .82 .81 .61 .61 .79 .77 .67 .67 .76 .76

15 Coherence⋆ .80 .80 .59 .59 .75 .72 .63 .61 .73 .65
Key-Coherence .80 .79 .56 .56 .73 .73 .62 .62 .74 .74

Table 4.7: Comparing the results of Integer Programming (IP) with key entity based
method: Micro Averaged Precision (π̂µ) and Macro Averaged Precision (π̂M ), across dif-
ferent candidate numbers and datasets. ⋆: extracted from Table 4.6)

that the context based method (cf. section 4.6) is the VSM equivalent of the coherence

method and the VSM key entity method (cf. Section 4.7) is the VSM equivalent of key

entity method. Therefore, we include the results from the previous tables (Table 4.6 and

Table 4.7) to be able to compare them side by side. The results in Table 4.8 demonstrate that

the vector space model can be very competitive, and often outperforms equivalent semantic

relatedness-based methods. One can also notice that in the majority of cases, especially

when the number of candidates is at its maximum (15), the VSM key entity-based method

achieves the best results. The main strength of the model is its speed, reported in Fig. 4.5

(log scale). A better performance with a dramatic speedup (more than 50x) provides more

evidence for the quality of the embeddings.

4.9.4 Evaluating the Quality of word2vec Embeddings in the VSM Based Methods

Both the context similarity method and our introduced VSM key entity method can be used

with any other embedding and in fact can provide yet another method for evaluating the

quality of our vectors. We re-evaluate word2vec2 vectors again, this time using the VSM

based method. The results in Table 4.9 demonstrate that our embeddings can outperform

the word2vec embeddings, with an even higher margin than in the previous IP-based ex-

periments. We believe that the under performance of word2vec in this approach is caused

by the density of the vectors; dense vectors are more susceptible to noise when averaged

than sparse vectors because they have a lower capacity to contain information. This is more
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MSNBC AQUAINT KORE CONLL WIKI

# Cands Sim-Method π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M

5 Coherence⋆ .87 .86 .71 .72 .86 .86 .73 .73 .80 .72
Context .77 .74 .73 .74 .87 .88 .62 .61 .82 .81
Key Entity† .87 .85 .70 .70 .87 .86 .73 .74 .81 .81
VSM Key Entity .87 .85 .70 .71 .89 .90 .81 .79 .82 .82

10 Coherence⋆ .82 .82 .64 .64 .77 .75 .67 .66 .76 .67
Context .74 .74 .67 .67 .78 .77 .58 .56 .77 .77
Key Entity† .82 .81 .61 .61 .79 .77 .67 .67 .76 .76
VSM Key Entity .82 .82 .64 .64 .77 .76 .76 .73 .78 .78

15 Coherence⋆ .80 .80 .59 .59 .75 .72 .63 .61 .73 .65
Context .71 .69 .62 .63 .73 .73 .55 .54 .74 .74
Key Entity† .80 .79 .56 .56 .73 .73 .62 .62 .74 .74
VSM Key Entity .81 .81 .59 .59 .75 .74 .73 .70 .76 .75

Table 4.8: Comparing the results of Integer Programming (IP) with its equivalent VSM
model (context similarity), and key entity-based method with its equivalent VSM model
(VSM key entity): Micro Averaged Precision (π̂µ) and Macro Averaged Precision (π̂M ),
across different candidate numbers and datasets. ⋆: extracted from Table 4.6, †: extracted
from Table 4.7

obvious when we notice that when the number of candidates is increased to 15, word2vec

is the inferior method in all of the cases.

4.10 Conclusion

We evaluated our concept representations in a word sense disambiguation task by using

a standard coherence modeled based on Integer Programming (IP) and demonstrated that

it performs better than the other methods used in this task. Moreover, by reformulating

coherence, we demonstrated that there is often one key entity in a sentence that can help

with disambiguating the rest of the entities. This finding led to a very fast yet more accurate

method for WSD that we refer to as VSM key entity recognition. We make available the

concept embeddings for public use so that they can easily be incorporated in any NLP

relatedness task with minimum overhead.
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MSNBC AQUAINT KORE CONLL WIKI

#⋆ Sim-Method π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M π̂µ π̂M

5 Context word2vec .78 .76 .61 .60 .79 .78 .66 .64 .75 .76
rvsPageRank† .77 .74 .73 .74 .87 .88 .62 .61 .82 .81

VSM Key word2vec .80 .80 .59 .59 .82 .80 .68 .66 .76 .76
rvsPageRank† .87 .85 .70 .71 .89 .90 .81 .79 .82 .82

10 Context word2vec .69 .68 .50 .49 .55 .57 .58 .56 .68 .69
rvsPageRank† .74 .74 .67 .67 .78 .77 .58 .56 .77 .77

VSM Key word2vec .75 .76 .52 .51 .63 .62 .62 .59 .71 .71
rvsPageRank† .82 .82 .64 .64 .77 .76 .76 .73 .78 .78

15 Context word2vec .65 .63 .46 .45 .44 .46 .54 .51 .64 .65
rvsPageRank† .71 .69 .62 .63 .73 .73 .55 .54 .74 .74

VSM Key word2vec .72 .75 .49 .49 .54 .54 .58 .55 .68 .69
rvsPageRank .81 .81 .59 .59 .75 .74 .73 .70 .76 .75

Table 4.9: Comparing the quality of the vectors of our rvsPagerank embedding with
word2vec. Both of the embeddings are evaluated in two VSM-based methods, Context
Similarity and VSM Key Entity: Micro Averaged Precision (π̂µ) and Macro Averaged Pre-
cision (π̂M ), across different candidate numbers and datasets. †: extracted from Table 4.8
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Figure 4.5: linear-log plot of time spent for the three largest datasets



Chapter 5

Wikification

5.1 Introduction

A large number of Natural Language Processing (NLP) systems rely on Lexical Knowledge

Resources (LKR). This includes simple tasks such as exploring synonyms of the terms in

a given text using WordNet [136], to more sophisticated analyses using UMLS ontolo-

gies [21]. Wikipedia is gaining a lot of attention in NLP and recent studies have shown that

it is comparable to domain-specific ontologies in some specific tasks [181].

Using any LKR with unstructured text requires a customized entity linker to detect

entities (or concepts) in the text and relate them to the knowledge source. In the case

of UMLS for example, a widely used tool called MetaMap [12] is provided as part of

the framework. When the LKR is Wikipedia, the entity linker is also referred to as a

Wikifier. Some of the successful examples are Wikipedia Miner [138], GLOW [168] and

tagME [46, 160].

One standard and widely used approach in most of the Wikifiers is to combine several

features from the given text and cast it as a classification problem. Most of these features

are simple and straightforward, such as popularity (the probability of a mention referring

to a specific entity), or commonness (similarity between a string and an entity). On the

other hand, some other features can be more complicated, such as semantic coherence.

The idea of semantic coherence is to choose a set of entities that are semantically related

to each other. The standard definition of coherence tends to be computationally expensive

and several studies have proposed heuristics to approximate it [46, 168].

In this study, we propose an entity linker relying on the definition of the key entity

coherence presented in Chapter 4. The main advantage of key entity is its low computational

complexity and good performance. It relies on a set of linear vector operations to find a

central entity in a short text, the key entity, that can assist disambiguating the other entities.

The key entity based disambiguation relies only on the concept representations extracted

from a Wikipedia graph and ignores other information. From this perspective, this chapter

88
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is an attempt to combine the graph information of Wikipedia with its text in an NLP task.

The main outcome of this research is Wikisim Wikifier 1, an implementation of an entity

linker. Wikisim consists of several modules for entity recognition and disambiguation. The

main module of the system is a learning-to-rank module that combines several features

from the graph and the text of Wikipedia. The final system can compete with commercial

and widely used systems.

5.2 Related Work

One way to summarize the literature on entity linking is following the general framework

introduced by two inspiring studies [100] and [168]. In this approach, a Wikifier has ac-

cess to two classes of information, local and global. Local features include the context

around the entity mention, and some data-driven statistics about the mentions and can-

didates, such as prior probabilities. Global information usually includes only a semantic

coherence measure, which represents how coherent the entities in the text are. Adding this

second component makes the problem very complex and was in fact ignored by the first

Wikifiers. Wikification started as a departure from traditional (proper) Named Entity recog-

nition [26]. In this pioneering research, a SVM-based supervised method was used to learn

the proper nouns using the similarity context of the entity and several features from the

Wikipedia pages (Lesk-like [107]) and their categories; one SVM per entity was trained.

Another early work on Wikipedia (and probably the first research to use the term “Wikify”)

was [131]. They used a similar approach with a few differences, such as using more local

features (referred to as “Data Driven Sense Probabilities” in their research), and also Naive

Bayes as their learning algorithm.

Coherence was first explored in [44] and later in Wikipedia Miner [138]. Both of these

methods tackle the complexity by selecting a reference disambiguation context, i.e, a refer-

ence set of entities that other entities are chosen to be consistent with, in order to preserve

coherence. Some examples of disambiguation context are the set of all candidates [44] or

the set of unambiguous entities in Wikipedia Miner [138]. Wikipedia Miner is one of the

first, and most widely used Wikifiers, mainly because it provided a robust open-source web

service. The relatedness method used in [138] to model coherence is their own WLM [202],

1https://github.com/asajadi/wikisim

https://github.com/asajadi/wikisim
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which is by far the most widely used Wikipedia-based relatedness method. Another ap-

proach to use coherence is to turn it into a local feature, for example by extending the

concept-concept relatedness to mention-concept relatedness, by defining it as the average

of the similarity of all the mention candidates to a given concept [73]. GLOW [168] uses

a supervised method trained on local features only to find an initial set of disambiguation

contexts and then performing another round of training to find the final ranking. How-

ever, GLOW performs a final pruning using another supervised model to decide whether a

mention should be linked to NIL.

This general local/global approach can be used in any other entity-linking system. For

example, Tulip [114] is an Entity Recognition and Disambiguation (ERD) system that uses

Freebase as the target knowledge source. Tulip mainly focuses on popularity and builds the

disambiguation context with the set of the most popular senses. Later, individual candidates

are compared to this disambiguation context and the most similar ones are picked.

A slightly different wikifying system is AIDA [80]. It still follows the same local and

coherence features, but the optimization is done in a graph-based fashion. A graph is

constructed between mentions and candidates, and the solution is a subgraph that contains

all the mentions, and includes only one candidate for each mention. Another difference is

in the similarity metric they use, which is their proposed Keyphrase Overlap Relatedness

(KORE) [78].

Another widely used and one of the few well-maintained Wikifiers is tagME [46] and

its subsequent versions such as TagME2 and WAT [160]. WAT uses SVM to learn to detect

mentions. For disambiguation and final pruning, it uses several approaches. Originally,

tagME used a voting algorithm where each entity gets votes from other candidates and the

one with the highest vote is chosen. The vote is a combination of semantic relatedness and

local features of the entity. It also uses the traditional and successful Random Walk on a

mention-entity graph [8, 2].

Further improvements are possible by either using more suitable learning algorithms,

such as Probabilistic Bag of Hyperlink (PBoH) [57] or neural networks [81, 53], or by

incorporating even more resources, such as “search engine piggybacking” [42].
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5.2.1 Learning to Rank

“Learning to Rank” is a form of supervised learning where the task is to rank (denoted by

a ‘≺’ notation) a set of given objects. Learning to rank has many applications, but it is

particularly important in search engines and information retrieval. As an example, what

matters regarding the results of a search engine is the order in which the information is

presented, not the particular scores. There are three main approaches to this problem: point-

wise, pairwise and listwise. These approaches are different in their input/output spaces,

hypotheses, and loss functions [115]:

1. pointwise. It is the most similar approach to traditional regression, or even more, to

ordinal regression. The input is the feature vector and the output space consists of

the relevance scores.

2. pairwise. The input is a pair of instances (i1, i2) and the output space is {0, 1},
representing the truth value of i1 ≺ i2.

3. listwise. The input is a set, and the output is a ranked list (with or without the

relevancy scores). The loss function compares the differences between two ranked

lists.

We use the state-of-the-art LambdaMart learning to rank algorithm [28], which belongs to

a family of learning to rank algorithms presented by Microsoft Research. It is a modified

version of LambdaRank, which itself is based on RankNet [27]. LambdaMart is a list-wise

approach that aims to minimize the ranking error directly. It uses Multiple Additive Re-

gression Trees (Mart) to optimize the ranker. The loss function is Normalized Discounted

Cumulative Gain (NDCG), which is a widely used measure for the quality of a ranking in

information retrieval [122]. This function is not continuous, hence not differentiable [115].

However LambdaMart manages to optimize it using the key observation that one does not

need the actual cost values for optimization, but only the gradients [28, 29].

5.3 Problem Definition

Extending the definitions of [180], we represent a sentence by a list of terms T = [t1, . . . , tl].

A mention listM = [m1, . . . ,mn] is associated with every sentence, where mi = [tri , · · · , tsi ]
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and si < rj for every i < j. In other words, mentions can extend over multiple words, but

cannot overlap.

Each mention mi can have ki potential senses or candidates: Ci = {c1i , . . . , c
ki
i } and

C =
⋃

i Ci is the set of all candidates. The goal is to find E = [e1, . . . , en] where ei is the

“correct” entity to which mention mi refers.

5.4 Mention Detection

Many successful Wikifiers rely on well-known named entity recognizers, such as AIDA

which uses the Stanford NER Tagger 2 [49] and GLOW which uses Illinois Named Entity

Tagger 3 [167]. However, mention detection can be quite complex in the case of Wikipedia.

Some of the specific challenges with Wikipedia (compared with other LKRs) are:

1. The number of entities is very large, around 14 million.

2. It is not closed, the entities can be mentioned by anything, and it can even change

over time.

3. It is not domain-specific, and including all domains (history, logic, math, etc.) leads

to a higher amount of ambiguity, up to the point that everything can be a mention.

For example, “is a” can mention the “Is-A” relationship, or “I am” can refer to a

poem by “John Clare”.

4. It contains a lot of noise. There are mentions that contain a word before (as result of

human mistake), or even punctuation, for example “The USA,” can be a mention.

5. There can be a lot of possible overlapping mentions. To give a rather strange exam-

ple, lets say the text contains “!!!”. A single “!” is a mention of “’exclamation mark’

or “factorial”; “!!” can be “Brilliant move” in chess or “double factorial”; and even

“!!!”’ is an American band (pronounced as chk-chk-chk).

Inspired by the Tulip Named Entity Linker [114], we start the mention detection using a

Finite State Transducer (FST). This approach takes a dictionary and matches it to a text.

We rely on SolrTextTagger to do this initial matching 4. The result of this step is quite
2https://nlp.stanford.edu/software/CRF-NER.shtml
3http://cogcomp.org/page/software_view/NETagger
4https://github.com/OpenSextant/SolrTextTagger

https://nlp.stanford.edu/software/CRF-NER.shtml
http://cogcomp.org/page/software_view/NETagger
https://github.com/OpenSextant/SolrTextTagger
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noisy. Therefore, we perform another two steps to incrementally prune the results. Overall,

our mention detection consists of the following three steps:

1. FST with SolrTextTagger. We use SolrTextTagger to extract the mentions using a

longest dominant right heuristics. This way, the longest string is chosen whenever

mentions overlap.

2. Supervised Model. In this step, we combine several data-driven statistics. Moreover,

we acquire a successful named entity recognizer shipped with “Stanford CoreNLP”
5 [123] as an internal module in our system. This is done by using a supervised model

to prune the results from the previous step. The model is a binary Gradient Boosted

Classifier [55, 74] trained on a corpus consisting of 30, 000 Wikipedia opening texts.

The classifier is trained using the following features:

(a) The POS tags before, on, and after the word. Although we use the combination

of all three of them, but it is obvious from Fig. 5.1 that even looking at the POS

on the mention can significantly help pruning the less possible ones.

(b) Mention probability, defined to be n(mi = 1)/
∑

x∈{0,1} n(mi = x), where n(mi =

1) and n(mi = 0) denotes the number of times mi is, or is not a mention, re-

spectively.

(c) Whether it is picked up by CoreNLP.

(d) Whether it starts with a capital.

(e) Whether there is an exact title match in Wikipedia.

(f) Whether it contains a space.

(g) Whether it contains only ASCII characters.

3. Final Pruning. We realized another round of pruning based on prior probabilities

can further improve the results (though this would not be necessary in the presence of

sufficient data). In this step, we remove mentions where the most popular candidate

has less than 10 links to it.

5https://stanfordnlp.github.io/CoreNLP/

https://stanfordnlp.github.io/CoreNLP/
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Figure 5.1: The distribution of POS on the mentions

5.5 Disambiguation

For the candidates of each mention, we choose the n most frequently linked entities from

that mention. In the experiments we set n = 20, where our experiments showed that

it includes the correct entity for around 0.85% of the mentions. Disambiguating entities

is the final step of entity linking, which is defined as finding the correct target entity for

each mention. Following [168], the features we use can be classified as either local or

global. Local features include both contextual information and also statistics regarding the

mention-entity relation. Global features usually include semantic coherence. The most

important local feature is popularity, that is, the frequency of a given entity being linked to

by the given mention. It can influence the results dramatically. However, we need several

other features to control its effect in favour of less popular entities. Initially, we have

three different features to disambiguate a mention, two distributional (popularity, context

relevance) and one structural (key entity coherence).

5.5.1 Popularity

We define this feature to be the probability of a mention being linked to a candidate. For the

sake of simplicity, we overload mi to also be a random variable, so that mi = 1 means that
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mi is actually a mention and mi = 0 to denote that it is not. We can define this probability

as:

p(mi, c
j
i ) = p(mi = 0)× p(cji |mi = 0) + p(mi = 1)× p(cji |mi = 1)

=
n(mi = 1)∑

x∈{0,1} n(mi = x)
× n(cji ,mi)∑

c∈Ci
n(mi, c)

=
n(cji ,mi)∑

x∈{0,1} n(mi = x)
(5.1)

where n(·) denotes simple count and p(m, c) and n(m, c) are the probability and the num-

ber of times mention m is linked to entity c, respectively. Note that the second term in the

p(cji |mi = 0) = 0 and hence, cancels out.

5.5.2 Context Relevance

We tried different approaches to account for context. Two sparse TFIDF approaches and

one based on word2vec. Given a mention and its context (a fixed window), the idea is to

give every entity a relevancy score. We tried three different approaches:

1. context-article relevance. This score reflects the similarity between the context and

the article associated with the candidate.

2. context-context relevance. This score represents the similarity between the mention

context and the entity context. For each entity, we compiled a list of contexts, that is,

the collection of all windows where this entity is mentioned in Wikipedia.

3. context-context dense relevance. This score is the similarity between the average

of the word embeddings in the context with the vector assigned to the candidate.

We used the embeddings from [188]. In this approach, word2vec is trained on a

normalized Wikipedia, i.e, where all mentions are replaced by the target entity.

For the sparse TFIDF similarity, we rely on Lucene 6. Lucene provides various ways to

calculate similarity. However we only used the VSM model. This default similarity is

based on TFIDF but accounts for various factors such as the length of the documents and

query and also the degree of overlap, i.e, what percentage of the context is covered in the

document.
6https://lucene.apache.org

https://lucene.apache.org
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5.5.3 Coherence

Coherence is the most challenging feature as we explained in the previous section. How-

ever, we adopt the key entity based coherence definition introduced in the previous chapter

and find the key using the VSM based method. Assuming the key entity is e∗, the coherence

of an entity is defined to be simply the similarity to e∗.

5.5.4 Training The Model

Traditionally, a classifier can learn to differentiate between positive and negative labels.

The notion of positive and negative label for an entity is only definable when compared with

another entity and therefore, learning to rank is more reasonable than a standard classifier;

our experiments are consistent with this expectation. We use the list-wise, state-of-the-art

learning to rank algorithm, LambdaMart [27].

5.6 Experiments

We compared our system with the state-of-the-art entity linker tagME. We only focus on

systems with a public interface and tagME is the only currently maintained system to the

best of our knowledge. TagME has several generations and we used their provided web

service 7 to evaluate it directly. We evaluated our system on three datasets:

1. AQUAINT [138]: 50 news documents.

2. MSNBC [44]: 20 news documents.

3. Kore [78]: 50 human-curated sentences intended to be difficult for entity linking.

4. Wiki5000: The first 5000 articles of Wikipedia (Wiki dataset). Because entities are

not necessarily linked throughout the whole article, we only choose the opening para-

graphs, which tend to have a higher quality8.

5. NoPop: 17 records from Kore, and 85 records from Wiki5000, where each record

does not contain any mentions where the correct entity is the most popular one. Pop-

ularity is a too strong measure for disambiguating entities and can clearly mask the

7https://tagME.d4science.org/tagME/
8The dataset is publicly available on the project website

https://tagME.d4science.org/tagME/
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performance of the system on the not-popular entities, i.e, entities that are not the

most probable candidate for a given mention. This inspired us to isolate those enti-

ties in the evaluations and NoPop refers to this set of entities.

Also all of the models are trained on the 30000 opening texts of Wikipedia pages. We start

from evaluating the individual components of the system, mention detection and disam-

biguation, and finally we will report the results for the overall system. We report micro-

averaged precision (π̂µ), micro-averaged recall (ρ̂µ) and micro averaged F-measure (F µ
1 ):

defined as follows [185]

π̂µ =

∑d
i=1 TPi∑d

i=1(TPi + FPi)

ρ̂µ =

∑d
i=1 TPi∑d

i=1(TPi + FNi)

F̂ µ
1 = 2 · π̂

µ · ρ̂µ

π̂µ + ρ̂µ
(5.2)

where TPi denotes the number of true positives, FPi the number of false positives, FNi,

the number of false negatives, and d is the size of the collection.

5.6.1 Mention Detection

We compared the scores (precision/recall and F-measure) with both tagME and CoreNLP.

Wikisim mostly obtains the best precision (outperforming CoreNLP is no surprise as we

use it internally). TagME has a better recall, especially on Wiki5000. However, we have a

better F1 score on most of the datasets.

5.6.2 Disambiguator

To evaluate the disambiguator as an isolated system, we assume that the mentions are

already marked and we only need to link them to the correct entity. We evaluate different

modules individually and finally report the results for the learning to rank system trained

on the combination of them. It is clear from the results that the learned model is successful

in combining various statistics and textual-structural information. As we can see, NoPop

is the most challenging datasets. Given a dataset with already detected mentions, precision

and recall are the same and therefore we only report one number in the Table 5.1.
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Figure 5.2: Comparison of the macro scores of different mention detection methods across
different datasets

Kore Aquaint MSNBC Wiki5000 NoPop

Popular .39 .83 .66 .85 0
Context1 .31 .68 .59 .76 .07
Context2 .5 .75 .65 .86 .1
Word2Vec .13 .39 .4 .46 .11
Coherence .5 .51 .62 .73 .21

All (learning to rank Model) .57 .84 .73 .91 .22

Table 5.1: Comparing the micro precision of several features and the learned model
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5.6.3 Wikifier

The final results for the complete Wikifier are presented in Table 5.2. Our solution achieves

comparable results and outperform TagME on the 3 out of the 5 datasets, including the

Wiki5000 dataset, which is several times larger than the other datasets. Also the difference

on the NoPop dataset is surprising as we obtain a 300% improvement over tagME.

Kore Aquaint MSNBC Wiki5000 NoPop

Precision TAGME .74 .3 .61 .37 .08
Wikisim .63 .26 .4 .47 .11

Recall TAGME .23 .44 .41 .64 .17
Wikisim .31 .42 .43 .55 .16

F1 TAGME .35 .36 .49 .47 .11
Wikisim .42 .32 .41 .51 .13

Table 5.2: Comparing the micro scores of Wikisim with tagME

5.7 Conclusion and Ideas for Further Improvement

We introduced a complete Wikifier system that uses several aspects of text and structure of

Wikipedia. We showed that the key entity coherence measure, that uses only the structure

of Wikipedia, can be combined with a simple context similarity and some other statistics

to make a powerful Wikifier. The combination is done using LambdaMart, a list based

learning to rank algorithm. The Wikifier uses our proposed entity recognizer, which is

built on top of FST dictionary matching and the CoreNLP entity recognizer. The results

demonstrate the overall success of our system when compared to the well known entity

linker tagME. We also evaluated on a proposed hard-to-disambiguate dataset, i.e., a dataset

such that the correct entities are not the most popular ones, and observed that although our

system significantly outperforms the baseline, both systems fail to achieve an acceptable F1

score. We believe that the bottleneck of the system is the entity recognizer and conjecture

that this task cannot be done independently from the disambiguation. Also, more features

and larger scale training (compared to our small training size) may result in a better system.



Chapter 6

Conclusion

We presented a vector space representation of concepts using the graph structure of Wikipedia.

The representation is based on the assumption that a concept in Wikipedia is defined by its

neighbourhood, i.e, by the its incoming and outgoing neighbours, and all edges between

such nodes. We then evaluated several approaches to represent this graph with a vector and

demonstrated that Reversed Pagerank achieves the best performance in several tasks.

Our main task was evaluating the semantic relatedness quality of the vectors. We com-

pared our proposed method with various graph-based and distributional methods. Among

our baselines were several bibliometric and graph overlap metrics, Wikipedia Link Mea-

sure (WLM), a simplified Normalized Graph Edit Distance (NGED), different versions of

word2vec, Normalized Google Distance (NGD) and word2vec inspired node embedding.

The results of our thorough evaluations confirmed the quality of our representations.

We also reported the results of incorporating our concept representation in a microblog

filtering system [118, 119]. It was used in the query expansion phase of a Twitter Informa-

tion Filtering (TIF) task, where several other embedding and semantic relatedness methods

were compared. The results demonstrated that our vectors performance is superior to the

other evaluated methods, which provides more basis for quality of our vectors.

Another outcome of this research was verifying the suitability of Wikipedia in domain-

specific semantic relatedness. We compared the performance of our vectors on the biomed-

ical domain datasets with the results obtained from various ontology and distributional

methods. Biomedical domain has the highest quality ontologies and corpora, and there ex-

ist several successful semantic relatedness methods that served as our baselines. Moreover,

we proposed a distributional method applied word2vec to a pre-normalized medical corpus

using the specialized ontologies. This method achieved the highest performance in the lit-

erature on some of the datasets and was a strong baseline for Wikipedia, acknowledged by

other studies as well [149, 128]. Wikipedia-based methods were competitive, and in most

of the cases, significantly outperformed the on most of the datasets.

100
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We also evaluated our embeddings in the more complex task of word sense disambigua-

tion. We first tried to evaluate our semantic relatedness method in a coherence model, that

is an optimization that maximizes the sum of pairwise similarities. The advantage of this

model is being relatedness neutral. The coherence was modeled using integer linear pro-

gramming and our semantic relatedness method outperformed other relatedness methods

on several datasets. The complexity of the coherence method motivated us to find an al-

ternative formulation. We proposed a different notion of coherency by conjecturing that in

a short sentence, there is one entity that plays a central role and can disambiguate every

other entity. We called this entity key entity and redefined coherence to be the sum of the

similarities of all entities to this key entity. This new optimization can be solved by simply

searching in quadratic time and when solved, can improve the results.

In our next attempt, we showed that having vector representation can help to find the

key entity in linear time. This was done by introducing a Vector Space Model (VSM) based

way to model context, that is benefiting from vector space operations, such as adding and

subtracting vectors. The new algorithm showed to be more effective, both in terms of

accuracy and computation time.

We finally tried to combine our graph based method with the text of Wikipedia, which

is another important feature of Wikipedia that we had previously ignored. We combined

our structure-based coherence with a text-based context similarity (and also other useful

statistics, such as popularity and the prior probabilities) in our WSD approach. We used a

learning-to-rank algorithm and the learned model denoted the success of the combination.

We built a complete Wikifier on this model and provided an open-source software to be

used in further research 1.

6.1 Possible Extensions

Following the structure of the thesis, there are several potential avenues with which one

could extend our research.

1https://github.com/asajadi/wikisim

https://github.com/asajadi/wikisim
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6.1.1 Low-Dimensional Embedding of Our Representations

Starting from the embeddings, one natural extension to our research is to investigate a

lower dimensional representation of our embeddings. We showed that a traditional matrix

factorization of the adjacency graph is underperforming compared to the local embedding

method. Therefore, another round of embedding on the local embeddings should give us

the advantages of dense embedding and our sparse representation at the same time. Global

embedding can also fail because the adjacency might not be enough to reflect similarity.

In this case, trying to use higher orders of proximity, similar to the approaches taken by

[195, 198] may result in a successful dense embedding of Wikipedia concepts.

6.1.2 Knowledge Graph Embedding

Our proposed concept representation can be evaluated on knowledge graphs and ontologies,

such as Wikidata 2. Wikidata is a free, collaboratively edited and structured database. It

contains an extensive collection of data, in an (item, property, value) format, for example:

(Douglas Adams, educated at, St John’s College). Wikidata is the collaboratively edited

equivalent of Google’s Knowledge Graph 3 or Max-Planck’s YAGO 4. The triplets form a

labelled graph with two types of nodes: items and attributes, connected with edges labelled

with the properties.

Wikidata has several advantages over Wikipedia which may result in more quality em-

beddings, such as:

• The structure is less noisy. A concept is only linked to objects that have a well-

defined relation with.

• All relations are labelled, so even more pruning is possible. A manual or learned

method can select relations that are contributing more to the definition of the object,

prior to the embedding.

• Since the neighbours are all labelled, it is possible to have several embeddings for

a concept, each representing one aspect of it. For example, a diverse concept like

2https://www.wikidata.org
3https://www.google.com/intl/bn/insidesearch/features/search/

knowledge.html
4http://www.yago-knowledge.org/

https://www.wikidata.org
https://www.google.com/intl/bn/insidesearch/features/search/knowledge.html
https://www.google.com/intl/bn/insidesearch/features/search/knowledge.html
http://www.yago-knowledge.org/
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Canada can have multiple embeddings reflecting its political, historical or geograph-

ical information.

6.1.3 Multiple Key Entity

Regarding WSD and key entity, we assumed the existence of only one key entity, while it is

only logical to assume there would be more than one. Thinking of these entities as the focal

points of a text, it means that there are multiple entities in a text which collectively define

the context, or even, each of them individually can help disambiguating a different set of

entities. Multiple key entities change the coherence definition again and require different

strategies to be found.

6.1.4 Word Embedding for WSD

Another surprise with word2vec was its poor performance in WSD. There exist several ap-

proaches in the literature to embed different senses of a word, known as multi-sense, or

multi-prototype embedding [35, 204, 17, 129, 121]. These approaches are very similar to

the one analyzed in this study, word2vec2 (sec. 3.8.1). Our evaluations showed that em-

bedding different sense is not necessarily useful in word sense disambiguation. However,

word embedding can be trained specifically for word sense disambiguation, that is, assign-

ing vectors to senses in a way that they are close to their context and far from the context

of the other senses. This second constraint is the main difference between similar studies

that we have mentioned and can be satisfied through negative sampling.

6.1.5 Joint Mention Detection/Disambiguation

And finally, a possible extension to our wikification is to improve the quality of the mention

detection. Traditionally, mention detection is done prior to disambiguation as a separate

phase. Our experiments showed that using a more complex approach that jointly detects

and disambiguates mentions is the only way to improve the quality of the mention detec-

tor. The simplest solution can be using our Finite State Transducer approach to detect all

possible overlapping mentions, combining all the candidates for overlapping mentions and

performing the disambiguation. At the end, among each overlapping group, the one that its

entity was selected as the target would be the correct mention.
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6.1.6 Multiple Knowledge-Source Embedding and Linking

While Wikipedia has a good coverage on special domains, it has a very limited information

about general words, terms used in social media (daily evolving hashtags and abbrevia-

tions), news (named entities not necessarily in Wikipedia) and personal (private) domains,

such as a terminology used in a private corporation. We also mentioned that general the-

sauri, such as Wordnet and knowledge graphs, such as Freebase or Wikidata, can contain

complementary knowledge to Wikipedia. One important direction to persuade is to use

several entity linkers (our Wikisim, or Tulip [114] which can link to Freebase) and link a

text to multiple resources. We can then combine the information from all of these resources

to analyse the text. This can be done either by simple approaches, such as the way we used

learning to rank to combine the structure and the text of Wikipedia in Chapter 5, or even

more fundamental approaches, such embedding all of the knowledge bases in the same

space (co-embedding).
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[7] Eneko Agirre, David Martı́nez, Oier López de Lacalle, and Aitor Soroa. Two graph-
based algorithms for state-of-the-art wsd. In Proceedings of the 2006 Conference on
Empirical Methods in Natural Language Processing, EMNLP ’06, pages 585–593,
Stroudsburg, PA, USA, 2006. Association for Computational Linguistics.

[8] Eneko Agirre and Aitor Soroa. Personalizing pagerank for word sense disambigua-
tion. In Proceedings of the 12th Conference of the European Chapter of the Asso-
ciation for Computational Linguistics, EACL ’09, pages 33–41, Stroudsburg, PA,
USA, 2009. Association for Computational Linguistics.

[9] Eneko Agirre, Aitor Soroa, and Mark Stevenson. Graph-based word sense disam-
biguation of biomedical documents. Bioinformatics, 26(22):2889–2896, November
2010.

[10] Alfred V. Aho and Margaret J. Corasick. Efficient string matching: An aid to bibli-
ographic search. Commun. ACM, 18(6):333–340, June 1975.

105



106

[11] R.A. Amsler. Applications of Citation-based Automatic Classification. Internal tech-
nical report - Linguistics Research Center, University of Texas at Austin. Linguistics
Research Center, University of Texas at Austin, 1972.

[12] Alan R. Aronson and Franois-Michel Lang. An overview of metamap: historical
perspective and recent advances. JAMIA, 17(3):229–236, 2010.

[13] Ricardo A. Baeza-Yates and Berthier A. Ribeiro-Neto. Modern Information Re-
trieval - the concepts and technology behind search, Second edition. Pearson Edu-
cation Ltd., Harlow, England, 2011.

[14] Satanjeev Banerjee and Ted Pedersen. An adapted lesk algorithm for word sense dis-
ambiguation using wordnet. In Alexander Gelbukh, editor, Computational Linguis-
tics and Intelligent Text Processing: Third International Conference, CICLing 2002
Mexico City, Mexico, February 17–23, 2002 Proceedings, pages 136–145. Springer
Berlin Heidelberg, Berlin, Heidelberg, 2002.

[15] Satanjeev Banerjee and Ted Pedersen. Extended gloss overlaps as a measure of
semantic relatedness. In IJCAI, pages 805–810, 2003.

[16] Ziv Bar-Yossef and Li-Tal Mashiach. Local approximation of pagerank and reverse
pagerank. In Proceedings of the 17th ACM Conference on Information and Knowl-
edge Management, CIKM ’08, pages 279–288, New York, NY, USA, 2008. ACM.

[17] Sergey Bartunov, Dmitry Kondrashkin, Anton Osokin, and Dmitry P. Vetrov. Break-
ing sticks and ambiguities with adaptive skip-gram. In Proceedings of the 19th Inter-
national Conference on Artificial Intelligence and Statistics, AISTATS 2016, Cadiz,
Spain, May 9-11, 2016, pages 130–138, 2016.

[18] Mikhail Belkin and Partha Niyogi. Laplacian eigenmaps and spectral techniques
for embedding and clustering. In Proceedings of the 14th International Conference
on Neural Information Processing Systems: Natural and Synthetic, NIPS’01, pages
585–591, Cambridge, MA, USA, 2001. MIT Press.

[19] Chandra Sekhar Bhagavatula, Thanapon Noraset, and Doug Downey. Tabel: Entity
linking in web tables. In The Semantic Web - ISWC 2015: 14th International Se-
mantic Web Conference, Bethlehem, PA, USA, October 11-15, 2015, Proceedings,
Part I, pages 425–441. Springer International Publishing, Cham, 2015.

[20] Vincent D. Blondel, Anahı́ Gajardo, Maureen Heymans, Pierre Senellart, and
Paul Van Dooren. A measure of similarity between graph vertices: Applications
to synonym extraction and web searching. SIAM Rev., 46(4):647–666, April 2004.

[21] Olivier Bodenreider. The unified medical language system (UMLS): integrating
biomedical terminology. Nucleic Acids Research, 32(Database-Issue):267–270,
2004.



107

[22] D. Bollegala, Y. Matsuo, and M. Ishizuka. A web search engine-based approach
to measure semantic similarity between words. Knowledge and Data Engineering,
IEEE Transactions on, 23(7):977–990, 2011.

[23] Antoine Bordes, Nicolas Usunier, Alberto Garcia-Duran, Jason Weston, and Ok-
sana Yakhnenko. Translating embeddings for modeling multi-relational data. In
C. J. C. Burges, L. Bottou, M. Welling, Z. Ghahramani, and K. Q. Weinberger, ed-
itors, Advances in Neural Information Processing Systems 26, pages 2787–2795.
Curran Associates, Inc., 2013.

[24] Antoine Bordes, Jason Weston, Ronan Collobert, and Yoshua Bengio. Learning
structured embeddings of knowledge bases. In Proceedings of the Twenty-Fifth AAAI
Conference on Artificial Intelligence, AAAI’11, pages 301–306. AAAI Press, 2011.

[25] Alexander Budanitsky. Lexical Semantic Relatedness and its Application in Natural
Language Processing. PhD thesis, University of Toronto, Toronto, Ontario, 1999.

[26] Razvan Bunescu and Marius Pasca. Using encyclopedic knowledge for named entity
disambiguation. In Proceesings of the 11th Conference of the European Chapter of
the Association for Computational Linguistics (EACL-06), pages 9–16, Trento, Italy,
2006.

[27] Chris Burges, Tal Shaked, Erin Renshaw, Ari Lazier, Matt Deeds, Nicole Hamilton,
and Greg Hullender. Learning to rank using gradient descent. In Proceedings of
the 22Nd International Conference on Machine Learning, ICML ’05, pages 89–96,
New York, NY, USA, 2005. ACM.

[28] Chris J.C. Burges. From ranknet to lambdarank to lambdamart: An overview. Tech-
nical report, June 2010.

[29] Chris J.C. Burges, Robert Ragno, and Quoc Viet Le. Learning to rank with non-
smooth cost functions. In Advances in Neural Information Processing Systems 19,
January 2007.

[30] Jorge E. Caviedes and James J. Cimino. Towards the development of a conceptual
distance metric for the umls. J. of Biomedical Informatics, 37(2):77–85, April 2004.

[31] Diego Ceccarelli, Claudio Lucchese, Salvatore Orlando, Raffaele Perego, and Sal-
vatore Trani. Learning relatedness measures for entity linking. In Proceedings of the
22Nd ACM International Conference on Conference on Information and Knowledge
Management, CIKM ’13, pages 139–148, New York, NY, USA, 2013. ACM.

[32] Ming-Wei Chang, Lev Ratinov, and Dan Roth. Structured learning with constrained
conditional models. Mach. Learn., 88(3):399–431, September 2012.

[33] Ming-Wei Chang, Nicholas Rizzolo, and Dan Roth. Integer linear programming
in nlp - constrained conditional models. In NAACL HLT 2010 Tutorial Abstracts,
pages 9–14, Los Angeles, California, June 2010. Association for Computational
Linguistics.



108

[34] Chandra Chekuri, Sanjeev Khanna, Joseph (Seffi) Naor, and Leonid Zosin. Approx-
imation algorithms for the metric labeling problem via a new linear programming
formulation. In Proceedings of the Twelfth Annual ACM-SIAM Symposium on Dis-
crete Algorithms, SODA ’01, pages 109–118, Philadelphia, PA, USA, 2001. Society
for Industrial and Applied Mathematics.

[35] Xinxiong Chen, Zhiyuan Liu, and Maosong Sun. A unified model for word sense
representation and disambiguation. In Proceedings of the 2014 Conference on Em-
pirical Methods in Natural Language Processing, EMNLP 2014, October 25-29,
2014, Doha, Qatar, A meeting of SIGDAT, a Special Interest Group of the ACL,
pages 1025–1035, 2014.

[36] Xiao Cheng and Dan Roth. Relational inference for wikification. In Proceedings
of the 2013 Conference on Empirical Methods in Natural Language Processing,
EMNLP 2013, 18-21 October 2013, Grand Hyatt Seattle, Seattle, Washington, USA,
A meeting of SIGDAT, a Special Interest Group of the ACL, pages 1787–1796, 2013.

[37] Andrew Chisholm and Ben Hachey. Entity disambiguation with web links. Trans-
actions of the Association for Computational Linguistics, 3:145–156, 2015.

[38] David Christensen. Fast algorithms for the calculation of Kendall’s τ . Computa-
tional Statistics, 20(1):51–62, 2005.

[39] Rudi L. Cilibrasi and Paul M. B. Vitanyi. The google similarity distance. IEEE
Trans. on Knowl. and Data Eng., 19(3):370–383, March 2007.

[40] K. A. Clauson, H. H. Polen, M. N. Boulos, and J. H. Dzenowagis. Scope, com-
pleteness, and accuracy of drug information in Wikipedia. Ann Pharmacother,
42(12):1814–1821, Dec 2008.

[41] Donatello Conte, Jean-Yves Ramel, Nicolas Sidère, Muhammad Muzzamil Luq-
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[71] Zoltán Gyöngyi, Hector Garcia-Molina, and Jan Pedersen. Combating web spam
with trustrank. In Proceedings of the Thirtieth International Conference on Very
Large Data Bases - Volume 30, VLDB ’04, pages 576–587. VLDB Endowment,
2004.

[72] Lushan Han, Abhay L. Kashyap, Tim Finin, James Mayfield, and Jonathan Weese.
Umbc ebiquity-core: Semantic textual similarity systems. In Proceedings of the
Second Joint Conference on Lexical and Computational Semantics, *SEM 2013,
June 13-14, 2013, Atlanta, Georgia, USA., pages 44–52, 2013.

[73] Xianpei Han and Jun Zhao. Named entity disambiguation by leveraging wikipedia
semantic knowledge. In Proceedings of the 18th ACM Conference on Information
and Knowledge Management, CIKM ’09, pages 215–224, New York, NY, USA,
2009. ACM.

[74] Trevor Hastie, Robert Tibshirani, and Jerome Friedman. The Elements of Statistical
Learning. Springer New York, 2009.

[75] Larry Heck and Hongzhao Huang. Deep learning of knowledge graph embeddings
for semantic parsing of twitter dialogs. In 2014 IEEE Global Conference on Signal
and Information Processing, GlobalSIP 2014, Atlanta, GA, USA, December 3-5,
2014, pages 597–601, 2014.



112

[76] William Hersh, Chris Buckley, T. J. Leone, and David Hickam. Ohsumed: An inter-
active retrieval evaluation and new large test collection for research. In Proceedings
of the 17th Annual International ACM SIGIR Conference on Research and Devel-
opment in Information Retrieval, SIGIR ’94, pages 192–201, New York, NY, USA,
1994. Springer-Verlag New York, Inc.

[77] Birger Hjrland. Citation analysis: A social and dynamic approach to knowledge
organization. Information Processing & Management, 49(6):1313–1325, November
2013.

[78] Johannes Hoffart, Stephan Seufert, Dat Ba Nguyen, Martin Theobald, and Gerhard
Weikum. Kore: Keyphrase overlap relatedness for entity disambiguation. In Pro-
ceedings of the 21st ACM International Conference on Information and Knowledge
Management, CIKM ’12, pages 545–554, New York, NY, USA, 2012. ACM.

[79] Johannes Hoffart, Fabian M. Suchanek, Klaus Berberich, and Gerhard Weikum.
Yago2: A spatially and temporally enhanced knowledge base from wikipedia. Artif.
Intell., 194:28–61, January 2013.

[80] Johannes Hoffart, Mohamed Amir Yosef, Ilaria Bordino, Hagen Fürstenau, Manfred
Pinkal, Marc Spaniol, Bilyana Taneva, Stefan Thater, and Gerhard Weikum. Ro-
bust disambiguation of named entities in text. In Proceedings of the Conference on
Empirical Methods in Natural Language Processing, EMNLP ’11, pages 782–792,
Stroudsburg, PA, USA, 2011. Association for Computational Linguistics.

[81] Hongzhao Huang, Larry Heck, and Heng Ji. Leveraging deep neural networks and
knowledge graphs for entity disambiguation. CoRR, abs/1504.07678, 2015.

[82] G. Hughes. On the mean accuracy of statistical pattern recognizers. IEEE Transac-
tions on Information Theory, 14(1):55–63, January 1968.

[83] Thad Hughes and Daniel Ramage. Lexical semantic relatedness with random graph
walks. In EMNLP-CoNLL, pages 581–589, 2007.

[84] Ignacio Iacobacci, Mohammad Taher Pilehvar, and Roberto Navigli. Embeddings
for word sense disambiguation: An evaluation study. In Proceedings of the 54th
Annual Meeting of the Association for Computational Linguistics, ACL 2016, August
7-12, 2016, Berlin, Germany, Volume 1: Long Papers, 2016.
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Appendix A

An Introduction To The WikiSim Architecture

We publish a semantic analysis system, “WikiSim” 1, that includes all the code, tools and

data to replicate our experiments or to incorporate our solution in similar systems. While

the main purpose of WikiSim was providing a tool for concept embedding and wikification,

the final product is also a framework that integrates many other tools and resources. We

start from the main features of the system from the user perspective and proceed to explain

a summary of the architecture of the system. The code is hosted on Github under MIT

license.

A.1 API features

Wikisim provides different levels of information about the structure and the content of

Wikipedia, including:

A.2 Concept Embedding

Given a concept, returns an embedding using various methods:

1. rvsPagerank: cf. Section 3.4.5

2. word2vec: cf. Section 3.8.1

3. Node Embedding: cf. Section 3.6.1

A.2.1 Semantic Similarity

Calculating the similarity using different methods:

1. Graph Overlap or bibliometric measures, including cocitation (cf. Eq. 2.15), cou-

pling (cf. Eq. 2.16), and amsler (cf. Eq. 2.17)

1https://github.com/asajadi/wikisim
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2. Normalized Graph Edit Distance (NGED): cf. Eq. 3.19

3. Wikipedia Link Measure (WLM) (a.k.a. Wikipedia Miner): cf. Eq. 2.10

4. Normalized Google Distance (NGD): cf. Eq. 3.22

5. Word2vec, cf. Section 3.8.1

6. Node Embedding: Global node embedding of the graph, cf. Section 3.6.1

7. rvsPagerank: cosine similarity between rvsPagerank embeddings, cf. Section 3.4.5

A.2.2 Entity Linking API

1. Given a text, splits it into mentions, i.e, substrings that possibly refer to some Wikipedia

concepts.

2. Returns possible candidates along with various measures, such as popularity, seman-

tic coherence (Section 4.5 ) and textual context similarity.

3. Disambiguate the mentions using the machine learning model, trained on different

features.

A.2.3 Structure API

Given a node, it can answer various questions such as:

1. The title, id, whether it is a concept or directory, main or redirect concept

2. Incoming or outgoing links

3. The directed neighbourhood graphs (using several optimization and indexing tech-

niques)

4. Concept-category and subcategory-category relations.
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A.2.4 Text API

Regarding the text of Wikipedia, we are having multiple instances of Solr 2 cores, indexing

different features of Wikipedia. Some examples of the possible queries it can answer are:

1. Given a concept, return the opening text, or full text associated with it.

2. Given a term, return all the concepts (titles) of the pages in which it appears.

3. Given a term, return all windows (of size 20) of contexts in which it appears.

4. Given a term, return true if it is ever used as an anchor text, along with the entities it

is linked to.

A.3 REST API

We provide a limited API through REST: embedding, semantic relatedness (single or batch

mode) and wikification. Fig. A.1 shows a snapshot of the system, with embeddings visual-

ized as word clouds.

A.4 Architecture

We use different tools and technologies to build the whole system. Aside from the third

party libraries, almost all the code is written in python, presented as Jupyter Notebooks 3.

A high level illustration of the main modules of the system is shown in Fig. A.2.

A.4.1 Data Importer

This module is a collection of codes written by us and also, third party tools and libraries.

Data importing was a very challenging part of the development and also, the hardest part

to maintain. Some of the main submodules are:

1. Database Normalizer: It is a piece of code written by us in Java that parses the

database dumps of Wikipedia and normalizes the data. Some of the more important

preprocessing steps performed on the data are: removing none concept and none

2http://lucene.apache.org/solr/
3http://jupyter.org/

http://lucene.apache.org/solr/
http://jupyter.org/
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Figure A.1: A snapshot of the system: visualized embeddings for two words, Schizophrenia
and Delusion, and their relatedness.
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Figure A.2: A modular illustration of Wikisim architecture: We use one sided arrows to
denote is-used-by relation.

category entries, removing dead redirects, calculating synonym sets, normalizing the

links by removing redirects and dead links, optimizing for fast neighbourhood re-

trieval, etc.

2. WikiExtractor 4: A parser for Wikipedia Text

3. Text importer: These are a set of scripts to extract the links, anchor texts, context for

each anchor text and other information from the result of WikiExtractor.

A.4.2 MariaDB

We use MariaDB 5 to manage the graph, it stores all the information in multiple tables, with

many different indices to speedup different queries. Some of the more important tables are:

1. Concept information.

2. Redirection

3. Graph

4https://github.com/attardi/wikiextractor
5https://mariadb.org/

https://github.com/attardi/wikiextractor
https://mariadb.org/


130

4. Categories

5. Pre-calculated embeddings

A.4.3 Solr

We heavily rely on Solr 6 to store different aspects of the Wikipedia text, such as:

1. The opening text associated with each page

2. The text associated with each page

3. The list of the textual contexts (of size 20) in which a concept appears.

A.4.4 SolrTextTagger

We use SolrTextTagger 7 to spot the mentions. SolrTextTagger is an add on to Solr, relying

on the internal implementation of a Finite State Transducer (FST) to spot the mentions in

the text. SolrTextTagger can potentially find all mentions. It also can be setup for various

strategies, such as greedily spotting the longest mentions to avoid overlap.

A.4.5 Calculating Embedding And Semantic Relatedness

Given two concepts, these two modules calculate the embedding and semantic relatedness

respectively.

A.4.6 Spotter

The spotter is responsible for mention detection. We have indexed an exhaustive list of all

anchors in Solr and use SolrTextTagger for doing the initial spotting. This initial result is

given to a trained model that can classify mentions as true or false positives.

A.4.7 Linker

This module takes a mention input from the spotter, then retrieves various features from

Solr, the database, and internal modules (such as coherence measure). It then relies on a

trained model (a rank learner) to make the final decision.
6http://lucene.apache.org/solr/
7https://github.com/OpenSextant/SolrTextTagger

http://lucene.apache.org/solr/
https://github.com/OpenSextant/SolrTextTagger
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A.5 Conclusion

We discussed a brief introduction to the open-source framework resulted from this study.

The implementation uses several data management and text mining tools to provide a wide

range of API. The provided API and web service makes it simple to incorporate the system

in other applications.



Appendix B

Fast Pagerank Implementation

While there exist several implementations of Pagerank, we were not able to find one that

suites the needs of our system, that is, an implementation that works with the native sparse-

matrix representation of the graphs. Considering the frequency of using this feature, back

and forth translation of the graphs into the representations acceptable by these third-party

libraries is computationally expensive. We implemented our own Pagerank using the al-

gorithm explained in [140], which we refer to as “Moler Pagerank”. We implemented two

different versions of this algorithm: an exact solution based on solving a sparse linear sys-

tem (source code B.1) and an approximation using power method (source code B.2). We

also modified the algorithm to calculate Personalized Pagerank as well. In this case, there

is another extra vector which represents the teleporting vector preference, i.e, an initial

probability distribution over the nodes.

The main advantage of these implementations relies in maintaining the sparsity of the

matrices at every stage of the computation, and taking advantage of built-in sparse matrix

operations. The performance of the code depends on how every instruction is implemented,

therefore we quote the Python code instead of a high level algorithm.

Our benchmarks (Fig. B.1 and fig. B.2) show that our implementations are significantly

faster than the popular implementations of the networkx1 library. In fact, it is the fastest

Python implementation to the best of our knowledge.

1http://networkx.readthedocs.io/en/networkx-1.10/
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1

2 d e f m o l e r p a g e r a n k s p a r s e (G, p , pv ) :

3 ”””

4 Args :

5 G: a c s r g raph .

6 p : t e l e p o r t i n g p r o b a b i l i t y

7 pv : v e c t o r o f p r o b a b i l i t y d i s t r i b . ove r t h e nodes

8 R e t u r n s :

9 Pagerank s c o r e s f o r t h e nodes

10 ”””

11 # In Moler ’ s a l g o r i t h m , G[ i , j ] r e p r e s e n t s t h e e x i s t e n c e s o f an edge

12 # from node j t o i , w h i l e we have assumed t h e o p p o s i t e !

13 G = G. T

14 n , = G. shape

15 c = sp . a s a r r a y (G. sum ( a x i s =0) ) . r e s h a p e (−1)

16 k = c . nonze ro ( ) [ 0 ]

17 D = s p r s . c s r m a t r i x ( ( 1 / c [ k ] , ( k , k ) ) , shape =( n , n ) )

18 pv = pv . r e s h a p e ( n , 1 )

19 e = n∗pv

20 I = s p r s . eye ( n )

21 x = s p r s . l i n a l g . s p s o l v e ( ( I − p∗G. d o t (D) ) , e ) ;

22 x = x / x . sum ( )

23 r e t u r n x

Listing B.1: Calculating Pagerank by solving a sparse linear system
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Figure B.1: Comparing our implementation (Moler Pagerank) of exact solution for Pager-
ank with networkx’s implementations. We use linear-equation solver, while networkx uses
a merely python implementation in networkx.pagerank and eigenvalues based solution in
networkx.pagerank numpy
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1 d e f m o l e r p a g e r a n k s p a r s e p o w e r (G, p , t o l , pv ) :

2 ”””

3 Args :

4 G: a c s r g raph .

5 p : t e l e p o r t i n g p r o b a b i l i t y

6 t o l : t h r e s h o l d f o r c o n v e r g e n c e

7 pv : v e c t o r o f p r o b a b i l i t y d i s t r i b . ove r t h e nodes

8 R e t u r n s :

9 Pagerank S c o r e s f o r t h e nodes

10 ”””

11 # In Moler ’ s a l g o r i t h m , G[ i , j ] r e p r e s e n t s t h e e x i s t e n c e s o f an edge

12 # from node j t o i , w h i l e we have assumed t h e o p p o s i t e !

13 G = G. T

14 n , = G. shape

15 c = sp . a s a r r a y (G. sum ( a x i s =0) ) . r e s h a p e (−1)

16 k = c . nonze ro ( ) [ 0 ]

17 D = s p r s . c s r m a t r i x ( ( 1 / c [ k ] , ( k , k ) ) , shape =( n , n ) )

18 pv = pv . r e s h a p e ( n , 1 )

19 e = ( pv / pv . sum ( ) ) ∗n

20 z = (((1− p ) ∗ ( c ! = 0 ) + ( c ==0) ) / n ) [ sp . newaxis , : ]

21 G = p∗G. d o t (D)

22 x = e / n

23 o ldx = sp . z e r o s ( ( n , 1 ) ) ;

24

25 w h i l e sp . l i n a l g . norm ( x−o ldx ) > t o l :

26 o ldx = x

27 x = G. d o t ( x ) + e . d o t ( z . d o t ( x ) )

28 x = x / sum ( x )

29 r e t u r n x . r e s h a p e (−1)

30

Listing B.2: Calculating Pagerank using power method
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Figure B.2: Comparing our implementation (Moler Pagerank) of approximate solution for
Pagerank with the networkx’s implementation. Both implementations are based on Power
Method
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This appendix includes the copyright forms for our publications in:

1. 27th Canadian Conference on Artificial Intelligence (AI 2014) [191]

2. 27th Computational Linguistics and Intelligent Text Processing: 16th International

Conference, CICLing 2015 [181]

3. 22nd International Conference on Applications of Natural Language to Information

Systems, NLDB 2017 [180]
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