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Abstract

Understanding the mechanisms responsible for the relaxation of charge carriers in

semiconductor systems is crucial for the development of novel devices based on these

materials. Transient four-wave mixing (FWM) is a powerful technique used to study

relaxation processes as it is intimately connected to these mechanisms. In this thesis

work, three different experimental implementations of FWM were used to study three

different semiconductor systems relevant for optoelectronic applications.

FWM was used to probe charge diffusion in CH3NH3PbI3. CH3NH3PbI3 is an

attractive material for solar cell devices due in part to its large charge diffusion length.

In this work, charge transport in CH3NH3PbI3 was directly measured resulting in a

calculated ambipolar diffusion length of 0.95 μm. Relative to the measured grain

size in this sample, the larger diffusion length suggests that grain boundaries do not

significantly impact charge transport.

The properties of GaAs grown at lower than conventional temperatures can be

tailored via post-growth annealing. Spectrally-resolved FWM (SR-FWM) was used

to study the effect of annealing on the coherent response of LT-GaAs. For low an-

nealing temperatures, an observed dip in the SR-FWM response was found to stem

from a polarization interference between the many-body exciton response and that of

the band tail response. The interband dephasing time was observed to increase for

increasing annealing temperatures. Extracted values for the Urbach energy of band

tail states revealed a dramatic decrease at 550◦C.

SR-FWM and two-dimensional Fourier transform spectroscopy (2DFTS) were

used to study the interactions between bound and unbound electron-hole pairs in

GaAs. Through comparison with numerical simulations of the 2DFTS response it

was determined that exciton-carrier scattering was ten-fold stronger than exciton-

exciton scattering, and that excitation-induced dephasing manifested in the real part

of the 2DFTS spectra stronger than excitation-induced shift.
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Chapter 1

Introduction

1.1 Overview

Understanding the mechanisms responsible for the relaxation of charge carriers in a

semiconductor after photoexcitation is essential for the development of novel optoelec-

tronic devices based on these materials. The optimization of the material properties

is dependent on the specific application being targeted. For example, for solar cells a

large carrier lifetime and long diffusion length are important in achieving high solar

conversion efficiency as these properties partly determine the thickness of the absorb-

ing material. On the other hand, devices such as high-speed photoconductive switches

require materials with short lifetimes, which can be obtained by making materials with

large densities of crystal defects. As well, devices that utilize the ultrafast coherent

response such as saturable absorbers for laser mode locking applications must cope

with excitation-induced interactions that manifest for these excitation conditions.

The timescales of these mechanisms are extremely short (on the order of a millionth

of a billionth of a second) and are only accessible via ultrafast optical means. A di-

verse range of experimental approaches utilizing short optical pulses have permitted

the detailed study of these interactions.

The technique of transient four-wave mixing (FWM) provides a valuable tool for

investigating the complex interplay of charge carrier interactions in a semiconductor.

Fig. 1.1 shows a simple schematic of a FWM experiment. In this nonlinear optical

technique, the electric field of three optical pulses causes the excitation of a coherent

polarization response in the material, leading to the generation of a fourth field (hence

the name FWM) that carries information regarding the nature of the polarization

that generated it. The groundbreaking work by Yajima and Taira [1] established

FWM as a powerful tool to study ultrafast relaxation mechanisms. In this work,

they described the first and simplest variant of FWM, namely the two-pulse self-

diffracted geometry, that used two delayed optical pulses (shown in Fig. 1.1 as �E1

1
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and �E2) to probe the system. Their work illustrated how one can obtain important

information about the excited system by measuring the FWM signal as a function

of delay τ , such as the coherence time T2 (i.e. how long the ensemble of oscillators

remain in phase, or coherent with each other and the optical pulse used to generate

them) and the degree and type of optical state broadening (e.g. homogeneous vs.

inhomogeneous). FWM studies utilizing a third delayed pulse ( �E3 in Fig. 1.1) have

also shown that information about the incoherent response of the material can be

obtained by measuring the FWM signal as a function of delay T . For instance, the

population lifetime TL (i.e. how long it takes for electrons to relax back into valence

band states, restoring the system to equilibrium) and the diffusion length of charge

carriers (i.e. the distance these carriers diffuse before the electrons relax to the valence

states) may be measured [2, 3]. More recent FWM experiments have also focused on

understanding the nature of interactions between the excited species generated by

the optical pulses [4–6].

Figure 1.1: Schematic diagram of a three pulse FWM experiment. Three laser pulses
with electric fields �E1, �E2, and �E3 along directions �k1, �k2, and �k3 and separated by
delays τ and T are focused onto the sample. Excitation by �E1 and �E2 leads to the
generation of a coherent carrier modulation laterally across the sample. The FWM
signal consists of the diffraction of �E3 from this transient grating. Due to momentum
conservation, this diffraction is along �k3 + �k2 − �k1.

Optical excitation in a semiconductor leads to the generation of electrons and

holes (i.e. a missing electron in the valence band), which are pictorially shown in

Fig. 1.2. These charge carriers can interact with each other via the Coulomb inter-

action in numerous ways: i) free carriers (e.g. electrons and holes) can interact with
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each other through a process known as carrier-carrier scattering; ii) electrons and

holes can bind together forming bound states known as excitons; iii) Excitons can

interact with electrons and holes via exciton-carrier scattering; iv) Excitons can in-

teract with other excitons via exciton-exciton scattering; v) excitons and free carriers

can interact with defects in the material. Together, these interactions lead to large

deviations from the expected behavior of charge carriers and their transport proper-

ties. Therefore, to improve the performance of optoelectronic materials, we need to

improve our understanding of these interactions.

Figure 1.2: A pictorial representation of many-body interactions in an optically-
excited semiconductor. Electrons and holes are denoted by e− and h+ respectively.
The interactions between charge carriers are given by coloured arrows: i) carrier-
carrier scattering (blue); ii) exciton-carrier scattering (green); iii) exciton-exciton
scattering (red); and iv) defect scattering (brown).

In this thesis work, three different experimental implementations of FWM have

been used to explore three semiconductor systems. The first project uses the tran-

sient grating technique to study charge carrier diffusion in CH3NH3PbI3. The second

project examines the coherent response of annealed low-temperature-grown GaAs us-

ing spectrally-resolved FWM (SR-FWM). The third project aims to further our un-

derstanding of exciton-carrier and exciton-exciton interactions in the direct band gap

semiconductor GaAs using SR-FWM and two-dimensional Fourier transform spec-

troscopy (2DFTS).
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1.2 Electronic Structure and Optical Properties of Direct-Band Gap

Semiconductors

A bulk semiconductor is composed of a three-dimensional periodic arrangement of

atoms, forming what is known as a crystal lattice. The wave function Ψ(�r) for an

electron in the crystal is obtained from the time-independent Schrödinger Equation,

where the potential the electron experiences stems from the electrostatic potential

of each ion core at every atom site. The solutions to this equation Ψ(�r) are the

Bloch Functions which are a product of a plane wave with a function that shares the

periodicity of the crystal.

Ψν,�k(�r) =
1√
V
uν,�k(�r)e

i�k·�r. (1.1)

Here uν,�k(r) is the cell function, where ν indicates the band, �k is the electron wave

vector, and V is the volume of the semiconductor. The possible electron energies

as a function of wave vector are given by a series of bands. For instance, the full

electronic band structure of GaAs is shown in Fig. 1.3(a). The highest occupied

bands are called the valence bands and the lowest unoccupied band is the conduction

band. The energy separation between these bands is the band gap energy (Eg). For a

direct band gap semiconductor like GaAs, the minimum of the conduction band lies

at the same wave vector as the maximum of the valence band.

The top three valence bands and the lowest conduction band correspond to ν =

HH (heavy-hole valence band), LH (light-hole valence band), SO (spin-orbit split off

valence band), C (conduction band). The cell functions have a unique character that

reflects the corresponding bonding or anti-bonding orbital of the GaAs molecule at

each lattice site. For instance, near zone centre (�k = �0) the cell functions for the three

valence bands resemble p hydrogenic orbitals, whereas the conduction band possesses

s hydrogenic character. Restricting our attention to states near �k = �0 results in a

simplified band diagram (Fig. 1.3(b)), in which the band edges are treated as nearly

parabolic. In this case, the dispersion relation resembles that for a free electron, but

with the bare mass (m0) replaced by an effective mass(m∗
ν). The effective mass takes

into account the coupling of the electron with the lattice of ion cores. The names

of the three valence bands are derived from the curvature of the band and thus the

associated effective mass.
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The value of Eg is dependent on the constituent atoms that make up the crystal.

For example, GaAs and InAs have band gap energies of 1.519 eV and 0.415 eV

at absolute zero respectively. Electrons can be promoted from the valence to the

conduction band if a photon of sufficient energy (�ω ≥ Eg) is absorbed in the material.

During this process, an electron vacancy, or hole is left in the valence band. The

electrons and holes resulting from optical excitation are the charge carriers in the

system until they ultimately recombine, returning the system to equilibrium.

Figure 1.3: (a) The full electronic band structure of GaAs. Modified with permission
from [7]. (b) A simple diagram of the electronic band structure shown in the black
box of (a). A photon with energy �ωk can excite an electron with wave momentum
k from the valence band (V) to the conduction band (C).

Restricting our attention to the top most valence band (V = HH) and the con-

duction band (C), the energy of an electron in the conduction band (εc,�k) or a hole

in the valence band (εv,�k) is given by:

εC,�k =
�
2k2

2m∗
e
+ Eg εV,�k = −�

2k2

2m∗
h

(1.2)

where the zero of energy has been taken at the top of the valence band, and Eg is

the band gap energy. m∗
e(m

∗
h) represents the effective mass of the electron (hole) in

the conduction (valence) bands respectively. An optical transition in a semiconductor

can be described by Fermi’s Golden rule which depends on the optical joint density

of states ρ(ω), the coupling strength to the light field (given by the optical dipole

moment), and the density of photons in the applied electromagnetic field. A transition

can only occur if two conditions are satisfied: i) the photon has sufficient energy to

excite an electron from an occupied valence band state
∣∣∣V, �kV 〉

to an unoccupied

conduction band state
∣∣∣C, �kC〉, and ii) momentum is conserved such that the final
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electron momentum �kC is equal to the sum of the initial electron momentum �kV , the

photon momentum, as well as any additional collisions that may impart momentum

to the electron. For example, at finite temperature crystal lattice vibrations, referred

to as phonons, can scatter with electrons and satisfy the above constraint. We will

restrict our attention to the case of no phonon interactions. In this case, optical

transitions are approximately vertical between the valence and conduction band in

momentum space because photons have negligible momentum relative to the electron

momentum. We can see this because for electrons at the zone boundary k = π
a
, where

a is the atomic spacing (a ∼ Å) and the photon momentum is k = 2π
λ
(λ ∼ μm), which

is several orders of magnitude smaller. For this reason, optical transitions at each

wave vector �k represent an effective two-level system within the semiconductor. Each

of these two-level systems represents an optical dipole, with corresponding transition

dipole moment �μk and angular frequency ωk.

As shown in Fig. 1.3(b), since energy and momentum are conserved in an optical

transition, a photon with energy �ωk can excite an electron from the valence band

to the conduction band if the energy separation between those states is equal to the

energy of the photon, i.e.

�ωk = εC,�k − εV,�k (1.3)

This constraint leads to the following relation between the wave vector k and the

transition energy �ωk:

k2 =
2mr

�2
(�ωk − Eg) (1.4)

where 1
mr

= 1
m∗

e
+ 1

m∗
h
is the reduced mass of the electron-hole pair. The optical joint

density of states for interband transitions in a direct band gap semiconductor is then

given by:

ρ(ω) = Θ (�ω − Eg)
(2mr)

3/2

π�2
(�ω − Eg)

1/2 (1.5)

where Θ (�ω − Eg) is the Heaviside step function. The corresponding linear optical

absorption spectrum is given by:

α(ω) ∝ Θ(�ω − Eg)
(�ω − Eg)

1/2

(�ω)2
(1.6)

The linear optical absorption (Eqn. 1.6) is plotted as the dashed black line in Fig. 1.4

taking into account the band gap of GaAs at 10 K.
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Figure 1.4: Eqn. 1.6 is plotted as a dashed line, with a Eg = 1.5187 eV correspond-
ing to the band gap energy of GaAs at 10K (The linear absorption of GaAs was
reproduced with permission from [8]).

So far in this development, the Coulomb interaction between excited carriers has

been neglected. However, in a semiconductor as a result of the Coulomb interaction

electrons and holes can bind together forming an exciton which is similar to a hydrogen

atom albeit with a much smaller binding energy (∼ 4 meV) due to the influence of

screening by the ion cores and other electrons in the crystal. Like the hydrogen atom,

the exciton has a series of bound states (1s, 2p, etc.) In a semiconductor, the optical

transitions for bound excitons have energies below the band gap. For the unbound

states above the band gap, the attractive interaction between the electron and hole

enhances the dipole moment of the transition. As a result, exciton states dominate

the linear optical properties of direct band gap semiconductors near the band gap [9].

This can be observed in Fig. 1.4 where the solid line is the linear absorption spectrum

for GaAs taken at 10 K. The sharp resonance below the band gap energy stems from

absorption at the heavy-hole and light-hole exciton resonance. These ground exciton

states as well as excited excitonic states appear as a single peak due to the limited

spectral resolution. The enhancement of optical absorption for states close to but

above the band gap energy due to the Coulomb interaction between electrons and

holes is known as Sommerfeld Enhancement [10].

1.3 Defects

The optical and electronic properties of a semiconductor can be drastically changed
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when the local composition and/or structure of the crystal lattice is altered. In

this section, a brief overview of two categories of defects are discussed. The class

of defects that modify the periodicity of the crystal structure are known as crystal

defects. The second class of defects are called point defects, and they primarily modify

the electronic properties of the material.

Crystal Defects

Defects that primarily modify the structure of the crystal are grouped based on the

dimensionality of the defect [11]. In one dimension these are called dislocations, and

examples of these include edge dislocations and screw dislocations. Interfaces are

two-dimensional structural defects, and represent surfaces between different materi-

als. Polycrystalline materials are composed of many smaller crystals, or grains. The

interfaces between these grains play an important role in the properties of the mate-

rial. Finally, there are volume defects which result in the grouping of atoms or atom

vacancies in a three-dimensional shape. Examples of these types of defects include

precipitates (small, sub-micron clusters of atoms), inclusions (large, undesirable clus-

ters that stem from precipitation of foreign contaminants) and voids (large empty

spaces in the crystal structure).

Point Defects

Defects that modify the material at an isolated site (zero-dimensional) are known

as point defects, and are categorized based on whether the defect is due to a local

species of atom (intrinsic) or due to a foreign species of atom (extrinsic). The three

most common types of point defects are: i) an interstitial, where an atom resides

in space in the lattice that is not occupied by an atom in the perfect crystal. This

can occur as an intrinsic defect or as an extrinsic defect. ii) a vacancy defect, where

an atom is missing from its position in the periodic crystal lattice and is only an

intrinsic defect. iii) A substitutional defect or anti-site defect, where an atom in

the crystal lattice is replaced with a different species of atom. For example, for a

compound semiconductor composed of two species of atoms, labeled A and B. An

intrinsic defect could correspond to A (B) being replaced by B (A). Conversely, a

foreign species of atom can replace either A or B leading to an extrinsic anti-site
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defect.

1.4 Carrier Relaxation Processes in Semiconductors

Following excitation by a short laser pulse, excited electron-hole pairs in a semicon-

ductor will undergo a cascade of relaxation processes until they energetically return

to thermal equilibrium through recombination of the electron and hole. Immediately

following excitation, the ensemble of electron-hole pairs, which represent a collection

of oscillating dipoles, are in phase with one another, resulting in a macroscopic po-

larization density that persists until a scattering process causes the phase of these

oscillators to change. The phase-breaking scattering process can involve scattering

with carriers, defects in the crystal lattice, or phonons depending on the type of

semiconductor and the experimental conditions (e.g. sample temperature, excitation

density, density/type of defects present, etc.) The decay of the macroscopic polariza-

tion density is known as dephasing, and the decay time associated with this process

is called the T2 time. Prior to dephasing, the state of the system is said to be within

the coherent regime. This regime is important for applications utilizing the coherent

properties of semiconductors (e.g. quantum computation).

In addition to causing dephasing, the initial scattering processes also result in the

formation of a thermalized distribution. Immediately after excitation, the excited

electrons will have an energetic distribution determined by the centre frequency and

band width of the laser pulse. Within the first 100 fs of excitation, electron-hole

pairs redistribute energy and momentum, and ultimately form a distribution gov-

erned by Fermi-Dirac statistics but at an elevated temperature with respect to the

lattice. These carriers are referred to as hot-carriers. The electrons and holes ex-

change energy and momentum with the lattice through the absorption and emission

of phonons. Eventually the hot distribution of electron-hole pairs cools to the lattice

temperature. This is known as the cooling regime [12]. After the electron-hole pairs

have thermalized with the lattice, they undergo recombination. The lifetime of the

population of electrons and holes is denoted by TL, which is commonly referred to as

the recombination time. (for instance, for interband electron-hole pairs in bulk GaAs,

T2 ∼ 100 fs and TL ∼ 1− 2 ns. [13–15])
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1.5 Material Systems under Investigation

1.5.1 CH3NH3PbI3

The material class known as perovskites are characterized by a material structure com-

prised of corner-sharing octahedra. These materials exhibit extraordinary properties

and have seen widespread usage across several fields. For instance, the compound

YBa2Cu3O7 exhibits a perovskite structure and was the first superconductor discov-

ered with a transition temperature exceeding the boiling point of nitrogen. This high

critical temperature (high Tc) superconductor was such a breakthrough in the field

that it led to the awarding of the 1987 Nobel Prize in Physics to Johannes Georg

Bednorz and Karl Alexander Muller. Furthermore, perovskites have seen widespread

usage in ferroelectric devices, with the perovskite BaTiO3 as one of the most widely

used materials [16].

Figure 1.5: (a) The tetragonal crystal structure of CH3NH3PbI3 perovskite. (b) The
simplified band structure of CH3NH3PbI3 relevant for optical transitions.

A class of compounds of interest for applications in optoelectronic devices are the

organic-inorganic perovskite compounds of chemical structure ABX3, where the A-

cations are organic, B-cations are metallic and usually divalent (Pb2+, Sn2+, Cu2+)

and the X-anions are halides (Cl−, Br−, I−). The prototypical perovskite for opto-

electronic applications is methyl-ammonium lead iodide (CH3NH3PbI3), where B =

Pb2+, A = CH3NH
+
3 , and X = I−. The first synthesis of CH3NH3PbI3 was performed

by Weber in 1978 [17] as an analog of another perovskite material, CsPbI3. The first

solar cell device using CH3NH3PbI3 as a photovoltaic absorber material was made

in 2009 by Kojima et al. with a power conversion efficiency of 3.8 % [18]. This
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finding, together with the ready availability and low cost of the constituent mate-

rials as well as convenience of solution processing, stimulated a concerted research

effort into the development of perovskite solar cell materials. Device efficiencies using

perovskite materials have rapidly increased in a short time period, reaching record

values exceeding parity with conventional polycrystalline silicon at 22 % [19]. This

high efficiency in perovskite is linked to several factors: (i) large, broadband absorp-

tion across the the solar spectrum [20]; (ii) long charge diffusion lengths on the order

of microns [21], stemming from high charge mobilities and low recombination rates;

and (iii) low exciton binding energy at room temperature relative to other solution-

processed materials [22].

The crystal structure of CH3NH3PbI3 is sensitive to lattice temperature. This

material transitions through several phases from absolute zero to temperatures expe-

rienced during normal solar cell operation. For temperatures exceeding 327 K, the

high-temperature phase has a cubic Pm-3m structure. Between 160 K and 327 K, the

range in which most solar cell applications operate, CH3NH3PbI3 exhibits a tetragonal

I4/mcm structure. Finally, for temperatures below 160 K, the low-temperature phase

is orthorhombic pnma [23]. In the discussion that follows, the focus will be on the in-

termediate tetragonal phase since experiments were conducted at room temperature

in this thesis work.

The unit cell for CH3NH3PbI3 in the tetragonal phase is shown in Fig. 1.5(a).

The tetragonal phase is favoured at room temperature over the cubic phase due to

a relatively lower free energy [24] as shown by DFT calculations with the quasihar-

monic approximation in which temperature effects are implicitly included due to the

dependence of the phonon frequencies on structural parameters. Methylammonium

ions reside on each of the eight corners of the unit cell. Pb2+ lies at the body centre,

and surrounding it are six I− that are located at the faces of the unit cell. Binding of

Pb2+ to the six I− leads to the creation of PbI−46 octahedra [25]. PbI−46 octahedron

form a three-dimensional network, with the CH3NH
+
3 cations residing in the voids.

There also exist layered perovskites (called 2D perovskites) in which one or more

layers of PbI−46 octahedra are separated by organic layers. This thesis work focuses

on the bulk perovskite CH3NH3PbI3.

A simplified schematic of the band structure of CH3NH3PbI3 is shown in Fig. 1.5(b).
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CH3NH3PbI3 has dual valence bands that contribute to optical absorption [26, 27].

These are labeled V1 and V2, and at room temperature their respective band gap

energies are Eg,1 = 1.631eV and Eg,2 = 2.583eV. The cell functions for V1 is com-

posed of the Pb 6p-I5p σ anti-bonding orbital, while the conduction conduction band

minimum is the Pb 6p-I 5s σ anti-bonding and Pb 6p-I 5p π anti-bonding orbitals as

found by DFT calculations in [28]

An attractive property of CH3NH3PbI3 is that it can be solution-processed while

maintaining good crystallinity [29], providing a low-cost and efficient means of device

production. Methods of producing solar cells utilizing solution processed perovskites

include spin coating [29], slot dye coating [30], and blade coating [31]. Spin coating,

which was the technique used to prepare the CH3NH3PbI3 sample in this work (details

of the procedure are described later in Chapter 3), works by applying a solution of the

desired material to a substrate in either a one-step or two-step deposition procedure,

which is subsequently spun so that a thin, uniform film is formed across the substrate.

In addition to functioning as a standalone absorber, another promising application

of perovskites is as a top cell in tandem crystalline-Si (c-Si) solar cells [32, 33]. Si

strongly absorbs photons with energies exceeding 1.1 eV (corresponding to the indirect

band gap). Photons with energy exceeding 1.1 eV are also absorbed, but the energy

difference is wasted as heat (due to intraband relaxation). A tandem cell circumvents

this issue by placing another solar absorbing material with a larger band gap on top of

the c-Si. The larger band gap of solution-processed mixed halide perovskites permits

the collection of these higher energy photons. For example, Bush et al. demonstrated

a 23.7 % collection efficiency in a caesium formamidinium lead halide perovskite on

top of c-Si in a two-terminal configuration [33].

1.5.2 GaAs

Gallium arsenide (GaAs) is one of the most well studied semiconductors in history,

second only to silicon (Si). The production of high purity GaAs has been a con-

certed research effort spanning several decades. Molecular beam epitaxy (MBE) is

a technique used for making high purity single crystal samples due to its ability to

selectively deposit individual layers of atoms. For example, MBE grown GaAs can be

made to a purity such that the residual defect density per unit volume is ≤ 1013cm−3
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(i.e. one defect per 1× 109 unit cells) with the remnant defect density tied to carbon

contamination [34,35].

The crystal structure for GaAs is shown in Fig. 1.6(a). GaAs has a zinc-blende

crystal structure which is composed of two offset face-centred cubic structures of As

and Ga. The electronic bands relevant for optical transitions in the near-infrared

range are shown in Fig. 1.3(b) and are comprised of three doubly-spin degenerate va-

lence bands and one doubly-spin degenerate conduction band as discussed in Sec. 1.2.

Figure 1.6: (a) The zinc-blende crystal structure of GaAs. The lattice constant for
GaAs is a = 5.65 Å. (b) The first Brillouin zone for GaAs.

1.5.3 LT-GaAs

Many of the attractive properties GaAs possesses are derived from its high purity.

To achieve this level of purity the substrate is typically held at 600◦C during growth.

However, when GaAs is grown at lower than typical temperatures (e.g. 250◦C) imper-

fections emerge in the crystal leading to dramatic changes in the optical and electrical

properties. The most notable of these changes are a higher dark resistivity [36], high

breakdown field [37], and a short carrier lifetime [38–43]. Due to these attractive

properties, this so-called low-temperature-grown (LT) GaAs has been the material

of choice in the design of ultrafast photodetectors [44–46], laser mode locking ele-

ments [47, 48], and terahertz (THz) photonics applications [49–53].

One of the most popular applications of LT-GaAs are THz sources. A THz source

(1012 Hz) is a device that emits an electromagnetic wave with a frequency in the THz



14

frequency range. The configuration and operation of a typical THz source based on

LT-GaAs is described as follows: two metal strips are placed on top of a semicon-

ductor with a gap separating the strips. A DC voltage is applied across the strips,

generating an electric field within the semiconductor layer. A temporally-short laser

pulse (femtosecond duration) is then focused onto the semiconductor, generating elec-

trons and holes which drift to the anode and cathode respectively. The ensuing pulse

of photocurrent is the source of electromagnetic radiation with frequency determined

by the lifetime of photoexcited carriers in the material. To generate THz pulses,

the carrier lifetime must be on the femtosecond scale. The ability to achieve sub-

picosecond carrier lifetimes in LT-GaAs with low-temperature growth is the primary

reason why LT-GaAs is the material of choice for these applications.

Low-temperature growth of GaAs (i.e. with the substrate held at 200◦C - 300◦C)

leads to the incorporation excess As (up to 1%) [54,55]. Fig. 1.7(a) shows the crystal

structure of LT-GaAs. (For reference, the crystal structure of defect-free GaAs is

shown in Fig. 1.6(a).) Growth at lower substrate temperatures leads to an increase in

the residence time of As atoms on the growth surface, resulting in trapping of As atoms

in nonstoichiometric bonding configurations [56]. As well, large arsenic overpressure

(As/Ga>1) required for crystalline growth of GaAs is responsible for the high density

of As incorporated into LT-GaAs. In as-grown LT-GaAs, the majority of excess As

atoms are incorporated as point defects and small clusters which lead to dramatic

changes in the electronic structure. In Fig. 1.7(b) is shown the band structure for

as-grown LT-GaAs. For instance, As can be incorporated into the crystal structure

by replacing a Ga atom, leading to the substitutional defect AsGa. Because As is

a type V atom, when it replaces the type III atom Ga, two electrons are left over

from bonding (i.e. AsGa is a double donor) and can contribute to conduction leading

to a band of energy states that are located 0.5 eV above the valence band in GaAs

(shown as the horizontal bar in Fig. 1.7(b)). Ga vacancies (VGa) are also formed

under these conditions. Due to the presence of Ga vacancies VGa, AsGa is present

in two electronic configurations: an unionized state As0Ga as well as an ionized state

As+Ga where an electron has been captured by a VGa. Due to the large potential these

defects exhibit, excited electrons can be trapped by As+Ga leading to localization of

the electron. Since these states are localized, these midgap states are represented as
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horizontal lines in the electronic band structure. As can also reside in an unoccupied

space in the crystal lattice. These are referred to as As interstitials (Asi) which act

as electron donors, and reside in two locations in the crystal: i) As resides in the

largest empty space in the lattice so as to minimize strain in the crystal (shown

in Fig. 1.7(a)), and ii) two As atoms can form a bond-centered or split interstitial

configuration that is centred over a Ga site. The former As interstitial has formation

energies several eV above the conduction band edge, whereas the split As interstitial

is energetically located close to AsGa [57].

Figure 1.7: (a) The zinc-blende crystal structure of LT-GaAs with substitutional As
(AsGa) and interstitial As (Asi). (b) The band structure of LT-GaAs near the band
edge with band tails and AsGa defect states. (c) The linear absorption spectrum of
as-grown GaAs at room temperature alongside GaAs. Reproduced with permission
from Streb et al. [58]

Collectively, the distribution of point defects throughout the material causes fluc-

tuations in the local potential experienced by electrons, leading to smearing of the

valence and conduction bands and the creation of localized states that reside within

the band gap but near the band edges. These are called band tails, and are rep-

resented as closely-spaced lines in the band structure shown in Fig. 1.7(b). [40, 59].

Due to localization, these electronic states are represented as flat horizontal lines in

the electronic band structure. A spread of energies exist for the band tail states due

to the varying potential landscape (i.e. variations in the local potential depth and

width) within the crystal.
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Optical absorption experiments have provided considerable insight into the elec-

tronic structure near the band edge of LT-GaAs. In contrast to the linear absorp-

tion spectrum for GaAs at room temperature (shown by the black dashed line in

Fig. 1.7(c)), absorption in LT-GaAs starts at 0.8 eV and increases smoothly across

the band edge, as shown by the absorption spectrum for an as-grown LT-GaAs sam-

ple in Fig. 1.7(c). This strong sub-gap absorption has been studied extensively using

transmission [36, 58, 60, 61], magnetic circular dichroism [62], and ellipsometry tech-

niques [63], and is caused by transitions from the mid-gap AsGa band to conduction

band. Additionally, transitions between band tail states can contribute to absorption

near the band edge, and is referred to as the Urbach absorption tail [59]. Empirically,

the absorption edge is modeled by the following equation:

α(ω) ∝ e
�ω−�ω0

EU (1.7)

�ω0 is the effective band gap energy of the disordered system and EU is called the Ur-

bach parameter which characterizes the disorder. In optical absorption experiments,

EU is extracted by taking the slope of the log of the absorption curve. In a material

with low disorder such as GaAs, EU is approximately 7 meV [64].

The short carrier lifetimes in LT-GaAs is one of the primary reasons why this

material is attractive for high speed photodetectors and THz sources. Carrier lifetimes

on the sub-picosecond time scale have been measured using ultrafast pump-probe

techniques [38–43,56, 65] and time-resolved THz spectroscopy [66,67]. The source of

these short lifetimes is the large density of As-related point defects present in low-

temperature-grown films. Following excitation, electrons in the material are rapidly

trapped on these defects [38, 67].

1.6 Four-wave Mixing Spectroscopy

Four-wave mixing spectroscopy techniques probe the dynamics of electron-hole pairs

within the coherent regime by measuring the coherent emission from the macroscopic

polarization that persists until dephasing occurs. These techniques can therefore be

used to measure the coherence lifetime (T2) and to study the interactions between

the electron-hole pairs through the modifications these interactions make to the po-

larization. They can also be used to study diffusion of charge carriers by probing the
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magnitude of the polarization as a function of the separation between the exciting

pulses. A brief introduction to four-wave mixing is provided in this section. This is

followed by an introduction to each of the three experimental geometries used in this

thesis work: (i) two pulse self-diffraction FWM (Sec. 1.6.1); (ii) Two-dimensional

Fourier transform spectroscopy (Sec. 1.6.2); and (iii) Transient grating technique

(Sec. 1.6.3).

1.6.1 Two Pulse Self Diffraction Four-wave Mixing

In a two-pulse FWM experiment, two short optical pulses with electric fields �E1 and

�E2 with wave vectors �k1 and �k2 are focused onto a sample. In the simplest case, all

three pulses are linearly polarized in the same direction. We first consider the case in

which the pulses arrive at the same time (i.e τ = 0). Interference between the electric

fields �E1 and �E2 in the material can lead to a spatial modulation in the density of

electron-hole pairs across the sample, which in turn changes the local absorption and

index of refraction for energies resonant with these transitions. This can be viewed

physically as an optical grating, or population grating. This grating will cause a

portion of both pulses �E1 and �E2 to diffract. In the experiment, we measure the

diffraction of pulse �E2.

It is also possible to generate a grating for times when �E1 and �E2 are not mutu-

ally overlapped in time. For example, excitation by pulse �E1 will lead to coherent

oscillation of dipoles associated with many electron-hole pairs in the material, lead-

ing to a macroscopic polarization that persists on a timescale set by the coherence

lifetime. As long as these electron-hole pairs are still coherent when �E2 arrives, the

electric field can interfere with the polarization excited by the first pulse, and is pos-

sible to generate a population grating. By measuring the FWM signal resulting from

self-diffraction of pulse �E2 as a function of the time delay τ between pulses �E1 and

�E2, one can extract the coherence relaxation time T2. Since the total FWM signal

is measured as a function of delay τ between the pulses �E1 and �E2, this is known as

time-integrated FWM (TI-FWM).

Two-pulse FWM experiments (TR-FWM and TI-FWM) can be used to distin-

guish whether the optical transition that generated the light is a homogeneously-

broadened transition (e.g. an exciton transition with discrete energy levels) or an
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inhomogeneously-broadened transition (e.g. the interband continuum of transitions,

which form a set of closely-spaced two-level systems). Homogeneous broadening

reflects the natural line shape of a discrete transition due to interactions such as

electron-hole collisions, collisions with defects, etc. For an inhomogeneously broad-

ened transition, the line width is further broadened by the presence of transitions with

closely spaced energies. These two transitions are shown pictorially in Fig. 1.8(a,d)

respectively. The FWM signal versus time for a homogeneously-broadened transition

monoexponentially decays with time after arrival of �E2, and is called free polarization

decay (shown in Fig. 1.8(b)). In contrast, for an inhomogeneously-broadened tran-

sition the FWM signal versus time peaks at a time τ after arrival of �E2 (shown in

Fig. 1.8(e)). This is commonly called a photon echo and is analogous to the spin-echo

observed in nuclear magnetic resonance, except that a photon-echo is produced by

the rephasing of dipoles of electron-hole pair transitions. In Fig. 1.9 a diagram of the

photon echo process for a two-level system in the Bloch sphere representation within

the rotating wave approximation is shown above the time order of the exciting pulses.

The optical Bloch vector lies on the sphere of radius 1. The z-component of the Bloch

vector indicates the difference in the occupation of the valence and conduction states,

which we refer to as |0〉 and |1〉. The angle that the in plane component of the Bloch

vector makes with the x-axis indicates the phase accumulation of each electron-hole

pair versus time relative to the centre frequency of the laser pulse.

Prior to excitation, the system is in the ground state as indicated by the Bloch

vector pointing in the negative z-direction. Excitation by pulse �E1 at time t1 excites

the system. (Note: For clarity, a pulse with area π/2 has been assumed. In this

thesis work, the Bloch vector would point much closer to the z-axis due to the low

excitation powers used.) Due to the spread of frequencies excited in an inhomoge-

neously broadened transition, the different frequency components of the Bloch vector

will spread out in the x-y plane until arrival of pulse �E2 at time t2 (given by the dif-

ferent coloured arrows in Fig. 1.9). Pulse �E2 causes a phase reversal of the different

frequency components. In particular, due to the phase matching conditions imposed

by the FWM process and path chosen to measure the FWM signal (i.e. 2�k2−�k1), the

phase of pulse �E2 is conjugated with respect to pulse �E1. For this reason, �E2 causes

a reversal of the phase accrual in the coherence. These components then rephase at
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time τ producing a photon echo. In the time-integrated method applied here, the

total amount of FWM signal (i.e. integrated over time) is measured as a function of

interpulse delay.

Figure 1.8: (a) a homogeneously-broadened two-level transition. (b) The correspond-
ing TR-FWM (STR) signal and (c) TI-FWM (STI) for a homogeneously-broadened
transition excited by Delta-shaped pulses. (d) an inhomogeneously-broadened tran-
sition. (e) The corresponding TR-FWM (STR) signal and (f) TI-FWM (STI) for an
inhomogenously-broadened transition excited by Delta-shaped pulses.

Figure 1.9: Shown here is the Bloch sphere representation of an inhomogeneously
broadened two-level transition with states |0〉 and |1〉 excited in a two-pulse FWM
experiment. On the top is the Bloch sphere at different points of time, and on the
bottom is a time axis showing the excitation pulses at t1 and t2. Excitation by pulse
�E1 at time t1 generates a coherence in the system. Different frequency components of
the transition spread out in the Bloch sphere (given by the different coloured vectors)

until they are reversed a time τ later by pulse �E2. Approximately a time τ later, the
different frequency components rephase, generating a photon-echo signal.
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The two-pulse FWM signal for a homogeneously broadened and inhomogeneously

broadened transition (STI,homo and STI,inhomo respectively) are given by [1]:

STI,homo ∝ e
− 2τ

T2 STI,inhomo ∝ e
− 4τ

T2

(
1 + erf

(
δωτ√

π

))
(1.8)

where erf is the error function, and δω is the amount of inhomogeneous broadening

(i.e. the range of energies within the transition). The minimum range of delay τ re-

quired in TI-FWM experiments is determined by the coherence time T2 as it reflects

the 1/e decay of the coherence, and in practice is taken to be several times larger

to ensure complete coherence decay. For a homogeneously broadened transition, the

time-integrated FWM signal decays versus τ at a rate T2/2, while for the inhomo-

geneously broadened case it decays at a rate T2/4, and are shown in Fig. 1.8(c) and

Fig. 1.8(f) respectively.

The work of Yajima and Taira stimulated a broad research effort utilizing four-

wave mixing to study relaxation in bulk materials like GaAs [4, 8, 13, 68–72], InP

[73, 74], CdSe [75–77] , Ge [78–80], and nanostructured materials like GaAs quan-

tum wells [5, 6, 76, 77, 81–86], InGaAs multiple quantum well [87], and ZnSe multiple

quantum well [88]. This also motivated new experimental geometries of FWM. FWM

geometries utilizing three spatially separate pulses expanded the utility of these tech-

niques. The delay between the second and third pulse could now be adjusted (in the

two pulse self-diffraction geometry, this delay was equal to zero because the second

pulse played the role of the third pulse) providing a means to examine excited-state

population relaxation. After excitation by the first two pulses, photoexcited charge

carriers will relax on a timescale set by the population lifetime TL. Interaction with

a third pulse produces the FWM signal, and is a direct reflection of the amount of

excited carriers remaining in the system at that particular time.

Spectral resolution of the FWM signal makes it possible to distinguish between

different types of electronic states that contribute to the optical response. In partic-

ular, one can distinguish between the FWM response of excitons and loosely bound

electron-hole pairs above the band gap. By detecting the dependence of the FWM

signal on both the interpulse delay and detection photon energy, one can separately

probe the type and rate of the relevant scattering mechanisms that result in the relax-

ation of these electron-hole pairs. The results of spectrally-resolved four-wave mixing

experiments are presented as a 3D plot showing the amplitude of the FWM signal as
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a function of interpulse delay τ and the detection photon energy (�ωt). An example

of such a measurement, showing the results of Wehner et al. on bulk GaAs at 77 K

is shown in Fig. 1.10.

Figure 1.10: SR-FWM results on bulk GaAs held at 77 K. Modified with permis-
sion from Wehner et al. [70]. The contour represents the FWM amplitude for each
interpulse delay and photon energy.

1.6.2 Two-dimensional Fourier Transform Spectroscopy

2DFTS differs from the two pulse self diffraction technique in two ways: (i) three

pulses are used instead of two; and (ii) the phase of the four-wave mixing signal is

detected in addition to the amplitude. The first demonstration of this technique [89]

ushered forth a new era in the realm of FWM. In the experiment of Chen et al. [89],

the amplitude and phase was detected using spectral interferometry. Spectral inter-

ferometry involves interfering the FWM signal with a reference pulse and using the

resulting coherent interferogram versus pulse energy to deduce the amplitude and

phase of the FWM signal. The interferogram is only stable provided that the path

lengths of the individual beams do not change. Since vibrations of optical mounts

would destroy the interferogram, phase stabilization techniques are used. Advance-

ments in phase-stabilization techniques (both passive and active) permitted new im-

plementations of phase-resolved FWM, resulting in what is known as two-dimensional

Fourier transform spectroscopy. These experiments have permitted the observation

of complex quantum coupling mechanisms in excited systems [90], measurement of
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homogeneous and inhomogeneous line widths for a transition [91,92], and provided a

means to distinguish between different types of many-body interactions [93–95].

The presentation of data in a 2DFTS experiment is distinguished from FWM

studies as the FWM signal is shown as a function of absorption and emission energies

in the system. Similar to spectrally-resolved FWM, the emission energy in 2DFTS is

obtained via spectral resolution of the FWM signal. However, instead of presenting

the data as a function of interpulse delay τ , the second frequency axis (absorption) is

obtained by performing a Fourier transform of the complex FWM signal with respect

to the interpulse delay since the rate of phase accrual between the first two pulses

reflects the absorption frequency.

Fig. 1.11 shows calculated 2DFTS results for varying levels of inhomogeneity by

Siemens et al. [96]. In 2DFTS, the diagonal and cross-diagonal line shapes of a

resonance (shown in Fig. 1.11(a)) are important as they are used to determine the

inhomogeneous and homogeneous line width of the transition. In 2DFTS, homoge-

neous broadening manifests as an elongation parallel to the diagonal line. Fig. 1.11(a)

shows the 2DFTS response for a homogeneously-broadened transition (such as an

exciton transition). The diagonal and cross-diagonal line shape for this transition

(shown in Fig. 1.11(d)) is a Lorentzian. Fig. 1.11(c) shows the 2DFTS response for

an inhomogeneously-broadened transition. Each point along the diagonal corresponds

to a resonant interaction (i.e. absorption and emission at the same frequency) and so

the width of the 2DFTS signal along this line directly reflects the spread of resonant

frequencies within that transition. For example, interband-continuum transitions in

GaAs can be modeled as an inhomogeneously-broadened transition where the spread

in frequencies reflects the continuum of energies an electron-hole pair can possess.

A line through the cross-diagonal of a resonance reflects the degree of homogeneous

broadening for that transition. In this case, the 2DFTS response is elongated along

the diagonal and has a Gaussian line shape (shown in Fig. 1.11(f)) reflecting the

energy range of transitions excited.
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Figure 1.11: The amplitude 2DFTS response for a two-level system that is (a,d) purely
homogeneous broadened, (b,e) partially inhomogeneously-broadened, and (c,f) purely
inhomogeneously-broadened. Modified with permission from Siemens et al. [96]

1.6.3 Transient Grating Four-wave Mixing

FWM can also be used to probe the transport of photoexcited carriers. The trans-

port properties of electron-hole pairs are described by ambipolar diffusion. Diffusive

transport is driven by a concentration gradient. For ambipolar transport, the motion

of one species of charge (e.g electrons) results in an electric field that influences the

motion of the oppositely-charge species (holes), leading to a collective motion of both

charge species. The version of a FWM experiment that is sensitive to carrier diffu-

sion is called the transient grating technique. In this method, the first two pulses are

coincident (τ = 0) and together excite a carrier grating in the material (across the

x-direction in Fig. 1.1). The third pulse is used to study the amplitude of the carrier

grating as a function of delay T. The grating decays via both carrier diffusion away

from the maxima and minima of the grating and due to recombination. These two
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timescales can be disentangled by varying the initial period of the grating by chang-

ing the direction of the incoming excitation beams. The transient grating technique

has been used to study the diffusion of electron-hole pairs in molecular systems [2,3]

and semiconductor systems [97]. The first implementation of the transient grating

technique was by Salcedo et al. [2]. It wasn’t until the work of Schwab et al. [97]

that the transient grating technique was applied to the study of a material system

suitable for solar cell applications. In this work, Schwab et al. examined the diffusion

of electron-hole pairs in CdS1−xSex, a mixed crystal between the binary compounds

of CdS and CdSe. In addition to obtaining values for the diffusion coefficient and

lifetime using a purely continuum-diffusion model, Schwab et al. demonstrated the

efficacy of this technique as a tool to study charge transport in solar cell materials.

After excitation, electron-hole pairs forming the transient carrier grating will dif-

fuse laterally (in the x direction in Fig. 1.1). Since the first two pulses are mutually

overlapped in time (τ = 0), the delay T of the third pulse serves as the time axis

(i.e. t → T ). After excitation, the distribution of electron-hole pairs ζ(x, T ) can be

modeled using the following equation (a brief derivation is shown in Appendix D):

dζ(x, T )

dT
= D

∂2ζ(x, T )

∂x2
− ζ(x, T )

TL

(1.9)

where D is the ambipolar diffusion coefficient, and TL is the population lifetime of

excited electron-hole pairs. The ambipolar mobility μa and the diffusion coefficient

D are related via the well-known Einstein relation:

D =
μakBTlattice

e
(1.10)

where kB is the Boltzmann constant, e is the electron charge, and Tlattice is the

temperature of the crystal lattice. Following the treatment in Wong et al. [3], at the

instant the population grating is formed, the population distribution of electron-hole

pairs is given by:

ζ(x, 0) = 1/2 [1 + cos (Δx)] (1.11)

Δ = 2π/d, where d = λ/2 sin (θ/2) is the grating constant, and depends on the

wavelength λ of the excitation laser, and the angle θ between the two excitation

beams. This description of the population grating is adequate, since the spot-size (and

therefore the macroscopic extent of the grating) is much larger than the wavelength
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of the laser. In ultrafast optical experiments, the transient behavior is measured by

varying the delay between optical pulses. The solution to the diffusion equation in

the limit of short optical pulses with the initial condition in Eqn. 1.11 is:

ζ(x, T ) = 1/2e−T/TL

[
1 + e−Δ

2DT cos (Δx)
]

(1.12)

The observed signal in a transient grating measurement is proportional to the square

of the difference in grating amplitude, i.e.

S(t) ∝ |ζ(0, T )− ζ(d/2, T )|2 (1.13)

The resulting signal is given as

S(t) ∝ e−T/Ts (1.14)

where
1

Ts

=
2

TL

+Δ2D (1.15)

Inspection of Eqn. 1.15 reveals that the FWM signal lifetime, Ts, depends on the

carrier lifetime TL, the diffusion coefficient D, and the grating period (through Δ =

2π/d). The form of Eqn. 1.15 is a linear equation, where 1
Ts

and Δ2 represent the

dependent and independent variables, D is the slope of the line, and 2
TL

is the intercept

of the line with the y-axis. An example of results of transient grating experiments

on CdSSe mixed crystals by Schwab et al. [97] is shown in Fig. [ADD]. In this thesis

work, the FWM signal lifetime Ts was measured as a function of Δ for several grating

periods, and the data was fitted using Eqn. 1.15 to extract D and TL. Using the

values for D and TL, the diffusion length in one-dimension can be calculated by:

LD =
√
DTL (1.16)
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Figure 1.12: Transient grating measurements on CdSSe mixed crystals for different
grating periods. For increasing grating period, the lifetime of the transient grating
signal increased. Note: the grating period d in this thesis work is denoted by Λ in
Ref. [97]. Reproduced with permission from Schwab et al..

The transient grating technique is attractive over other methods used to measure

charge transport as it is an all-optical technique (does not require electrical contact

layers). This implies that it can be used to study a whole host of optoelectronic

materials without the need to identify suitable electrode materials that permit ohmic

contacts. The transient grating technique also does not require sophisticated modeling

to extract the carrier lifetime and ambipolar diffusion length.

1.7 Literature Review

1.7.1 Overview

The relevant literature associated with each of the three projects pursued in this thesis

work is presented in this section. For the first project, the present thesis work fits

within the context of earlier studies of diffusion lengths in CH3NH3PbI3, for which

the large variation of reported values reflects both the breadth of techniques used

and uncertainties in the models used to extract the diffusion length. For the second

project, the study of the change in the density and type of defects in LT-GaAs with

annealing using four-wave mixing spectroscopy for the first time builds upon prior

studies of these annealing-induced changes with X-ray diffraction, infrared absorption,
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and other techniques. For the third project, this thesis work builds upon the current

understanding of many-body interactions that has been built up over two decades

in four-wave mixing experiments on a range of group IV and III-V semiconductors.

Whereas previous work had focused on exciton-exciton interactions, this work sheds

light on non-degenerate exciton-carrier interactions using two-dimensional Fourier

transform spectroscopy.

1.7.2 Carrier Transport Properties of CH3NH3PbI3

Understanding the charge transport properties within a semiconductor is vital for the

development of new devices, as well as the improvement of existing devices based on

these materials. Due to the attractive properties of CH3NH3PbI3 for optoelectronic

applications, a massive research effort has been carried out to determine the nature

of charge transport (whether occurring via excitons vs unbound electron-hole pairs)

as well as to determine the value of the carrier diffusion length. One of the reasons

for the uncertainty in the diffusion length is the range and type of diffusion being

reported in the experiments [98]. For example, photoluminescence experiments which

probe the light resulting from carriers undergoing radiative recombination, probe

only the transport of radiative species. Time-domain THz (TDTHz) is a pump-

probe technique in which the pump photon energy is above the band gap and the

probe is a THz pulse. In these techniques, both the electron motion and hole motion

contribute to this photocurrent and so such techniques probe the sum of the electron

and hole mobilities. In the case of optical excitation of an undoped semiconductor

in the absence of external bias, the transport of electron-hole pairs is described by

ambipolar diffusion, in which case the mobility probed is μa = 2μeμh

μe+μh
where μe and

μh are the electron and hole mobilities respectively.

Experimental approaches used to measure the diffusion length in CH3NH3PbI3

can be organized into three groups: all-electrical, electrical-optical, and all-optical.

All-electrical techniques used to study perovskites include space-charge limited cur-

rent [99], photo-Hall effect [100], impedance spectroscopy [101], and spatially-resolved

electron beam induced current [102]. For instance, a schematic of the experiment used

by Chen et al. in Hall effect studies of carrier transport in perovskite is shown in

Fig. 1.13(a) [100]. A current injects electrons into the source terminal. A magnetic



28

field, oriented along the vertical direction, causes the injected charges to be steered

into the page (via the Lorentz force), leading to electron buildup on the side of the

sample (on the opposite side of the sample are holes). This charge separation leads to

the formation of an electric field and a corresponding voltage across the sample that

reflects the density of charge carriers. Together with the charge conductivity between

the source and drain (labeled S and D in Fig. 1.13(a)), the charge mobility can be

determined. In the experiment by Chen et al., a low frequency magnetic field was

applied to oscillate the Lorentz force on charge carriers. Due to the time-varying mag-

netic field, Faraday induction effects in the semiconductor were taken into account

by measuring the Hall voltage across the sample in the absence of applied current,

and subtracting this signal from the measured Hall voltage in the presence of current

injection. This subtraction improves the signal to noise of the measurement, which is

essential in perovskite materials since they have higher resistances and lower mobil-

ities than conventional inorganic semiconductors. This method is therefore referred

to as artefact-corrected Hall effect.

Figure 1.13: (a) Schematic of the AC Hall Effect apparatus. Reproduced with permis-
sion from Chen et al. [100] (b) PL decay curves for CH3NH3PbI3 attached to different
charge transport layers. Reproduced with permission from Stranks et al. [21] (c)
TAM measurements of CH3NH3PbI3 as a function of pulse delay. Reproduced with
permission from Guo et al. [103].

A technique using both optical excitation and electrical contact layers is photolu-

minescence (PL) quenching. The earliest diffusion studies in perovskite were carried

out by Stranks et al. [21] using this approach. The perovskite layer is deposited onto

a charge quenching layer. In an operating solar cell, these layers are called electron

(or hole) transport layers. Relative to perovskite, conduction (valence) bands are
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lower (higher) such that electrons (holes) are selectively able to pass through the

interface. The removal of either electrons or holes quenches the photoluminescence.

After photoexcitation, the electrons and holes diffuse to their respective collection lay-

ers, where either the electron or hole is removed from the perovskite layer, reducing

the rate of radiative recombination and photoluminescence emission. By compar-

ing the time-resolved photoluminscence for neat perovskite and perovskite deposited

onto an electron acceptor layer, or hole acceptor layer, one can obtain information

about the nature of transport for each charge carrier type [21, 104]. Using PCBM

(C72H14O2) and Spiro-OMeTAD (C81H68N4O8) as electron and hole quenchers, re-

spectively, Stranks et al. [21] examined the rate of PL decay with each type of layer.

As shown in Fig. 1.13(b), both electron and hole quenching layers lead to a dramatic

decrease in PL lifetime. Together with the recombination lifetime extracted from the

PL decay for neat CH3NH3PbI3 (without a quenching layer), Stranks et al. calculated

diffusion lengths of 105 nm and 129 nm for holes and electrons respectively.

Another experiment utilizing both optical and electrical means to probe trans-

port is the steady-state grating technique [105]. In this approach, two non-collinear

continuous-wave laser beams are focused onto the same spot of the material, and

the polarization of the beams are alternated between colinearlly polarized and cross-

linearly polarized. Collinear polarized excitation leads to carrier grating formation in

the sample, whereas cross-linear does not. For collinear excitation, the carrier grat-

ing causes a spatial change in the photoconductivity which is measured by electrical

contacts. The diffusion length is determined by measuring the change in photocon-

ductivity as a function of grating period (as determined by the angle between the two

exciting beams).

The third category of techniques employed to study charge transport in CH3NH3PbI3

are referred to as all-optical. In contrast to the previous techniques, all-optical ex-

periments utilize only an optical probe, thereby avoiding the need to identify suit-

able contact layers and to consider the influence of interface effects imposed by the

contact layers. These experiments include TRTHz [106–109], transient absorption

microscopy (TAM) [103], and time-resolved microwave conductivity (TRMC) [106].

Several TDTHz spectroscopy studies have looked at CH3NH3PbI3 [106–109]. TRTHz
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spectroscopy techniques probe the photoconductivity of the material in the THz fre-

quency range. This technique is performed by first using a visible infrared femtosec-

ond laser pulse to excite electron-hole pairs in the sample, followed by a delayed THz

probe pulse. The THz probe transmitted through the sample carries information on

the photoconductive response of the material. To extract important parameters re-

lated to transport, the material response to the THz field must be assumed. Several

studies have used a Drude-like response [107,108]. The use of charge extraction layers

to understand electron or hole transport has also seen usage in TRTHz. Ponseca et

al. [106] measured near balanced THz electron and hole mobilities of 12.5 cm2V−1s−1

and 7.5 cm2V−1s−1. Ponseca et al. performed complementary transient absorption

experiments and found that the transient absorption response matched the TRTHz

response, leading them to conclude that the charge mobility remains constant for the

first 1 ns after excitation.

Transient absorption microscopy is a newer all-optical technique, and is advanta-

geous over other techniques discussed thus far because it is a direct probe of carrier

transport [103]. In this technique, a pump pulse excites electron-hole pairs. A time-

delayed probe measures the transient absorption (i.e. the change in absorption of

the probe pulse due to the excited carriers injected by the pump pulse) as a function

of lateral position across the sample. Since the transient absorption signal reflects

the electron-hole concentration, the spatial profile of the signal directly reflects the

movement of electron-hole pairs (shown in Fig. 1.13(c)). Using this method, Guo et

al. obtained an ambipolar diffusion length of approximately 1 μm in a CH3NH3PbI3

thin film. However, due to the necessity of a tightly focused beam (≈ 0.5 μm) in these

experiments, the diffusion length is reflective of the local environment, and does not

represent the macroscopic properties of the material.

As discussed above, a broad range of experimental approaches have been used to

investigate carrier diffusion in methylammonium lead iodide perovskite. All-optical

techniques are attractive because they do not require the attachment of contacts,

however the current array of techniques either require modeling (e.g. TDTHz) or

are experimentally challenging (e.g. requires a difficult focusing geometry, such as

in TAM). The all-optical FWM technique known as the transient grating technique

circumvents these issues by directly measuring carrier diffusion (without the need for
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modeling) in a simple optical configuration that probes the macroscopic transport

properties of the thin-film under study. Such a technique is suitable for rapidly

surveying a wide range of solar cell materials. In this thesis work, the transient grating

technique was used to extract the ambipolar diffusion length in CH3NH3PbI3.

1.7.3 Optical and Electronic Properties of Annealed LT-GaAs

The influence of annealing on the structural, dynamic, and optical properties of LT-

GaAs has been studied by a number of techniques [36,58,61,62,110–114]. Post-growth

annealing refers to the process by which LT-GaAs is heated to high temperature (e.g.

600◦C) for a short period of time (on the order of seconds to minutes). Using Hall

effect measurements, Look et al. showed that after post-growth annealing at 600◦C

the resistivity of as-grown LT-GaAs increases by five orders of magnitude [36, 115]

as shown Fig. 1.14(a). The change in the conduction properties of LT-GaAs with

annealing stems from structural changes within the material. Post-growth annealing

causes As point defects (e.g. AsGa, Asi) to agglomerate into clusters because these

defects are not stable against the annealing process for temperatures exceeding 400◦C.

For example, in a LT-GaAs sample grown at 200◦C, the density of AsGa defects was

observed to drop by a factor of 9 after annealing at 600◦C for ten minutes [36].

In addition to changing the conduction properties, post-growth annealing of LT-

GaAs causes an increase in the carrier lifetime [39,65–67] due to a reduction in carrier

trapping at AsGa point defects as these defects precipitate into As clusters. For an-

nealing temperatures between 700◦C and 1000◦C, Harmon et al. [39] observed an

increase in carrier lifetime from 2.1 ps to 10.3 ps. This result was further corrobo-

rated by Prabhu et al. [66] who observed a similar trend over the same temperature

range. In contrast, for annealing temperatures below 550◦C there is no strong de-

pendence of carrier lifetime on annealing temperature. Pump-probe experiments by

Youn et al. [65] observed that the pump-probe signal lifetime (which directly reflects

the carrier lifetime) was shorter than their temporal resolution of 30 fs for all sam-

ples annealed below 550◦C. Above 550◦C, the carrier lifetime increases rapidly with

annealing temperature with measured lifetimes of 100 fs and 824 fs for annealing

temperatures of 600◦C and 800◦C respectively.
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The optical properties of LT-GaAs also change drastically with post-growth an-

nealing. Measurements of the linear absorption for varying annealing temperature in

LT-GaAs have been reported by Streb et al. [58] and are shown in Fig. 1.14(c). For

annealing temperatures up to 400◦C, no change in absorption was observed within

the experimental error of their setup. For temperatures between 400◦C - 500◦C, the

overall absorption was observed to drastically decrease, however the spectroscopic

shape did not change significantly with annealing. The decrease in absorption was

therefore linked to the agglomeration of As-related point defects into As clusters. For

annealing temperatures exceeding 500◦C the overall absorption coefficient did not

change significantly. The broadband absorption from 0.8 eV to energies above Eg in

Fig. 1.14(c) is due to promotion of electrons from the AsGa defect levels to the con-

duction band. However, fine structure in the absorption spectrum for photon energies

around the band edge (1.42 eV) began to emerge. For the sample with the highest

annealing temperature (600◦C), the absorption spectrum began to recover the sharp

band edge of their reference GaAs sample.

FWM experiments (carried out by the author as part of MSc work) on as-grown

LT-GaAs has uncovered new insights regarding the band edge response [8, 13, 71,

72]. The FWM response of as-grown LT-GaAs is shown in Fig. 1.14(b). A large

spectrally narrow FWM response at 1.518 eV was observed and attributed to the

response of the exciton. The observation of an exciton response (in contrast to linear

absorption experiments in which no exciton response is observed) was attributed to

an exciton-carrier coupling mechanism between exciton and free-carrier continuum

states. The spectrally-broad response for photon energies above the exciton and at

positive time delays corresponded to the photon-echo response of interband continuum

transitions similar to observations in GaAs films grown at elevated temperatures.

These experiments also revealed a FWM signal for photon energies below 1.46 eV

tied to band tail transitions. The band edge response could therefore be treated like

an Urbach absorption tail, where an effective band gap energy of 1.46 eV was obtained

in as-grown LT-GaAs.

The origin of the strong FWM signal at the exciton, despite its absence in linear

absorption, was surprising. In traditional GaAs grown at elevated temperatures the

exciton response in four-wave mixing experiments is dominated by many-body effects.
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Figure 1.14: (a) Resistivity as a function of sample temperature for a range of LT-
GaAs samples annealed at different temperatures. Modified from Look et al. [36] (b)
The SR-FWM response of as-grown GaAs held at 10K. Modified fromWebber et al. [8]
(c) Linear absorption spectra for LT-GaAs annealed over a range of temperatures.
Modified from Streb et al. [58]

In particular, if the dephasing rate of the exciton depends on the number density of

electron-hole pairs, then the polarization excited at the exciton can diffract from

the free carrier density grating via this Coulomb coupling. This produces an extra

contribution to the FWM signal at the exciton in addition to the free-polarization

decay response. This additional signal is proportional to the slope of the density-

dependent dephasing rate. There are also analogous contributions to the exciton

signal tied to the excitation density-dependent shift of the exciton transition energy.

In traditional GaAs, these signal contributions are very strong causing the exciton to

show up more prominently than in linear absorption. This enhancement is shown in

Fig. 1.15 for experiments on bulk Ge, where the weak bump in the linear absorption

(top) is replaced by a pronounced exciton peak in FWM (bottom). The observation

of such a many-body related signal in LT-GaAs offers a possible explanation as to
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Figure 1.15: Results of SR-FWM experiments on bulk Ge. The laser spectrum used
for each tuning condition is shown alongside the linear absorption spectrum in the
background. Modified from Rappen et al. [80]

why the exciton signal shows up in FWM, while not appearing in linear absorption.

In order to test this assertion FWM experiments were carried out under conditions

in which this additional many-body exciton signal is suppressed. Due to the optical

selection rules, excitation by collinearly polarized pulses results in the occupation

gratings for each spin state (given by nσ+ and nσ−) to be in phase, as shown pictorally

in Fig. 1.16(a). But if the polarization of the two excitation pulses is orthogonal, then

no grating in the total carrier occupation exists, as shown in Fig. 1.16(c). This is

due to the fact that the optical gratings tied to the two spin-states of the carriers

are out of phase by 90◦. The Coulomb interactions are spin independent, and the

additional signal contribution associated with these effects corresponds to diffraction

of the exciton polarization from a grating in the total population (including spin).

In Webber et al., polarization-dependent experiments showed that the exciton FWM

response vanishes when the two excitation pulses have orthogonal linear polarizations.

Since no grating in the total population exists for orthogonal pulse polarizations, this

confirmed the fact that the exciton response in LT-GaAs was indeed linked to many-

body-related coupling between the exciton and the other excited carriers.

The above experiments on LT-GaAs were limited to as-grown LT-GaAs films.
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Figure 1.16: (a) Optical selection rules and transition probabilities for GaAs. σ+ and
σ− correspond to left-circularly polarized and right-circularly polarized light respec-
tively, and y is the linear polarization. The carrier occupation grating as a function
of lateral position x created in the sample for (b) collinearly polarized and (c) cross-
linearly polarized optical pulses. nσ+ and nσ− is the carrier occupation excited for σ+

and σ− polarized pulses respectively.

Measurements of the FWM response as a function of annealing temperature on LT-

GaAs will further enhance our understanding of the near band edge optical response

of this material. This is important since annealing of LT-GaAs is required to achieve

the performance characteristics suitable for high-speed optoelectronic devices. Such

experiments will also improve our understanding of other low-temperature-grown ma-

terials. One such example is GaMnAs, an attractive material for spintronics ap-

plications where both the electronic properties of the host crystal (GaAs) and the

magnetic properties of the metallic dopant (Mn) are exploited to make devices that

use the electron property spin, in addition to or instead of the charge property, to

store and manipulate information. To dope GaAs with Mn, the lattice must be held

at temperatures similar to LT-GaAs during growth. In addition, other examples of

low-temperature-grown materials include LT-InGaAs [116] which is of interest for the

development of ultrafast photoconductive switches and other optoelectronic devices
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operating at 1.55 μm. The application of four-wave mixing spectroscopy to a series of

annealed LT-GaAs films provides new insight into the influence of annealing on the

optical response of such systems.

1.7.4 FWM Studies of Exciton-Exciton and Exciton-Carrier Scattering

in GaAs

The Coulomb interaction between charge carriers plays a major role in the behavior

of particles in a condensed matter system, or many-body system, and can lead to

the formation of new particles that only exist in this many-body state. These so-

called quasiparticles are shaped by their environment, and can be found as Cooper

pairs in superconductors [117], Wannier excitons in inorganic semiconductors and

Frenkel excitons in organic semiconductors [118], as well as polarons [119, 120] in

semiconductors. The Coulomb interaction is also responsible for interactions between

these newly formed quasiparticles, resulting in a plethora of many-body phenomena

which has been a topic of considerable interest in condensed matter physics.

The semiconductor GaAs is an excellent platform to study many-body effects

for several reasons. The linear and nonlinear (although to a lesser degree) optical

properties are well understood. In addition, refinement in growth techniques have

permitted the epitaxial growth of GaAs to extremely high purity so that defect-related

phenomena (such as defect-carrier binding or scattering) can be safely excluded in

the interpretation of experimental results. Finally, GaAs is the host material for a

variety of derived compounds, such as AlGaAs, InGaAs, GaMnAs, and LT-GaAs,

and so understanding the underlying physics in GaAs will assist in understanding the

physics in these relatively more complicated systems.

The optical properties of GaAs for photon energies near the band edge are dom-

inated by the response of the exciton, an electron-hole pair bound together by the

Coulomb interaction. The strength of this binding is very weak (≈ 4 meV) in com-

parison to organic materials. FWM studies have provided significant insight into the

nature of the exciton response in GaAs [4, 8, 13, 68–72] as well as other material sys-

tems [74, 78–80]. In these experiments, the laser frequency is tuned below the band

gap, such that primarily excitons are excited in the material. Since excitons have dis-

crete electronic states, their optical response should resemble that of a homogeneously
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broadened transition (i.e. free-polarization decay). In early experiments, a stronger

exciton FWM signal for collinear polarized pulses than for cross-linearly polarized

pulses [69, 121] contradicted the result expected from a non-interacting model of a

homogeneously broadened system. However, more recent experiments revealed that

both the coherence time as well as the resonance frequency of a transition depend

strongly on the excitation density [4, 5, 82] and that this could explain the observed

polarization dependence. The former is called excitation-induced dephasing (EID),

and the latter is referred to as excitation-induced shift (EIS). The physical mecha-

nism behind each of these interactions is explained as follows. In the case of EID,

for increasing excitation density the probability of phase-breaking collisions between

charges increases. This results in an increase in the dephasing rate that depends on

the excitation density. EIS can be understood through a process known as dielectric

screening. An isolated electron-hole pair can bind via the Coulomb interaction into

an energetically-favourable bound state. The difference in energy between this bound

state and free state is given by the binding energy of the electron and hole. When

this electron-hole pair is now in the presence of other charges, dielectric screening of

the Coulomb interaction in this system results in a decrease in the binding energy of

the electron-hole pair, which in turn increases the resonant frequency of the optical

transition.

If a broadband optical pulse is used to simultaneously excite exciton and free

carrier transitions (a condition often satisfied in high speed optoelectronic devices)

[6,8,13,71,72,78–80,85,86,88] and many-body interactions are neglected, the FWM re-

sponse is comprised of two parts: (i) a long-lived free polarization decay corresponding

to the exciton, and (ii) a photon echo corresponding to the continuum of electron-hole

pair transitions above the band gap states [12]. However, with many-body interac-

tions included the exciton response is modified considerably due to the presence of

free-carriers. In previous FWM experiments where the laser was tuned above the band

gap so that free-carrier transitions were excited together with the exciton transition,

it was observed that the temporal width of the exciton FWM signal versus interpulse

delay was significantly shorter than for resonant excitation, occurring over the same

timescale as the pulse overlap. As well, despite being resonantly tuned to free-carrier

states, the exciton dominated the FWM response [6, 8, 13, 68, 71, 72, 78, 79, 86]. (This
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can be seen in Fig. 1.15 for experiments on bulk Ge). This phenomena was explained

in terms of an exciton-carrier scattering process: the exciton polarization can diffract

from the transient carrier grating associated with free carrier transitions. The asso-

ciated exciton signal is strong when the two excitation pulses are overlapped in time.

For nonzero delays, the grating tied to the free carrier population decays due to the

range of optical transitions involved, which causes contributions at different energies

to be out of phase. This decay of the free carrier population grating also causes decay

of the exciton EID signal. Since exciton scattering with electron-hole pairs excited on

the interband continuum transition is the source of the large exciton signal observed

in FWM experiments [6] this phenomena is known as the continuum contribution to

the exciton FWM response (CC).

Although many-body effects have been studied extensively in bulk GaAs using

FWM, an ambiguity still exists as to whether the CC manifests with EID or EIS

character. The small magnitude of the excitation-induced shift in conjunction with

insufficient spectral resolution makes it difficult to distinguish these two effects using

spectrally-resolved FWM. The main challenge with understanding many-body effects

using FWM is that the phase of the FWM field is not measured. In contrast, 2DFTS

fully characterizes the FWM field, allowing for the ready identification of many-body

effects [88, 93, 95, 122]. In Fig. 1.17 is a composite image of two figures from Li et

al. showing the calculated 2DFTS response for a GaAs multiple quantum well in

the presence of different interactions [93]. In Fig. 1.17(a) is the 2DFTS response

in the absence of interactions. The two peaks along the diagonal correspond to

the response from the HH and LH exciton (with the former at lower energy). The

off diagonal peaks correspond to coupling between the two exciton states due to the

common ground state (i.e. the unexcited semiconductor). Due to the common ground

state, absorption at one exciton resonance can lead to emission at the other exciton

resonance.
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Figure 1.17: Calculated 2DFTS response of GaAs multiple quantum wells (a) in the
absence of interactions, (b) EID only, and (c) EIS only. Modified with permission
from Li et al. [93].

In Fig. 1.17(b) is the calculated 2DFTS response with only EID included. The

increase in dephasing rate caused by EID results in a symmetrical narrowing of the

exciton line shape. In Fig. 1.17(c) is the 2DFTS response with only EIS included.

In contrast to the case of EID, EIS results in an asymmetrical cross-diagonal line

shape that goes from positive to negative across the resonance. 2DFTS has yielded

a bounty of information about many-body effects in GaAs quantum dots [90] and

quantum wells [91–95, 123] but it has not been applied to bulk GaAs. Furthermore,

existing 2DFTS experiments have focused on resonant excitation of excitons and

coupling between HH and LH excitons. In this thesis work, SR-FWM and 2DFTS

were used in conjunction with numerical modeling to investigate EID and EIS in

bulk GaAs. In contrast to previous work, the experiments were carried out under

conditions of broadband excitation of primarily free electron-hole pairs. This enables

EID and EIS tied to the exciton-free carrier interactions to be studied, yielding new

insight into these many-body interactions.

1.8 Summary of the Thesis

I have used three different experimental implementations of FWM to study the dy-

namics of electron-hole pair excitations in GaAs, LT-GaAs, and CH3NH3PbI3.

In this thesis work, I designed and built a transient grating experiment using the

boxcar geometry (shown in Fig. 1.1) to measure carrier transport in CH3NH3PbI3.

Measurement of the FWM signal lifetime as a function of grating period permitted
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the extraction of the diffusion coefficient and recombination lifetime, which were in

turn used to calculate the one-dimensional ambipolar diffusion length of electron-hole

pairs. The almost 1 μm diffusion length was comparable to prior all-optical exper-

iments using TAM that directly probe ambipolar carrier diffusion. This work was

the first implementation of the transient grating technique on any material within

the family of hybrid organic-inorganic solar cell materials. These experiments high-

lighted the ability of this method to extract the lifetime and diffusion length without

the need for charge extraction layers or complicated modeling. Scanning electron

microscopy images of the sample revealed a mean grain size of 250 nm, which in com-

parison to the large diffusion length suggested that grain boundaries do not impact

carrier diffusion significantly. The results of this thesis work lay the groundwork for

future experiments using this experimental approach on other perovskite materials.

This work was published in Applied Physics Letters. The associated manuscript was

reproduced in Chapter 4 with permission.

The work in this thesis builds upon recent studies of the FWM response of as-

grown LT-GaAs by the author [8, 72]. In this work, LT-GaAs samples that were

subjected to post-growth annealing for varying temperatures were studied using the

nonlinear technique of spectrally-resolved FWM. Contributions from interband free

carriers, excitons, and carriers in the Urbach band tail were observed in the FWM

response. In contrast to the earlier studies by the author [8,72], the excitation density

in these experiments was lower, resulting in a pronounced dip in the FWM exciton

response that disappeared for samples annealed above 500◦C. This observation sug-

gested that the dip originates from interference between exciton and band tail states

similar to that of a Fano resonance. FWM experiments for orthogonal linear pulse po-

larization revealed that the dip is associated with polarization interference between

the exciton many-body signal and the Urbach band tail states. Spectral slices of

the FWM signal at zero interpulse delay revealed a sharpening and blue shift of the

FWM signal edge. The Urbach Energy was extracted for each of the annealed sam-

ples and was observed to remain constant for samples up to 500◦C, and then drop

to values similar to that of traditional high-temperature-grown GaAs. This work

highlights the utility of FWM as a new probe of disorder in low-temperature-grown

systems, complementing existing probes such as Auger spectroscopy, transmission
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electron microscopy, and IR spectroscopy. This work will improve our understanding

of disordered states in LT-GaAs, as well as other material systems that rely on low-

temperature growth such as LT-InGaAs and LT-GaMnAs. This work is in preparation

for submission. The associated manuscript is presented in Chapter 5.

In this thesis work, I have also applied FWM and 2DFTS to study exciton-exciton

and exciton-carrier interactions in bulk GaAs. Prior to this thesis work, the contin-

uum contribution to the exciton FWM response was taken to manifest solely through

an EID mechanism since in FWM studies EID and EIS are impossible to separate.

As well, determination of the strength of exciton-exciton and exciton-carrier scatter-

ing could only be made indirectly via prepulse experiments [4]. Using 2DFTS, I have

measured the individual contributions to the FWM response from the heavy-hole and

light-hole excitons, as well as the interband continuum for conditions of broadband

excitation above the band gap. These conditions showcase nondegenerate interac-

tions between bound excitons and unbound electron-hole pairs. These experiments

also incorporated a separate detection of the real part of the complex four-wave mix-

ing response for the first time in a bulk semiconductor. Using a multilevel model to

account for the two exciton states and the interband continuum states, numerical cal-

culations using the optical Bloch equations augmented with EID and EIS interactions

were used to simulate the 2DFTS response of GaAs. It was found that exciton-carrier

coupling was stronger than exciton-exciton by an order of magnitude. In addition,

the manifestation of EID was found to be threefold stronger than EIS in the real

part of the FWM spectrum for both exciton-exciton and exciton-carrier interactions.

This thesis work has shown that interpretation of the 2DFTS response using conven-

tional techniques (i.e based on the expectations for an isolated two-level system) is

not sufficient, and that modeling is required. This work will aid in the understanding

of future 2DFTS studies of exciton-carrier coupling in other materials. This work

was published in Physical Review B. The associated manuscript was reproduced in

Chapter 6 with permission.

The structure of the thesis is as follows. Chapter 2 contains a derivation of the re-

sults of four-wave mixing experiments based on the optical Bloch equations. Chapter

3 describes the experimental equipment and techniques used in this thesis work. The

main findings of this thesis work are presented in Chapters 4 - 6. Chapter 4 presents
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a study of charge carrier diffusion in the perovskite material CH3NH3PbI3 using the

transient grating technique. Chapter 5 presents a study of the coherent FWM re-

sponse of LT-GaAs for a range of annealing temperatures, examining the influence of

As-related defects on the nonlinear response. Chapter 6 presents a study of the lead-

ing many-body interactions in an optically-excited semiconductor using FWM and

2DFTS in bulk GaAs in conjunction with theoretical calculations. Finally, Chapter

7 summarizes this thesis work.



Chapter 2

Optical Bloch Equation Analysis of Four-Wave Mixing

Experiments

2.1 Chapter Overview

In the most general form of a FWM experiment, three excitation pulses with elec-

tric fields �E1, �E2, �E3 and wave vectors �k1, �k2, and �k3 respectively generate a third-

order macroscopic polarization in the sample, that emits radiation along the direction

�k3 + �k2 − �k1. Measurement of this signal can yield important properties of the ma-

terial, such as the T2 time, as well as type and strength of the optical transition in

the material. The FWM emission can be calculated using the optical Bloch equa-

tions by performing an order expansion in the electric field. Such an analysis will

aid in the interpretation of the experimental results in this thesis work. This analy-

sis is presented in Sec. 2.2 for a three-pulse excitation scheme for a homogeneously

broadened transition (e.g. exciton). Predicted results for time-integrated four-wave

mixing (TI-FWM), and spectrally-resolved four-wave mixing (SR-FWM) experiments

are discussed in Sec. 2.3 for a homogeneously broadened transition, and in Sec. 2.4 for

an inhomogeneously broadened transition. Sec. 2.5 discusses the case when the com-

plex FWM signal is measured using the experimental technique of two-dimensional

Fourier transform spectroscopy (2DFTS). Next, an analysis using the optical Bloch

equations augmented by additional scattering terms referred to as excitation-induced

shift (EIS) and excitation-induced dephasing (EID) is presented in Sec. 2.6. EID

and EIS are shown to lead to additional contributions to the FWM signal. Sec. 2.7

discusses the influence of the spin state of excited carriers on the four-wave mixing re-

sponse. Finally, Sec. 2.8 discusses the case of simultaneous excitation of both exciton

and interband continuum states.

43
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2.2 FWM for a Two-Level System without Interactions

In the following treatment of light-matter interactions in a semiconductor, a semiclas-

sical approach will be discussed with the end result being able to explain the results

of FWM experiments. Within the density matrix approach, the dynamics for a closed

system are given by the Liouville Equation:

∂ρ

∂t
=

1

i�
[H, ρ] (2.1)

where H is the Hamiltonian describing the system and ρ is the density matrix. For a

non-interacting two-level system, ρ is a 2×2 matrix where the diagonal elements corre-

spond to the occupation of the excited or ground state, and the off-diagonal elements

correspond to the coherence between the two states. In particular, the macroscopic

polarization within the medium excited on the exciton transition (denoted by Pex(t))

is related to the coherence pex(t) by:

Pex(t) = N (μexp
∗
ex(t) + μ∗expex(t)) (2.2)

where N is the number density of excitons in the ensemble and has units of cm−3.

The exciton occupation is also linked to a physically-meaningful term known as the

exciton population density Nex(t), which is given as the product of the exciton number

density N and the exciton occupation nex(t).

The Hamiltonian describing a two-level system is given by:

H = H0 +Hint +HR (2.3)

H0 is the unperturbed Hamiltonian for a two-level system, given by H0 = �ω0 (the

ground state energy has been taken to equal zero) where ω0 is the resonant frequency

of the two-level system. Hint is the light-matter interaction Hamiltonian, which within

a semiclassical picture is taken to be Hint = �μ · �E, where �μ is the transition dipole

moment of the two-level system and describes the coupling strength to the light field,

and �E is the electric field. HR is the Hamiltonian describing relaxation of the system.

In this thesis work, the phenomenological relaxation approximation was used to model

system relaxation [12]. The rotating wave approximation is implemented by assuming

the coherence, pex(t) is a product of a slowly varying term and a term that oscillates
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with the laser frequency ω, i.e.

pex(t)→ pex(t)e
−iωt. (2.4)

Together with Eqn. 2.1, a series of differential equations can be derived for the occu-

pation and coherence that fully describe the dynamics of a non-interacting two-level

system (e.g. exciton). These are known as the optical Bloch equations (OBE) and

are given as:{
d
dt
+ 1

TL

}
nex(t) = −

(
i
�

) (
μexE(�R, t)p∗ex(t)− pex(t)μexE

∗(�R, t)
)

{
d
dt
+ iΔω + 1

T2

}
pex(t) =

(
iμex

�

)
E(�R, t) (1− 2nex(t)) .

(2.5)

where μex is the ŷ component of the exciton dipole moment, E(�R, t)ŷ is the electric

field of the laser pulse at �R, T2 is the dephasing time of the exciton coherence pex(t),

Δω = ω0 − ω is the detuning of the exciton resonance frequency ω0 from the laser

center frequency ω, TL is the population relaxation time, nex(t) is the probability at

time t that the exciton is populated.

In the most general form of a FWM experiment, the total laser field is the sum of

three optical pulses propagating in the directions �k1, �k2, and �k3. Taking �E1, �E2, and

�E3 to be polarized in ŷ direction, the total laser field is given by:

�E(�R, t) = E1(t− t1)e
i�k1·�Rŷ + E2(t− t2)e

i�k2·�Rŷ + E3(t− t3)e
i�k3·�Rŷ (2.6)

where t1, t2, and t3 correspond to the times of arrival of pulses 1, 2, and 3. En(t− tn)

for n = 1, 2, 3 contain the time dependence of the pulse envelope as well as the fast

variations tied to the carrier frequency, which is taken to be the same for each pulse.

For the following discussion, we will consider the case when pulse 3 arrives after pulse

2 (e.g. t3 ≥ t2). As well, since all pulse polarizations and dipole moments are oriented

along ŷ, we will neglect indicating the direction for the rest of this development.

Due to the different propagation directions of the laser pulses, excitation of the

system (described by the coherence and occupation pex(t) and nex(t) respectively)

will depend on �R. This is taken into account by considering all of the spatial terms

that contribute to the FWM process:

pex(t) = p
(1)
ex,1(t)e

i�k1·�R + p
(1)
ex,2(t)e

i�k2·�R + p
(1)
ex,3(t)e

i�k3·�R

+p
(3)
ex,32−1(t)e

i(�k3+�k2−�k1)·�R + p
(3)
ex,1−2−3(t)e

i(�k1−�k2−�k3)·�R

nex(t) = n
(0)
ex (t) + n

(2)
ex,1−2(t)e

i(�k1−�k2)·R + n
(2)
ex,2−1(t)e

i(�k2−�k1)·R
(2.7)
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In the above, only terms up to third order in the light-matter interaction have been

retained. The superscripts on each term indicate the order in the light-matter in-

teraction. The exponential factors indicate the spatial dependence of the associated

coherence or occupation term. For example, the term p
(1)
ex,1(t)e

i�k1·�R corresponds to the

first-order coherence generated by pulse 1 and is directed along �k1(the number 1 in

the subscript of p
(1)
ex,1(t) also indicates the spatial direction of the coherence). From

Eqn. 2.2, we see that the coherence excited along a particular direction functions as

a source of electromagnetic radiation governed by Maxwell’s equations. For example,

the first-order polarization P
(1)
ex,1(t) emits light in the same direction as the excita-

tion pulse �k1. Of particular interest to this thesis work is the FWM signal, which is

emitted by the polarization in the �k3 + �k2 − �k1 direction and is determined by the

coherence p
(3)
ex,32−1(the number 32− 1 in the subscript indicates that the coherence is

directed along �k3 + �k2 − �k1).

In a FWM experiment, isolation of the spatial component �k3+ �k2− �k1 is achieved

through selective positioning of the collection optics. The FWM signal can be calcu-

lated by inserting the spatial expansion in Eqn. 2.7 into the optical Bloch equations

in Eqn. 2.5, and deriving a set of optical Bloch equations for each spatial component.

This procedure results in a set of four differential equations, with the highest-order

component p
(3)
ex,32−1 is given by:{
d

dt
+ iΔω +

1

T2

}
p
(3)
ex,32−1(t) = 2

(
iμex

�

)
E3(t− t3)n

(2)
ex,2−1(t) (2.8)

p
(3)
ex,32−1(t) is driven by the second order occupation n

(2)
ex,2−1 and the third pulse (E3).

The driving term on the right hand side of Eqn. 2.8 stems from diffraction of E3 from

a grating in the exciton occupation, n
(2)
ex,2−1(t). The equation of motion for n

(2)
ex,2−1(t)

is shown in Eqn. 2.8:{
d

dt
+

1

TL

}
n
(2)
ex,2−1(t) =

(
iμex

�

)(
E2(t− t2)p

(1)∗
ex,1(t) + E∗1(t− t1)p

(1)
ex,2(t)

)
(2.9)

Eqn. 2.9 shows that n
(2)
ex,2−1(t) is driven by two coupling terms. The first term on the

right hand side corresponds to interference of pulse E2 with the linear polarization

p
(1)
ex,1(t) established by pulse E1. The second term analagously stems from interference

of pulse E1 with the linear polarization p
(1)
ex,2(t) established by pulse E2. Physically, the

electric field E2 does work on the polarization P
(1)
ex,1, transferring energy to the system
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and exciting a population of electron-hole pairs. The differential equation describing

the linear polarization generated by each pulse (i.e. p
(1)
ex,n(t), where n = 1, 2 indicates

the pulse that generated that polarization) is given by:{
d
dt
+ iΔω + 1

T2

}
p
(1)
ex,n(t) =

(
iμex

�

)
En(t− tn) n = 1, 2 (2.10)

The coherence p
(3)
ex,32−1(t), and thus the FWM signal, stems from a third-order light

matter interaction which may be interpreted physically as diffraction of the third

optical field E3 from a grating in the excited occupation via the influence of the

grating on the linear response (i.e. the index of refraction and the absorption).

In the limit where the pulse envelope is much shorter than the timescale of the

relaxation dynamics, analytical solutions to the above set of equations can be found

if the pulse envelopes of E1, E2, and E3 are taken to be described by Dirac Delta

functions. It should be noted that this approximation is not valid for many semi-

conductors due to their short dephasing times, which are comparable to the pulse

duration. Despite this, the following development is useful for building intuition into

the origin of the FWM response. In this case, we can write the electric field of each

pulse as follows:

En(t− tn) = εnδ(t− tn)e
iωtn n = 1, 2, 3 (2.11)

The exponential factors in Eqn. 2.11 reflect the fact that each pulse is in phase at the

time of arrival. In addition, we will make the following time variable substitutions:

τ = t2 − t1 T = t3 − t2 t→ t− t3. (2.12)

The solution for p
(3)
ex,32−1(t) is then given by:

p
(3)
ex,32−1(t) =ξe

−( 1
T2

+iΔω)t

·
[

Θ(τ)Θ(T )e
−( 1

T2
−iω0)τe

− T
TL

+Θ(−τ)Θ(T + τ)e
( 1
T2
−iω0)τe

−T+τ
TL

]
(2.13)

where ξ = − iμ3
ex

�3
ε3ε2ε

∗
1. Eqn. 2.13 shows that there are two contributions to the

coherence. For positive delay τ , the coherence p
(3)
ex,32−1 will only form following the

arrival of pulse 3 (given by delay T ). However, for negative delay τ a coherence

p
(3)
ex,32−1 only exists when pulse 3 arrives after pulse 1. In both cases, no coherence is

predicted for negative delay T within a non-interacting picture.
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Depending on the experimental arrangement, p
(3)
32−1(t) is measured either as a

function of time (TR-FWM) or as a function of interpulse delay (TI-FWM). The

TR-FWM signal may be obtained from Eqn. 2.8 using:

STR(t) ∝ |Pex(t, τ, T )|2 (2.14)

while the TI-FWM signal is obtained from:

STI(τ) =

∫ ∞

−∞
dt |Pex(t, τ, T )|2 (2.15)

When the spectral content of the FWM emission is measured, the experiment is

referred to as SR-FWM. The SR-FWM signal is given as:

SSR (ωt, τ, T ) =

∣∣∣∣
∫ ∞

−∞
dtPex(t, τ, T )e

iωtt

∣∣∣∣
2

(2.16)

where ωt is the emission frequency, and is the Fourier component of the time variable

t. In some of the experiments in this thesis work, two-pulse SR-FWM experiments

were conducted. In contrast to the three-pulse case, only two pulses E1 and E2 are

used to excite the material. Similar to three pulse FWM, the electric fields E1 and E2

excite a carrier grating within the sample. However, instead of a third optical pule

diffracting off this grating, a portion of E2 is diffracted, resulting in a FWM emission

along the direction 2�k2 − �k1. The macroscopic polarization Pex for this excitation

geometry is simply found by taking the expression for the third order coherence in

Eqn. 2.13 and having E2 serve in the place of E3 (i.e. T = 0, ε3 = ε2, and �k3 = �k2).

2.3 Free Polarization Decay from a Homogeneously-Broadened

Two-Level System

From Eqn. 2.13 and 2.14 for the two-level system case, we get

STR(t) = N2 |μex|2 |ξ|2 e−
2t
T2Θ(t)

[
Θ(τ)Θ(T )e

− 2τ
T2 e

− 2T
TL +Θ(−τ)Θ(T + τ)e

2τ
T2 e

− 2(T+τ)
TL

]
(2.17)

Using the result from Eqn. 2.17 in Eqn. 2.15 gives:

STI(τ) = 2N2 |μex|2 |ξ|2
[
Θ(τ)Θ(T )e

− 2τ
T2 e

− 2T
TL +Θ(−τ)Θ(T + τ)e

2τ
T2 e

− 2(T+τ)
TL

]
(2.18)
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Eqn. 2.18 shows that no FWM signal is expected for negative delay T since diffraction

of E3 from the grating formed by E1 and E2 will not occur unless E3 arrives after

the grating is formed. For positive delay T , Eqn. 2.18 indicates that the FWM signal

peaks at arrival of E3 and exponentially decays as a function of delay τ at a rate

2
T2
. This signal is commonly referred to as free-polarization decay, and describes the

response of a two-level system in the absence of interactions.

Using Eqn. 2.13 and Eqn. 2.2, the SR-FWM emission for a homogeneously broad-

ened transition is then given by:

SSR, homo (ωt, τ) = |ξ|2 Θ(τ)e
− 2

T2
τ 1(

1
T2

)2

+ (ω0 − ωt)
2

(2.19)

The SR-FWM signal for a homogeneously broadened transition has a Lorentzian spec-

tral profile, and exhibits the same exponential decay observed in the time-integrated

case and is shown in Fig. 2.1(a). Hence, SR-FWM is simply TI-FWM measured for

each photon energy.

2.4 Photon Echo from an Inhomogeneously Broadened System

So far in this treatment of light-matter interactions, we have only considered the case

of a homogeneously-broadened transition that is appropriate for discrete transitions

in a semiconductor. However, if we would like to understand the response of a set of

closely spaced transitions with a range of resonance frequencies (shown in Fig. 1.8(c)),

such as for interband free-carrier transitions above the band gap, we need to examine

the case of an inhomogeneously broadened transition. In this case, the net macro-

scopic polarization is a sum of the individual coherences (with associated transition

energy and electron wave vector given by Eqn. 1.4) associated with each of these

transitions. The TR-FWM signal is obtained by:

STR(t) ∝
∣∣∣∣∣
∑
k

P
(3)
k (t, τ, T )

∣∣∣∣∣
2

(2.20)

where P
(3)
k (t, τ, T ) is the macroscopic polarization associated with each two-level sys-

tem with wave vector k. In contrast to a homogeneously-broadened transition that

exhibits instantaneous decay after arrival of �E3, Eqn. 2.20 yields a TR-FWM sig-

nal that reaches a maximum a time τ after arrival of E3. (This is shown earlier in
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Fig. 1.8(d)). This delayed response is commonly referred to as a photon-echo and has

been observed for interband transitions above the band gap [13, 71]. The associated

time integrated response can be found using Eqn. 2.15 and is given from:

STI(τ) ∝ e
− 4τ

T2 e
− 2T

TL

(
1 + erf

(
δωτ√
π

))
(2.21)

where erf is the error function and δω is the inhomogeneous bandwidth of excited

states. Similar to Eqn. 2.18 for a homogeneously-broadened transition, Eqn. 2.21

shows that the TI-FWM signal for a continuum of transitions will also exhibit expo-

nential decay for increasing pulse delay τ . However, the rate of decay is twice as fast

for a continuum of transitions when compared to a discrete transition. This result in

Eqn. 2.21 also indicates that the response of an inhomogeneously broadened system

versus delay τ for a two pulse experiment in which T= 0 is peaked at positive delay

by an amount that is determined by both T2 and δω.

Using Eqn. 2.16 and the macroscopic polarization excited from an inhomogeneously-

broadened transition, the SR-FWM signal is given by:

SSR, inhomo,m (ωt, τ, T ) ∝ Θ(τ)Θ(T )e
− 2

TL
T
e
− 4

T2
τ
e−

(ω0−ωt)
2

δω2 (2.22)

In contrast to the homogeneously-broadened case, the SR-FWM signal for an inhomogeneously-

broadened transition has a Gaussian spectral profile of width determined by the in-

homogeneous broadening as shown in Fig. 2.1(b). The amplitude of the SR-FWM

signal decays with the same rate 4
T2

as observed in TI-FWM.

Figure 2.1: The SR-FWM signal as a function of interpulse delay τ and photon
energy for (a) a homogeneously-broadened transition and (b) for an inhomogeneously-
broadened transition excited by delta-shaped pulses.
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2.5 Phase-Dependent Detection of the Complex FWM Response

We can extend the analytical result found for the FWM signal found in Sec. 2.2 to

the case when the phase of the coherent FWM signal is measured, such as the case

in a 2DFTS experiment. As was discussed in Sec. 1.6.2, the coherent polarization

generated in the sample is measured using phase sensitive techniques (which will be

discussed in further detail in Chapter 3).

Pulse ordering in a 2DFTS experiment is important as it ultimately determines

what physical processes contribute to the FWM signal. In this development, we will

restrict ourselves to the rephasing sequence (T > τ > 0), the pulse arrangement used

in this thesis work. In this case, the coherence found in Eqn. 2.28 simplifies to the

following form:

p
(3)
ex,32−1(t) = ξΘ(τ)Θ(T )e

−( 1
T2

+iΔω)t
e
−( 1

T2
−iω0)τe

− T
TL (2.23)

In a 2DFTS experiment, the data is presented as a function of emission photon

energy and absorption photon energy. The emission energy �ωt is tied to the real

time emission of the FWM signal, and experimentally is measured using a monochro-

mator. The absorption energy �ωτ is obtained by measuring the phase of the FWM

signal as a function of delay τ , and performing a Fourier transform at each emission

energy. Analytically, the 2DFTS signal is found by performing a two-dimensional

Fourier transform of the macroscopic polarization associated with the exciton coher-

ence. The 2DTFS response for a homogeneously broadened transition in the absence

of interaction (i.e. γEID = γEIS = 0) is given by [96]:

S2D(ωt, ωτ , T ) ∝
(

1
1
T2

+ i(ω0 + ωτ )

)(
1

1
T2

+ i(ω0 − ωt)

)
(2.24)

The 2DFTS signal for a homogeneously broadened transition is a symmetrical Lorentzian

function. An important consequence of Eqn. 2.24 is that the 2DFTS signal is peaked

for a negative absorption energy −�ωτ , and stems from the electric field of E1 being

conjugated from that of E2, resulting in a negative phase term. For inhomogeneously

broadened transitions of the same form as the above, the 2DFTS signal can be ob-

tained from:

S2D(ωt, ωτ , T ) ∝
∫ ∞

−∞
dτeiωτ τ

∫ ∞

−∞
dteiωttPk,321∗(t, τ, T )(iωt) (2.25)
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2.6 Effect of Many-Body Interactions on the FWM Signal

As discussed in Sec. 1.7.4, excitation-induced dephasing (EID) and excitation-induced

shift (EIS) are Coulomb-mediated processes. Numerous experiments [73, 74, 78–80]

and theoretical treatments [6, 88] have shown that excitation-induced interactions

are the leading many-body contribution to the FWM response in semiconductors.

Although the optical Bloch equations cannot account for these effects, they can be

suitably modified to reflect these interactions via the incorporation of a density-

dependent dephasing rate 1
T2

and resonance frequency ω for excitons:

1
T2

= 1
T 0
2
+ γEIDNex ω = ω0 + γEISNex (2.26)

T 0
2 and ω0 are the dephasing time and resonance frequency of excitons in the absence

of an excited population. For example, experiments and complementary calculations

on ZnSe quantum wells by Shacklette et al. revealed an EIS shift of 1.78 meV of

the exciton resonance energy for comparable excitation densities used in this thesis

work [88]. The coefficients γEID and γEIS quantify the strength of exciton-exciton inter-

actions. The phenomenological approach to excitation-induced interactions contained

in Eqn. 2.26 has been shown to account for many of reported trends in experimental

observations [4, 88, 124]. To understand the influence of excitation-induced interac-

tions on the FWM signal, we will look at the optical Bloch equation for p
(3)
ex,32−1(t)

with the inclusion of Eqn. 2.26. After performing an order expansion similar to that

discussed in the previous section, the differential equation for p
(3)
ex,32−1(t) is given by:{

d

dt
+

1

T2

+ γEIDN
(0)
ex + iΔω + γEISN

(0)
ex (t)

}
p
(3)
ex,32−1(t)

=

(
iμex

�

)
n
(2)
ex,2−1(t)E3(t− t3)− (γEID + iγEIS) p

(1)
ex,3(t)N

(2)
ex,2−1(t) (2.27)

where N
(0)
ex is the background density of excitons. In contrast to the non-interacting

case, there are two driving terms on the right hand side of Eqn. 2.27. The first term

appears in the absence of interactions (see Eqn. 2.7) and represents diffraction of E3

from the occupation grating n
(2)
ex,2−1. The second term is an additional contribution to

the FWM signal due to interactions. This additional signal stems from the diffraction
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of the polarization p
(1)
ex,3(t) generated by pulse E3 (rather than pulse E3 itself) from

the grating in the total exciton density N
(2)
ex,2−1(t) = Nexn

(2)
ex,2−1(t). Using the change

in temporal variables from Eqn. 2.12, the solution for δ-function pulses for p
(3)
ex,32−1(t)

is given by:

p
(3)
ex,32−1(t)= ξe

−( 1

T0
2
+γEIDN

(0)
ex +i

(
Δω+γEISN

(0)
ex

)
)t

·

⎡
⎢⎣ Θ(τ)Θ(T )e

−
(

1

T0
2
+γEIDN

(0)
ex −i(ω0+γEISN

(0)
ex )

)
τ
e
− T

TL

+Θ(−τ)Θ(T + τ)e

(
1

T0
2
+γEIDN

(0)
ex +i(ω0+γEISN

(0)
ex )

)
τ
e
−T+τ

TL

⎤
⎥⎦

+ TL (γEID + iγEIS) ξe
−( 1

T0
2
+γEIDN

(0)
ex +i

(
Δω+γEISN

(0)
ex

)
)t

·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Θ(τ)Θ(T )e
−
(

1

T0
2
+γEIDN

(0)
ex −i(ω0+γEISN

(0)
ex )

)
τ
(
e
− T

TL − e
− t+T

TL

)
+Θ(−τ)Θ(T + τ)e

(
1

T0
2
+γEIDN

(0)
ex +i(ω0+γEISN

(0)
ex )

)
τ
(
e
−T+τ

TL − e
− t+T+τ

TL

)
+Θ(t+ T )Θ(τ)Θ(−T )e−

(
1

T0
2
+γEIDN

(0)
ex −i(ω0+γEISN

(0)
ex )

)
τ
(
1− e

− t+T
TL

)
+Θ(t+ T + τ)Θ(−τ)Θ(−T − τ)e

(
1

T0
2
+γEIDN

(0)
ex +i(ω0+γEISN

(0)
ex )

)
τ
(
1− e

− t+T+τ
TL

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.28)

The top term in Eqn. 2.28 represents the non-interacting solution found earlier in

Eqn. 2.13 with the addition of density-dependent dephasing and resonance terms

that depend on the background of excited excitons. The bottom term in Eqn. 2.28

corresponds to excitation-induced interactions and leads to the following phenomena

i) coherence for negative T pulse delay and ii) slow rise of the magnitude of coherence

in time.

The above development corresponds to the case of a homogeneously broadened

transition. For an inhomogeneously broadened transition, the above result must be

modified to contain the grating in the total population, summed over the range of

frequencies involved in the optical transition. Additionally, the resulting third order

polarization must be summed over frequency. It has been shown that the source terms

tied to EID and EIS suffer from cancellation effects which dramatically suppress the

resulting signal. As a result, EID and EIS signal contributions manifest strongly for

a homogeneous transition, such as an exciton in a semiconductor.
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2.7 Influence of the Spin State of the Excited Carriers

To properly account for the spin-state of the charge carriers in the above develop-

ment, separate OBE’s for each spin-state must be solved for the polarizations and

occupations on each spin transition separately. Recall the optical selection rules for

GaAs shown in Fig. 1.16. There are two allowed optical transitions between the HH

valence band to conduction band, each dependent on the polarization of the laser

pulse. For linearly polarized laser pulses, both of these transitions are excited leading

to the creation of two population gratings, one for each spin state. For instance the

grating in the total exciton population N
(2)
ex in the OBE must include excitons from

both spin states, i.e.:

N (2)
ex =

∑
s

Nsn
(2)
ex,s (2.29)

where n
(2)
ex,s is the occupation grating and Ns is the population density for each exciton

spin state s. For collinear polarized pulses (i.e. �E1 = E1ŷ, �E2 = E2ŷ, �E3 = E3ŷ)

the population Ns and grating n
(2)
ex,s are in phase for both spin states (s = σ1, σ2).

In this case, the above OBE development that neglected spin is equivalent to the

spin resolved case in describing excitation-induced effects. However, for cross-linearly

polarized pulses (i.e. �E1 = E1ŷ, �E2 = E2x̂, �E3 = E3x̂) the two exciton population

gratings (corresponding to each spin state) are out of phase, i.e.

N (2)
ex = Nσ1n

(2)
ex,σ1

+Nσ2n
(2)
ex,σ2

= 0 (2.30)

For this reason, there is no EID or EIS contribution to the FWM signal for cross-

linearly polarized pulses. However, the free-polarization decay expected from a non-

interacting model is still present in the FWM signal as this stems from the diffraction

of �E3 from each of the exciton population gratings.

2.8 Simultaneous Excitation of Exciton and Continuum Transitions

So far in this chapter, we have only described the system dynamics of either a homoge-

neous or inhomogeneous optical transition. This is appropriate when the laser tuning

and bandwidth are resonant with only one species and there is no strong coupling

mechanism between species. However, a more complex situation unfolds for the case

when wide-bandwidth optical pulses are used to simultaneously excite both exciton
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and interband free-carrier transitions. In this case, we must apply the optical Bloch

equations to each two-level system separately, then add up each of their respective

polarization contributions to determine the overall FWM signal. This more involved

treatment is further complicated by coupling between each of these two-level systems.

The Coulomb interactions between excitons are strong for coupling between bound ex-

citons, unbound excitons (i.e. electron-hole pairs excited above the band gap), or for

the coupling between bound and unbound excitons. The energy-independent nature

of this coupling process thus implies that excitation-induced shift and excitation-

induced dephasing couple the polarization generated by interband continuum states

to the polarization of exciton states and vice versa. The additional many-body signal

at the exciton resulting from coupling to free-carrier transitions at higher energies is

referred to as the continuum-contribution. This contribution results in an enhance-

ment of the exciton FWM signal from that predicted from a non-interacting model

due to diffraction of the exciton polarization from the total population grating on the

interband continuum.

To gain some understanding of this process, we will consider the case of a two-

pulse self-diffracted FWM experiment and follow the analytical treatment of Allan et

al. [73] with the addition of excitation-induced shift. We consider the case of optical

excitation above the band gap, such that the majority of the laser bandwidth ener-

getically covers interband continuum states and only the low-energy tail is resonant

with the exciton states. In this case, the density of excited free electron-hole pairs

(nk) in the system will be much larger than the density of excitons (nex), i.e.

Nk(t) ∝
∑
k

nk(t)
 nex(t). (2.31)

In this case, only the equations for the exciton coherence pex need to be solved as the

exciton occupation, nex can be taken to be zero for all time. As well, since excitation-

induced processes (EID, EIS) do not contribute significantly to the FWM response of

an inhomogenously broadened transition, these interactions only need to be included

in the optical Bloch equations for the exciton:{
d

dt
+

1

T 0
2,x

+ γEIDN + i (ω0 + γEISN)

}
pex =

iμex

�
E(t) (2.32)

where N =
∑

k Nk is the total population of excited continuum carriers only (since

Nex ≈ 0). Physically, this excitation-induced signal stems from diffraction of the
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first-order exciton polarization p
(1)
ex generated by pulse E3 from the total population

grating in the continuum states N (2). The population grating only exists when the

delay τ between pulses �E1 and �E2 is zero due to destructive interference since the

grating at different k transitions are out of phase for τ �= 0.

To see that this is true, we can consider the solution to the optical Bloch equations

for the population grating for a free carrier transition at a single k point:

n
(2)
k (t) = μ2

kε1ε2e
−(�ωx+�ωk)τe

− 1
T2,k

|τ |
(Θ(τ)Θ(t− τ) + Θ(−τ)Θ(t)) (2.33)

where μk and T2,k are the dipole moment and dephasing time for each k state. In-

spection of Eqn. 2.33 reveals that the population grating at a particular �k persists for

delays τ on a timescale set by T2,k. Because the values for μk and T2,k do not vary

significantly for optical transitions near the band gap, summation of Eqn. 2.33 over

�k results in a total population grating in the continuum states that exists only for

τ = 0, i.e.:

N (2)(t) =
∑
�k

n
(2)
k = μ2

kε1ε2Θ(t− τ)δ(τ) (2.34)

where δ(τ) corresponds to the delta function. In this case, third-order coherence at

the exciton is given by:

p(3)ex (t) ∝
μexε2
�

N (2)(t)e
−( 1

T0
2,x

+γEIDN(0)+i(ω0+γEISN
(0))t)

Θ(t) (2.35)

Unlike the free-polarization contribution which decays with delay at a timescale set

by the coherence lifetime, Eqn. 2.35 reveals that the excitation-induced contribution

to the exciton FWM signal only occurs when τ = 0. For pulses with finite duration

this excitation-induced contribution therefore persists only for delays within the region

of pulse overlap.

The above development indicates that the dependence of the total FWM signal

on the interpulse delay τ is modified by the inclusion of EID and EIS. The spectral

content of the FWM emission is also changed in the presence of excitation-induced

interactions. As seen in Sec. 2.3, the response of an exciton in a non-interacting model

is that of a Lorentzian characterized by a width determined from the exciton dephas-

ing time. In contrast, a Fourier transform of Eqn. 2.35 is a squared Lorentzian with a
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width determined by both the excitation-induced dephasing rate and the excitation-

induced shift in the presence of continuum carriers.

Summarizing the above development, the total FWM response is comprised of

three components: i) Free-polarization decay at the exciton resonance ii) excitation-

induced contributions to the exciton response that spectrally-sharpen the response

as well as enhance the signal within the region of pulse overlap, and iii) a broadband

photon-echo like response with a spectral width determined by the bandwidth of the

excitation pulses. This predicted response has been observed in both GaAs [8,13,71,

72] and Ge [78–80] using SR-FWM techniques to separately measure the response of

simultaneously-excited exciton and continuum states.



Chapter 3

Apparatus and Experimental Techniques

3.1 Overview

In this thesis work, the experimental technique of FWMwas used to investigate charge

carrier dynamics in GaAs, LT-GaAs, and CH3NH3PbI3. The samples investigated in

this work, including their production and preparation for optical experiments are

described in Sec. 3.2. Sec. 3.3 describes the cryogenic cooling methods used in this

work. Sec. 3.4 describes the methods used to measure and characterize femtosecond

optical pulses. Sec. 3.5 describes the two-pulse self-diffracted FWM experiment used

to understand the effects of annealing in LT-GaAs. The 2DFTS technique used to

disentangle contributions from many-body effects to the coherent response of GaAs

is described in Sec. 3.6. The transient grating experiment used to measure carrier

transport in CH3NH3PbI3 is discussed in Sec. 3.7.

3.2 Samples

3.2.1 GaAs and LT-GaAs

This thesis work involved the study of two GaAs thin film samples, one that was

grown at 600◦C and another grown at 250◦C. Six segments of the LT-GaAs wafer

were subsequently subdivided and subjected to annealing under different conditions.

The samples were grown using molecular beam epitaxy by Jacek Furdyna’s group at

the University of Notre Dame. Beginning with a GaAs (001) substrate, a 100 nm

buffer layer of GaAs was deposited, followed by 175 nm of Al0.3Ga0.7As, and then

800 nm of GaAs, which represents the thin film that four-wave experiments were

carried out on. The four annealed samples were placed in an oven for 60 seconds for a

given temperature under vacuum inside the growth chamber. The temperature used

for annealing each of the LT-GaAs samples is shown in Table. 3.1.

58
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Table 3.1: A table of the five LT-GaAs samples studied in this work and their corre-
sponding annealing temperatures.

Sample Annealing Temperature (◦C)

LT-GaAs As-Grown

LT-GaAs 400

LT-GaAs 500

LT-GaAs 550

LT-GaAs 600

To permit experiments in the transmission geometry, the samples were glued sam-

ple side down onto a 500 μm thick sapphire window using optical adhesive (Norland

61) that was transparent (≥ 95% transmission) for the wavelengths used in this

work. Examination of the sample-window interface revealed thin-film fringes sug-

gesting that the layer of adhesive is very thin, with a thickness on the order of the

wavelength of light. The optical adhesive was cured by exposing the sample to a UV

light source (Electro-Lite 10 mW/cm2 #82469) for an hour. The sample, together

with the window, are shown schematically in Fig. 3.1. Removal of the GaAs substrate

was required so that only the optical response of the GaAs thin film was probed. To

achieve this, a combination of mechanical polishing as well as chemical etching was

performed. First, the window was adhered to an aluminum puck using mounting wax

(Buehler Mounting Wax #408150), which was then mounted into a six puck polish-

ing head that also contained five sacrificial GaAs (001) wafer pieces that served to

level the applied force from the polisher (Buehler Polisher/Grinder). The individual

samples were polished sequentially (i.e. sacrificial GaAs wafers were used) instead of

in parallel as individual polishing runs occasionally resulted in a large wedge on the

sample surface, which led to a failed etching process and loss of the sample. Using

1200 grit (736 μm side) sandpaper, with an applied load force of 40 N, increments

of 40 μm were polished until approximately 300 μm was removed from the substrate

(See Fig. 3.1).
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Figure 3.1: The three step process used to produce the GaAs samples for transmission
measurements.

The remaining substrate was removed using chemical wet etching. The etchant

solution used in this work was a 5:1 volumetric ratio of 6.3 M citric acid to 30%

H2O2 as indicated by the etchant recipe provided by Eric J. Loren at the University

of Iowa. Aqueous citric acid was produced the day prior to etching by dissolving

60.34 g of anhydrous citric acid in 50 mL of nanopure water. Using this solution, the

GaAs substrate was removed at a rate of 20 μm/hour until the Al0.3Ga0.7As stop-etch

layer was reached (Fig. 3.1(c)), as indicated by the transition of the visual appearance

of the substrate from a dull-grey to a mirror-like finish. Due to the lack of optical

absorption for the photon energies probed in this work, the residual Al0.3Ga0.7As

present on the sample does not contribute to the FWM signal but only effects the

surface quality of the sample. Finally, the sample was rinsed with nanopure water,

followed by spectroscopic grade methanol to remove any remaining etchant.
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Figure 3.2: Linear absorption spectra for the (a) high-temperature-grown GaAs sam-
ple and (b) as-grown LT-GaAs sample studied in this work. (c) The electronic band
structure of GaAs in the presence of biaxial tensile strain.

Linear transmission measurements were performed with the GaAs samples held

at 10 K. For the high-temperature-grown sample, broad bandwidth optical pulses

from a Ti:Sapphire laser were used to measure the transmission. To cover the range

of photon energies displayed in Fig. 3.2(a), transmission measurements at several

different laser centre wavelengths were performed, and the calculated absorption was

stitched together. For the LT-GaAs sample, a tungsten lamp was used as a white light

source. The raw transmission data for the LT-GaAs sample contained pronounced

oscillations due to multiple reflections within the thin film. In order to extract the

absorption coefficient a self-consistent model was used that takes into account the

reflection losses at interfaces as well as the absorption in the material. Since the band

width of the FWM signal was much smaller than the period of Fabry-Perot oscillations

in the sample (e.g. 40 nm vs. 200 nm), interference effects in the FWM signal were

negligible. The Fresnel coefficients for transmission and reflection at each interface

were determined using the index of refraction for fused silica (cryostat window) [125],

sapphire (substrate) [126], and bulk GaAs [127]. The absorption spectrum for GaAs

grown at 600◦C is shown in Fig. 3.2(a). The linear absorption spectrum for GaAs

exhibits two peaks at photon energies of 1.5100 eV and 1.5125 eV corresponding to

the light-hole and heavy-hole exciton resonances. Due to the larger thermal expansion

coefficient of GaAs relative to the sapphire substrate, biaxial tensile strain developed

in the GaAs sample upon being cooled to 10 K, resulting in the normally degenerate
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light-hole and heavy-hole valence bands shifting and splitting [128, 129]. The band

structure for GaAs (excluding the spin-orbit split-off band) in the presence of biaxial

tensile strain is shown in Fig. 3.2(c).

3.2.2 CH3NH3PbI3

Carrier transport was studied in methylammonium lead iodide perovskite (CH3NH3PbI3).

In this thesis work, the sample was produced by Charlotte Clegg of Ian Hill’s research

group at Dalhousie University using a modified sequential deposition procedure re-

ported by Xiao et al. [29], and is described as follows. Under an argon atmosphere

inside a glove box, a 1 M PbI2 solution in diethylformamide (DMF) was stirred for 10

hours at a temperature of 70◦C. It was then passed through a 0.45 μm pore polyte-

trafluoroethylene (PTFE) filter into a glass vial held at 70◦C. 300 μL of the solution

was cast onto a room temperature, stationary sapphire window, which was then spun

at 4000 rpm for 1 minute. Any remaining solvent was removed by heating the sub-

strate on a 70◦C hotplate for 15 minutes. Next, 300 μL of methylammonium iodide

solution in isopropanol was deposited onto the lead iodide film which was then spun

at 3000 rpm for 1 minute. Finally, the sample was annealed at 100◦C for 2 hours.

X-ray diffraction (XRD) rocking curves of the perovskite film revealed a full conver-

sion to tetragonal phase perovskite, with no residual lead iodide as determined by

the lack of an XRD peak at 12.5 degrees [130]. The resulting thin film had a thick-

ness of 305 nm, determined by removing a thin strip of perovskite from a companion

sample, and measuring the indentation using a profilometer (Bruker Dektak). Prior

to removal from the glove box, the samples were mounted onto a cold finger tip in-

side a Janis instruments ST-300 liquid helium flow-through cryostat under an argon

atmosphere and subsequently sealed to prevent air contamination of the film. Prior

to the experiment, the cryostat was evacuated to 10−6 Torr.

The linear absorption spectrum of the CH3NH3PbI3 sample is shown in Fig. 3.3.

The absorbance data (which was used to calculate the absorption coefficient) was

collected by Sam A. March, and published in March et al. [130]. Linear transmission

measurements were performed to obtain the absorbance using a CARY UV-VIS spec-

trometer with the sample held at room temperature. The spectrometer calculates the
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absorbance spectrum A(ω) using the following equation:

A(ω) = − log10

(
Iout
Iin

)
(3.1)

Iin and Iout represent the intensity of light measured before and after the sample.

Since the sample resides on a substrate inside an evacuated cryostat, the measured

absorbance includes reflections from interfaces (e.g. cryostat windows, sample, sub-

strate, etc.) and so these must be taken into account. Using a similar procedure

as described in Sec. 3.2.1 for GaAs, the linear absorption spectrum for CH3NH3PbI3

was calculated based upon the reported index of refraction for another CH3NH3PbI3

sample [131] and from the measured absorbance spectrum. The linear absorption

spectrum for the CH3NH3PbI3 sample studied in this work is shown in Fig. 3.3.

Figure 3.3: Calculated linear absorption spectrum for the CH3NH3PbI3 sample stud-
ied in this work with the substrate held at 300K.

3.3 Sample Cooling

For the experiments conducted using the two-pulse and three-pulse FWM exper-

iments, the samples were held in a Janis Instruments ST-300 liquid helium flow-

through cryostat that was evacuated to 10−6 Torr prior to and during experiments.

For the experiments conducted using the two-dimensional Fourier transform spec-

troscopy (2DFTS) setup at West Virginia University, a Montana Instruments closed-

cycle liquid helium cryocooler was used that was also evacuated to 10−6 Torr during

experiments.
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3.4 Pulse Measurement, Characterization, and Optimization

To investigate the rapid dynamics of charge carriers in a semiconductor, very short op-

tical pulses are required. A Ti:Sapphire oscillator was used to generate optical pulses

with widths in the range of 25-35 fs. Conventional electronics (e.g. photodetectors)

are too slow to directly measure the pulse duration on such a short timescale, and so

zero-background autocorrelation techniques were used to measure and optimize the

pulse duration.

Figure 3.4: A schematic of the experiment used to measure the zero-background
autocorrelation. The labels are: BBO - Beta-barium borate, BS - beamsplitter, M -
mirror, LP - Low-pass filter, DS - Delay Stage.

If two optical fields with electric fields �E1 and �E2, wave vectors �k1 and �k2, and

angular frequencies ω1 and ω2 respectively are focused together onto a material with a

strong optical nonlinearity (χ2), mixing between the two beams leads to the generation

of a signal with frequency ω1 + ω2 that emits along �k2 + �k1. This is known as sum-

frequency generation, and for two optical pulses this only occurs when both beams

are spatially- and temporally-overlapped on the nonlinear material. A schematic of

the autocorrelation setup used is shown in Fig. 3.4. Since the pulses �E1 and �E2 are

derived from the same laser source, ω1 = ω2 = ω. The nonlinear crystal used in

this thesis work was a 100 μm thick beta-barium borate (BBO) crystal which was

cut for phase matching at 800 nm at normal incidence. Optimization of this signal

provides an avenue to ensure beam overlap and temporal characterization. A low-pass

filter placed after the BBO crystal removed any scattered light at the fundamental



65

frequency prior to measurement on the Si photodiode.

In addition to alignment purposes, the sum-frequency generated light can be used

for pulse characterization. The sum-frequency signal (i.e. autocorrelation) is given

as the cross-correlation of the pulse intensity envelopes:

Sauto (τ) =

∫ ∞

−∞
dt |E1(t)|2 |E2(t− τ)|2 . (3.2)

The width of the autocorrelation is related to the width of the optical pulses that

generated it. For two pulses with Gaussian envelope, the autocorrelation signal is

also Gaussian with a FWHM that is 1.414 times larger than the actual pulse FWHM.

There are also second harmonic pulses generated by each of the two pulses �E1 and

�E2 separately. If the two beams were incident on the sample in a collinear geometry,

these single-beam second harmonic signals would represent a background. In the

noncollinear geometry shown in Fig. 3.4, these single-beam second harmonic signals

are not detected because they propagate with directions �k1 and �k2. By detecting

only the signal along �k2 + �k1, this background signal is avoided. For this reason, this

technique is called the “zero-background” technique.

3.4.1 Excited Carrier Density

The excited carrier density is calculated based on the number of photons in an optical

pulse, which is determined based on the absorbed laser power Pabs (determined by

measuring the laser power before and after the sample using a power meter) and the

excited volume in the sample. For a laser producing pulses with a repetition rate

Rrep, the energy per pulse is given by Pabs/Rrep. The number of photons in each

pulse is determined by taking the ratio of the energy per pulse with the energy per

photon (i.e. �ω0, where ω0 is the centre frequency of the laser pulse). For an optical

transition it takes one photon to excite one electron-hole pair, and so the number

of photons indicates the number of excited electron-hole pairs. For a sample with

thickness L, and a laser beam spot area A, the electron-hole pair density per unit

volume is given by:

Nex =
Pabs

Rrep�w0AL
. (3.3)
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3.4.2 Laser Spot Size Measurement

The laser spot size (w) is an important parameter as it is required to determine the

carrier density excited by an optical pulse. In the experiments conducted in this

thesis, the laser spot size was measured using the knife edge technique. A simple

schematic of this arrangement is shown in Fig. 3.5(a). A razor blade was mounted

onto a translation stage, which was located at the focal point of the lens. A power

meter located after the knife edge but in the beam path measured the transmitted

beam power as the knife edge was translated perpendicularly into the beam path. If

the laser spot size is assumed to have a Gaussian transverse intensity profile, and the

knife edge translates in the x direction, the transmitted power P (xk) at a given knife

edge position xk is given by:

P (xk) = P0

∫ ∞

−∞
dy

∫ xk

−∞
dxe−

2(x2+y2)

w2 (3.4)

where P0 is the transmitted power in the absence of a knife edge. The solution to the

above integral is given by:

P (x) =
P0

2

(
1 + erf

(√
2x

w

))
(3.5)

Figure 3.5: (a) A schematic of the knife edge experiment. (b)Transmitted laser power
as a function of knife edge position (x).

3.4.3 Pulse Compression

The temporal resolution in a transient FWM experiment is limited by the temporal

width of the optical pulses. Interaction of the light pulse with optical elements in the
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setup (e.g. lenses) causes a temporal distortion of the pulse envelope. This is called

group-velocity dispersion (GVD) and causes a frequency dependent phase shift of

different frequency components in the optical pulse. In normal media, GVD is positive

and so lower frequency components of light will travel faster than higher frequency

components, resulting in a temporal broadening of the optical pulse. The positive

GVD introduced by optical elements can be compensated by introducing negative

GVD using an apparatus commonly known as a prism compressor. A schematic of

such an arrangement used in this thesis work is shown in Fig. 3.6. Negative GVD is

introduced to the pulse by forcing lower frequency components to travel longer path

lengths, such that on recombination the mutual phase between individual components

is minimized.

Figure 3.6: A schematic diagram of the prism compressor. Optical pulse 1 has ac-
crued positive GVD, resulting in lower frequency (e.g. red) traveling ahead of higher
frequency (e.g. blue) components, as shown pictorially. After emergence from the
prism compressor, the pulse duration is shortened due to realignment of different
spectral components in time.

The optimum amount of GVD compensation introduced by the prism compressor

was obtained when the autocorrelation width, and thus the pulse width, was at a

minimum. Shown in Fig. 3.6 is a schematic of the prism compressor used in this

thesis work. A prism compressor introduces both positive and negative GVD to the

optical pulse through careful positioning of prism P2: (i) Positive GVD is added by

changing the path length of different frequency components through the prism (which

is performed by translating the prism laterally across the beam direction) ; and (ii)

Negative GVD is added by changing the path length l2 of the different frequency

components in air. For the two-pulse FWM experiments conducted in this work,
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near time-bandwidth limited Gaussian pulses of ≈ 29 fs width were obtained.

3.5 Two-Pulse Self-Diffracted FWM

As discussed in Sec. 1.6, three pulses �E1, �E2, and �E3 of the same centre frequency with

wave vectors �k1, �k2, and �k3 are used to excite electron-hole pairs in a semiconductor.

In a two-pulse self-diffracted FWM experiment, only two pulses are used to excite

the sample. Similar to the process described earlier, the first two pulses �E1 and �E2

generate a carrier grating within the sample. However, instead of a third optical pulse

diffracting off this grating, a �E2 plays the role of �E3 as well, emitting a fourth field

along the direction 2�k2 − �k1.

A full diagram of the two-pulse SR-FWM experiment is shown in Fig. 3.7. The

output beam of the laser was first passed through a prism compressor (PC). The

laser was then focused onto a pinhole which functions as spatial filter. In optical

experiments it is desirable to have a laser beam with a transverse intensity profile (i.e.

transverse to the propagation direction) that is Gaussian in shape. This corresponds

to the fundamental transverse electric mode (TEM00). The pinhole diameter (50

μm) was chosen to match the Gaussian beam spot size, such that higher order TEM

modes would be blocked and only the TEM00 mode would transmit. The beam was

then split into two beams �E1 and �E2 using a 50/50 beamsplitter designed for low

GVD for 800 nm pulses. The two beams were sent down two different paths, each

of which contains a retroreflector and a method of changing the path length. A

fixed translation stage (mechanical delay stage) in the path of �E1 was used for coarse

adjustment of the delay τ . The delay between pulses �E1 and �E2 was varied using

the rapid-scan technique. For adjustments of the path of �E2, a retroreflector was

glued onto the cone of a speaker. The speaker was driven to oscillate so that the

optical path delay in �E2 was rapidly varied. The frequency of speaker oscillation

was much smaller than the beam repetition rate so that at each instance of pulse

delay, the FWM signal would be averaged over many optical excitations to improve

the signal-to-noise. Spatial and temporal alignment of the two optical beams was

performed using the autocorrelation procedure discussed earlier in this chapter. The

two excitation beams �E1 and �E2 were redirected to an equivalent focus point using a

pick-off mirror (labeled PO in Fig. 3.7).
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Figure 3.7: A schematic diagram of the two-pulse SR-FWM apparatus used in this
thesis. The prism compressor (PC) and autocorrelator described earlier are enclosed
in the black dashed boxes. The labels in the figure correspond to: Mirror (M), Lens
of focal length F (F), Beta-barium borate (BB0), low-pass filter (LP), beamsplitter
(BS), pick-off mirror (PO). The FWM signal (dark red dashed line) generated by

pulses 1 and 2 propagates along the 2�k2− �k1 direction into the spectrometer. In some
experiments in this thesis work, a prepulse (P) that was temporally coincident with
pulse 1 was used and is shown offset in the figure for clarity. In addition, a half-wave
plate (HWP) place in the pulse 2 path was used to rotate the linear polarization of
�E2.

The FWM signal along 2�k2− �k1 was collimated, and then focused into the entrance

slit of a Czerny Turner type monochromator (Oriel Cornerstone 260). The operation

of this type of monochromator is described as follows: the entrance slit functions

as a point source. A parabolic mirror placed after the entrance slit collimates and

directs the light towards a diffraction grating. The individual wavelength components

diffracted from the grating are refocused by a second parabolic mirror onto the exit

slit such that only a narrow range of wavelengths (≈ 1 nm for the slit widths used in

these experiments) emerges from the monochromator. To change the wavelength of
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light emitted by the monochromator, the angle of the diffraction grating is changed

such that the desired wavelength component diffracted by the grating is focused onto

the exit slit.

Calibration of the monochromator was achieved by aligning a Helium-Neon laser

source collinearly with the FWM beam and into the monochromator. A helium-neon

laser produces a spectrally-narrow emission centred at 632.8 nm. The wavelength

of light emitted at the output slit of the monochromator is determined by the angle

of the diffraction grating. If the angle of incidence on the input slit is not normal,

the desired wavelength set by the controller will differ from the wavelength at the

output slit. To perform the calibration, the monochromator output was measured as

a function of the wavelength (read out using the hand-held controller unit) and the

offset was determined using the known wavelength of the He-Ne laser.

Due to the nonlinearity of the FWM process, the generated signal was very weak

(≈ 1− 10 nW for LT-GaAs samples) and required the use of a sensitive photodetec-

tor. In these experiments, a photomultiplier tube was used to measure the spectrally-

resolved signal from the output of the monochromator. The operation of a photo-

multiplier tube is based on two material interactions: the photoelectric effect and

secondary emission. In the photoelectric effect, a photon with energy sufficient to

overcome the work function of a material can cause the excitation and emission of

an electron. Secondary emission corresponds to the process which primary mobile

electrons of sufficient energy strike a material inducing the emission of many sec-

ondary electrons. In a photomultiplier tube, the first of these two effects occurs when

incident photons strike a photocathode resulting in emission of electrons. These elec-

trons gain kinetic energy as they are propelled towards the first of a series of dynodes

via the application of a large potential. At each metal plate, secondary electrons

are generated that are propelled to the next metal plate in the series, resulting in

a cascaded secondary emission process that strongly amplifies the small number of

electrons excited by the incident weak optical signal.

For selected experiments, in addition to the excitation pulses �E1 and �E2 a third

pulse with unique wave vector �kpp was used to excite the sample. The third beam

does not contribute to grating formation but serves to inject a population of excited

carriers. These type of experiments are commonly referred to as prepulse experiments,
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and are useful for studying many-body effects. Experimentally, a prepulse experiment

is realized by focusing a third optical pulse with electric field �EPP such that �kpp �=
�k1, �k2, 2�k2 − �k1 and measuring the FWM signal along the two-pulse path 2�k2 − �k1.

In this work, the prepulse beam line was created by placing a beam splitter in the

beam path of �E1 and is shown in Fig. 3.7 by the red dashed line. The mutual

delay between �E1 and �EP was changed by varying the path length of �EP using a

micrometre-controlled delay stage. Spatial and temporal alignment of all three beams

was achieved using the autocorrelation technique described in Sec. 3.4.

3.6 Two-Dimensional Fourier Transform Spectroscopy

As discussed in Sec. 1.6.2, two-dimensional Fourier transform spectroscopy (2DFTS)

is an enhanced version of a three-pulse FWM experiment. Three pulses of the same

centre frequency with wave vectors �k1, �k2, and �k3 are used to excite electron-hole

pairs in a semiconductor. In contrast to conventional FWM experiments where only

the intensity of the signal is measured, in a 2DFTS experiment both the amplitude

and phase of the coherent signal are measured. The experimental setup used for

this thesis work was built and maintained by Brian Wilmer and Alan D. Bristow

at West Virginia University. In particular, a variant of a 2DFTS setup, called the

Multidimensional Optical Nonlinear SpecTRometer (MONSTR) was used for these

experiments.

The MONSTR was originally designed and built by Alan D. Bristow and Steven

T. Cundiff [132]. The MONSTR circumvents the complexity and large optical bench

real estate requirements of existing setups by using a folded geometry, which doubles

to increase the phase stability between optical pulses. The use of delay stages provides

access to long relaxation times suitable for studies in most semiconductor systems, and

interferometric feedback loops connected to adjustable mirrors provided the necessary

phase stabilization. A computer-assisted design drawing of the MONSTR is shown

in Fig. 3.8(a) (adapter from [132]).

The complex FWM signal was measured using an optical heterodyne detection

scheme. For a reference pulse with electric field E0(t) and signal with field E(t)

both with the same polarization, their respective frequency compositions are given

by their corresponding Fourier transformed counterparts E0(ω) and E(ω). The optical
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heterodyne signal S(ω) measured on a photodetector is given as the square-modulus

of the sum of their fields:

S(ω) = |E0(ω)|2 + |E(ω)|2 + 2Re {E∗0(ω)E(ω)} (3.6)

where Re is the real part of E∗0(ω)E(ω). The first two terms in Eqn. 3.6 represent

the individual power spectrum of the reference and the signal pulse. However, the

last term is proportional to the cosine of the phase difference between the reference

and the signal [133]. In the experiment, the heterodyne signal was realized by first

interfering the FWM field with a delayed reference pulse on a beam splitter (these

are labeled 4 and R on Fig. 3.8(b) respectively). A condition on the reference pulse

is that its pulse bandwidth must entirely cover the range of frequencies that span the

FWM signal. Next, the interference signal (4 + R) was collimated and focused into

a 1-metre spectrometer (SPEX 1702), where the spectral content of this interference

(i.e. spectral interferogram) was simultaneously measured over a 20 nm wavelength

window using a thermoelectrically-cooled charge-coupled device (Andor iDus 420). In

a 2DFTS experiment, the power spectrum of the optical pulse and FWM signal were

measured separately so that phase information could be extracted using Eqn. 3.6.

Precise knowledge of the phase of the three excitation beams and the reference

beam are required to obtain the complex FWM emission. In practice, mechanical

noise such as table vibrations stemming from sources external to the lab (e.g. people

walking in the corridor, road construction), as well as thermal noise such as turbulent

air currents and inconsistent air conditioning control lead to alterations in the optical

path lengths causing changes in the relative pulse delays. To achieve precise phase

control between optical pulses, the phase of the optical pulses were maintained using

active-phase stabilization techniques.
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Figure 3.8: (a) Computer-aided design drawing of the MONSTR apparatus used in
these experiments. The MONSTR is made up of two metal slabs which serve as
optical benches. Shown is a schematic of the lower deck (left hand side) and upper
deck (right hand side), which are stacked in experiment. Modified with permission
from Bristow et al. [132] (b) A schematic representation of the 2DFTS experiment. A
HeNe laser beam collinear with Ti:Sapphire beam was reflected by a dichroic mirror
and used to interferometrically monitor the optical path delay in each delay path.
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Active-phase stabilization was realized experimentally by integrating Michelson

interferometers into each of the optical paths controlling pulses �E1, �E2, �E3, and R as

well as mounting a piezoelectric transducer onto the end mirror in each interferometer.

This is shown in Fig. 3.8(b). A piezoelectric device is a device in which an applied

voltage can distort a material via the piezoelectric effect. In these experiments, coarse

adjustment of the pulse delay was performed by computer controlled delay stages,

where as fine control was achieved using piezoelectric transducers. The laser source

used to provide active feedback to the piezoelectric transducers was a Helium Neon

laser (He:Ne) that aligned collinearly with the Ti:Sapphire laser. The interference

signal between path lengths 1 and 2 (I12), 3 and R (I3R), as well as all four beams

(I123R) were monitored using Si photodiodes.

As the mutual delay between the two arms is changed, the intensity of the inter-

ference pattern will vary. In these experiments, the coarse delay was changed using

a computer controlled delay stage in half-wavelength steps (for λc = 632 nm, this

corresponds to 316 nm, or ≈ 1 fs) so that the measured interferometric signal will

always remain a maximum due to constructive interference. The error between the

interferometric signal and the desired delay was minimized using an proportional,

integral, and derivative (PID) controller. Due to the mechanical and thermal noise

described earlier, the optical path delay will change resulting in the interferometric

signal drifting away from its peak intensity (i.e. the interferometric signal will be a

maximum when the optical path delay is zero). This error is used as a source term

by the PID loop to drive the piezoelectric-controlled mirrors so that the desired path

delay is recovered. Using this arrangement, an optical path length stability of λ/100

was achieved.

3.7 Transient Grating Technique

The experimental arrangement for transient grating experiments is illustrated in

Fig. 3.9. Laser pulses generated by a Ti:Sapphire laser system are split into three

optical pulses �E1, �E2, and �E3 that are separated by delays τ and T and focused

onto the sample. As discussed in Sec. 1.6, interference of �E2 from the polarization

induced by �E1 leads to the generation of a periodic carrier grating laterally across

the sample, that can be visualized as an optical grating. Measurement of the FWM
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signal stemming from the diffraction of �E3 off this grating versus T provides a direct

measurement of carrier transport.

In these experiments, the intensity of the FWM emission was measured using a

Si photodiode as a function of pulse delay τ and T . At each delay T , the pulse

delay τ was rapidly varied using a retroreflector attached to a speaker cone. The

delay T was varied using a computer controlled delay stage. In a transient grating

experiment, the FWM signal is normally measured as a function of T for τ = 0 delay

so that the grating strength is at a maximum. To improve the signal-to-noise in these

experiments, the FWM signal was measured over a broad range of delay τ such that

any background light measured along the FWM direction could be determined. This

was achieved by examining the measured signal for τ > 4T2 where no FWM signal

is expected to be measured. This provided an offset which was subtracted from the

overall FWM intensity.

Figure 3.9: A schematic diagram of the three-pulse FWM apparatus used in this
thesis.
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Precise control over the grating period is required in transient grating measure-

ments to permit extraction of carrier diffusion. In addition, to improve the accuracy

and precision of the diffusion length estimate, numerous grating periods are necessary,

requiring experimental flexibility to adjust the incident laser angle without modifying

the beam overlap on the sample. To achieve this we utilized a paired-lens arrange-

ment, as shown in Fig. 3.9, that allowed the grating period to be varied between

4.2 μm and 6.7 μm. By changing the distance z between a plano-convex lens with

focal length F1 = 40 cm and a fixed plano-convex lens with focal length F2 = 20 cm,

the effective focal length, and in turn the angle of incidence could be controlled. For

the experiments presented in this thesis work, the angle was calculated based on the

measured distance between the lens, F2, and the sample, as well as the beam separa-

tion from the optical axis at lens F2, which was taken as half of the distance between

beams �E1 and �E2. To complement these measurements, a calculation using ray ma-

trices was performed, and the resulting expression for the angle of incidence between

the last lens and the sample is given by,

θ =

(
1

F2

+
1− z/F2

F1

)
l (3.7)

where l is half the distance between the collimated beams �E1 and �E2 incident on lens

F1. The results of these calculations alongside the measured values are plotted in

Fig. 3.10. Knowledge of the laser spot size is critical in determining the density of

photoexcited carriers in the sample. The beam diameter for a Gaussian shaped beam

is given by:

Beam Diameter =

(
4λ

π

)(
1

θ

)
(3.8)

Since the beam diameter changes with the angle of incidence θ, the beam power was

suitably modified to maintain a constant intensity on the sample.
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Figure 3.10: Measured values of the angle between the three pulses and the optical
axis. The solid red line is the result shown in Eqn. 3.7.
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4.1 Abstract

We report the application of femtosecond four-wave mixing (FWM) to the study of

carrier transport in solution-processed CH3NH3PbI3. The diffusion coefficient was

extracted through direct detection of the lateral diffusion of carriers utilizing the

transient grating technique, coupled with simultaneous measurement of decay kinetics

exploiting the versatility of the boxcar excitation beam geometry. The observation of

exponential decay of the transient grating versus interpulse delay indicates diffusive

transport with negligible trapping within the first nanosecond following excitation.

The in-plane transport geometry in our experiments enabled the diffusion length

to be compared directly with the grain size, indicating that carriers move across

multiple grain boundaries prior to recombination. Our experiments illustrate the

broad utility of FWM spectroscopy for rapid characterization of macroscopic film

transport properties.
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4.2 Introduction

Organo-lead trihalide perovskites possess a unique combination of electronic and op-

tical properties, making them attractive for applications in light-emitting diodes,

[134, 135] lasers, [136–138] optical sensors, [139–141] and most notably high perfor-

mance solar cells where the efficiencies have rapidly increased, reaching over 22% in

just a few years. [19] In addition, these hybrid perovskites can be solution-processed

and applied as thin films to a variety of substrates, [142, 143] pointing to the po-

tential for large-scale, low-cost solar cell production using e.g. spray, blade or slot

die coating techniques. [31, 144–147] The transport properties of electrons and holes

within the perovskite absorber material are crucial to the performance of photovoltaics

and other optoelectronic technologies using these materials. The first observation of

micron-scale carrier diffusion lengths in CH3NH3PbI3−xClx [21, 26, 148] stimulated a

comprehensive research effort aimed at understanding the nature of carrier trans-

port. [99–109, 149–151] Carrier mobilities and/or diffusion lengths have been stud-

ied using electrical techniques (e.g. AC Photo Hall, [100] space-charge-limited cur-

rent, [99] impedance spectroscopy, [101], and spatially-resolved electron-beam-induced

current [102]) as well as optical techniques that rely on electrical contacts such as pho-

toluminescence quenching [21, 26] and scanning photocurrent microscopy. [149, 151]

Some of these techniques offer the ability to probe transport in a working solar cell

device, however imperfectly characterized interface energetics and ambiguities tied to

the model-dependent extraction of transport characteristics impede the determination

of the physical processes limiting device performance.
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Figure 4.1: (color online) (a) The crystal structure of CH3NH3PbI3. (b) The linear
absorption spectrum for the pervoskite sample at 300 K (solid curve) alongside the
laser pulse spectrum (dashed curve). The red vertical line indicates the band gap of
CH3NH3PbI3. [152] (c) A schematic of the FWM setup showing the boxcar geometry.
(d) FWM signal as a function of delay T at 300 K for d = 4.14 μm. The solid curve
is a least-squares fit to Eqn. 4.1.
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All-optical techniques provide an effective approach to studying carrier trans-

port within a wide range of photovoltaic materials as no carrier extraction layers

or ohmic contacts are required. Time-domain terahertz spectroscopy (TDTHz) and

time-resolved microwave conductivity (TRMC) have provided valuable insight into

carrier scattering processes in the organometal halide perovskites in recent years.

[106,108,109,153] For such techniques, the quantitative determination of mobility re-

quires modeling of the Drude response of the multi-component carrier system. Tran-

sient absorption microscopy [103] provides a more direct, all-optical probe of carrier

transport. In this technique, carrier motion away from the laser excitation spot is

imaged as a function of time after excitation using a diffraction-limited focusing geom-

etry, enabling the influence of variations in sample morphology on the local transport

characteristics to be assessed. A complementary all-optical technique that probes

carrier transport on macroscopic length scales, while also relying on the direct detec-

tion of the spatial motion of carriers, would provide a valuable characterization tool

for the rapid survey of photovoltaic materials.

Figure 4.2: (color online) FWM signal intensity on a logarithmic scale as a function
of delay T for a range of grating constants. The sample temperature is 300 K. The
solid curves are fits using Eqn. 4.1.

Here we apply femtosecond four-wave mixing (FWM) to investigate carrier trans-

port in CH3NH3PbI3, highlighting the utility of this technique for application to a
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wide range of organic-inorganic perovskites. Our experiments illustrate several ad-

vantages of this approach: (i) it involves a direct measurement of the ambipolar

diffusion coefficient without any need for modeling; (ii) it is an all-optical (contact-

less) technique, applicable to the survey of a wide range of photovoltaic materials; (iii)

the carrier lifetime may be accessed through fitting the grating period dependence

or directly through differential transmission with the same apparatus, exploiting the

versatility of the boxcar geometry; (iv) diffusive and trap-limited transport are easily

distinguished through the interpulse delay dependence of the four-wave mixing sig-

nal; and (v) the in-plane transport configuration enables the motion of carriers to

be directly compared with grain sizes and allows anisotropy of transport character-

istics [149] to be evaluated through simple rotation of the sample. As an additional

feature, transport may be studied using this technique with high time resolution at

low carrier densities (∼1015 to 1016 cm−3), reflective of solar cell operating condi-

tions. Our experimental results on solution-processed CH3NH3PbI3 indicate diffusive

transport within the first nanosecond following excitation, with a diffusion coefficient

(D) of 1.7 ± 0.1 cm2 s−1 and diffusion length (LD) of 0.95 ± 0.07 μm. As this tech-

nique probes the ambipolar diffusion length, which is dominated by the transport

of the slower carrier type (electrons or holes), the observation of LD ∼four times

larger than the measured average grain size of 250 nm indicates that defects tied to

grain boundaries have a limited impact on transport, in agreement with recent exper-

iments [100,149] and theoretical predictions of predominantly shallow traps. [154,155]

The application of nonlinear optical FWM techniques to the study of transport in

CH3NH3PbI3 presented here builds upon recent studies of carrier-carrier interactions

and exciton localization in this material using a two-pulse degenerate FWM configu-

ration, [130, 156] as well as measurements of the third-order nonlinear susceptibility

in perovskite thin films. [157]

4.3 Materials and Methods

4.3.1 Transient Grating Technique

In the four-wave mixing experiments, three noncollinear optical pulses with electric

fields �E1(t), �E2(t-τ), and �E3(t-(τ+T)) with corresponding wavevectors �k1, �k2, and �k3
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were focused onto the sample in a noncollinear boxcar geometry, [123] resulting in

a fourth field emitted in the phase-matched direction �k3 + �k2 − �k1 (See Fig. 4.1(c)).

Interference between pulses �E1(t) and �E2(t-τ) creates a periodic spatial modulation

of the carrier density in the material, forming a transient grating. The grating under-

goes decay due to recombination and lateral carrier transport in the material. A third

delayed pulse �E3(t-(τ+T)), was used to probe the grating modulation depth by mon-

itoring the diffracted signal as a function of time delay T between pulses �E2 and �E3.

Provided carrier transport is diffusive, [2, 158] the FWM signal decays exponentially

versus T, [2, 97] with the signal intensity proportional to:

I(T) ∝ exp (−T/Ts). (4.1)

and the decay constant Ts determined by:

1

Ts

=
2

TL

+
8π2D

d2 , (4.2)

In Eqn. 4.2, TL is the carrier lifetime, D is the ambipolar diffusion coefficient, λ

is the center wavelength of the laser pulse, and the grating constant d = λ
2 sin (θ/2)

,

where θ is the angle between the two incident beams. The slope of a linear fit of

the inverse grating decay time versus 8π2

d2
yields the ambipolar diffusion coefficient D,

while the offset yields the carrier lifetime. The experimental boxcar geometry also

permits differential transmission (DT) measurements using the same apparatus for a

separate verification of the carrier lifetime. In this case, �E1(t) was blocked, �E2(t-τ)

served as the pump pulse (setting τ = 0), and �E3(t-T) attenuated by approximately

100× served as the probe pulse.
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Figure 4.3: (color online) (a) Inverse signal decay time T−1s as a function of 8π2/d2

measured at 300 K. The solid line is a fit of the data to Eqn. 4.2, yielding the
parameters D = 1.7 cm2 s−1 and TL = 5.3 ns. (b) Scanning electron microscopy image
of the CH3NH3PbI3 sample. The initial spatial variation of the carrier distribution
for a grating period of d = 4.14 μm is represented by the white filled region at the
bottom, and the white arrows (with a magnitude equal to the measured diffusion
length) represent diffusive carrier motion driven by the concentration gradient.



85

4.3.2 Experiment Details

The laser source used in these experiments was a Ti:sapphire oscillator producing

120 fs pulses with a bandwidth of ∼10 meV. The grating period d was varied by

controlling the angle θ between the beams �E1(t) and �E2(t-τ) by changing the effective

focal length of a two-lens system. The excitation density in the sample was held

constant as a function of d by measuring the beam diameter (150 - 200 μm) for

each lens configuration and adjusting the laser power using neutral density filters to

maintain a constant pulse fluence. All three optical pulses were s-polarized. At each

delay T, the FWM signal as a function of the delay τ between �E1(t) and �E2(t-τ) was

detected with a fast amplified photodiode using a rapid scan technique mediated by

a retroreflector attached to a vibrating speaker cone. This allowed the FWM signal

at τ = 0 fs to be easily separated from scattered light sources propagating along the

same direction. The delay T between �E2(t-τ) and �E3(t-(τ+T)) was varied using a

computer-controlled delay stage.

4.3.3 Sample

The CH3NH3PbI3 sample under investigation in this work was prepared using a modi-

fied sequential deposition procedure described in detail in Ref. [156]. A 1M PbI2 solu-

tion in dimethylformamide was cast onto a sapphire substrate, and spun at 4000 rpm

for 60 seconds. Next, an equal volume of methylammonium iodide was cast and spun

at 3000 rpm for 60 seconds. The resulting film was annealed at 100◦C resulting in a

305 nm thick layer of CH3NH3PbI3. Scanning electron microscopy (SEM) measure-

ments showed good uniformity, and x-ray diffraction (XRD) indicated full conversion

to perovskite with no residual lead iodide. For the XRD and SEM studies, the expo-

sure of the sample to air was limited to 1-2 hours. The linear absorption spectrum of

a companion sample prepared at the same time using an identical procedure was mea-

sured with a Cary UV-Vis spectrometer, and is shown alongside the laser spectrum

in Fig. 4.1(b). For all FWM experiments, exposure to air was avoided by mounting

the sample in a compact optical cryostat within an argon glove box and sealing prior

to transport to the FWM apparatus.
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4.4 Results and Discussion

4.4.1 Transient Grating Results: Evidence of Ambipolar Carrier

Diffusion

Fig. 4.1(d) shows the FWM signal at τ = 0 fs versus pulse delay T at 300 K for a

grating period of d = 4.14 μm. For these experiments, the laser was tuned to 760 nm,

exciting unbound electron-hole pairs with energies within ∼10 meV of the band gap

(Fig. 4.1(b)). [159] The excitation density was 1.6×1016 cm−3. With the exception

of the region of overlap of the excitation laser pulses, the four-wave mixing signal

exhibits exponential decay over the full measurement range of 1 ns. The red curve

in Fig. 4.1(d) shows a fit to Eqn. 4.1, yielding a grating decay time of Ts = 840 ps.

Fig. 4.2 shows a logarithmic plot of the FWM signal as a function of delay for grating

constants d = 4.14, 4.65, 5.50, and 6.45 μm. As shown by the quality of the linear

fits, the FWM signal decays exponentially in all cases. The inverse decay time T−1s is

plotted versus 8π2/d2 in Fig. 4.3. The error bars represent the standard deviation of

ten delay scans taken for each grating constant. The solid line in Fig. 4.3 is a linear

fit using Eqn. 4.2. The slope (intercept) yields the ambipolar diffusion coefficient

(carrier lifetime), corresponding to D = 1.7 ± 0.1 cm2 s−1 and TL = 5.3 ± 0.5 ns.

As a self-consistency check, differential transmission measurements were also carried

out using the same apparatus for the same total excitation carrier density (Fig. 4.4).

These measurements yield a carrier lifetime of TL = 5.4 ± 0.2 ns, in good agreement

with the value of 5.3 ns obtained from fitting the transient grating results. Using

a one dimensional diffusion model, for which LD =
√
DTL, these fit results yield

a diffusion length of 0.95 ± 0.07 μm. This value is in line with measurements of

the ambipolar diffusion length on similar films using transient absorption microscopy

techniques. [103]
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Figure 4.4: (color online) Results of differential transmission measurements using the
same FWM boxcar apparatus on the CH3NH3PbI3 sample under the same experimen-
tal conditions. The solid curve shows the result of a least-squares fit of the measured
signal to an exponential decay, yielding TL = 5.4 ns.

The good agreement between the experimental results and Eqn. 4.1 and 4.2 over

the full range of accessible delays indicates that carrier transport is within the diffusive

regime. Carrier trapping, which would lead to subdiffusive behavior, [160] therefore

has a negligible influence on the carrier kinetics within the first nanosecond after ex-

citation. This is in agreement with studies of CH3NH3PbI3 thin films using transient

absorption microscopy, [103] in which a diffusive model accounted for the spatiotem-

poral carrier occupation over a 3 ns time interval after excitation. (Similar to the

case of transient absorption microscopy, the time scale over which transport may be

probed using four-wave mixing is ∼1 ns, dictated by the length of the optical delay

stage.) Using broadband THz spectroscopy, Valverde-Chavez et al. observed a rapid

initial decay of mobility on a subpicosecond time scale in single crystal CH3NH3PbI3

attributed to the charging of trap states and/or a charge-mediated phonon scattering

mechanism. [108] The experiments in Ref. [108] were carried out at a much larger

excited carrier density (∼1018 cm−3), suggesting that these charge-mediated effects

turn on under stronger excitation conditions than our experiments.

4.4.2 Influence of Grain Size on Carrier Transport

Scanning electron microscopy measurements on the same CH3NH3PbI3 film used for

FWM experiments are shown in Fig. 4.3(b). A spatial Fourier analysis indicates the
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presence of grains up to 500 nm in diameter, with a mean grain size of 250 nm.

The observation of LD ∼4 × larger than the mean grain diameter, together with

the fact that this ambipolar diffusion length is limited by the slower carrier species,

[158] indicates that grain boundaries do not constitute a significant barrier to carrier

motion. This result is in agreement with recent measurements on solution processed

CH3NH3PbI3 using AC Photo Hall [100] and photocurrent imaging techniques [149]

as well as theoretical calculations suggesting that the most prevalent point defects

represent shallow traps and that grain boundaries have a relatively benign effect. [154,

155] In addition, screening by the methylammonium ions may play a role in reducing

the rate of trapping by charged defects, [100] in line with the recently proposed large

polaron model of carrier transport in perovskites. [120]

Reported values of the diffusion length in solution processed methylammonium

lead iodide films have varied over the range 0.1 to 23 μm. [21,26,100–104,107,109,149]

Differences in both the microstructure of the film and the optically-excited carrier

density contribute to this broad range of values as these together dictate the carrier

lifetime. [151] The application of a variety of experimental techniques to extract the

transport characteristics also plays an important role in the observed variability. For

instance, photoluminescence-based techniques only probe the transport of radiative

species, TRMC and TDTHz techniques measure the sum of the electron and hole

mobilities (μe+μh), AC Photo Hall measurements detect μh-μe, and TA microscopy

and the FWM technique applied in this work both probe the ambipolar diffusion

coefficient (μa =
2μeμh

μe+μh
). In addition, while techniques that rely on electrical contacts

can offer the advantage of probing transport in a working device, [102] uncertainties

tied to the energetics of the contact interfaces can significantly influence the extracted

results for LD. [98] This highlights the need for a survey tool for probing transport in

a wide range of photovoltaic materials such as the FWM transient grating technique

presented here. We note that a steady-state photocarrier grating method relying on

a change of photocurrent induced by interference of continuous wave laser beams

[161,162] was recently applied to organic-inorganic perovskite films. [105] In contrast

to the approach used in Ref. [105], the transient grating technique applied in this work

does not require electrical contacts to the sample and provides access to dynamic

information about the photocarrier response.
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4.5 Conclusions

In conclusion, we have applied the all-optical four-wave mixing transient grating tech-

nique using a boxcar geometry to the study of carrier transport in a solution processed

film of CH3NH3PbI3, illustrating the power and flexibilty of this approach for appli-

cation to emerging photovoltaic materials based on the organic-inorganic family of

perovskites. Our experiments yield values for the carrier lifetime of 5.3 ± 0.5 ns and

the ambipolar diffusion coefficient of 1.7 ± 0.1 cm2 s−1, corresponding to a diffusion

length of 0.95 ± 0.07 μm. These fit values are obtained from the measured transient

grating signal without the need for modeling, a consequence of the direct optical de-

tection of the spatial motion of carriers. As four-wave mixing probes the transport

of all electron-hole pair species within the optically-coupled region of the band struc-

ture, the transport properties of low-energy unbound electron-hole pairs studied here

could be extended to excitons and band tail states by varying the wavelength of the

excitation source. Our experiments show that this method provides a valuable rapid

survey tool for probing macroscopic transport properties in the hybrid perovskites.

This research is supported by the Natural Sciences and Engineering Research

Council of Canada, the Canada Foundation for Innovation, and the Canada Research

Chairs program.
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5.1 Abstract

Femtosecond four-wave mixing experiments on low-temperature-grown (LT-) GaAs

for a range of post-growth annealing temperatures indicate that the free carrier de-

phasing time is limited by scattering with As point defects for annealing temperatures

below 550◦C and that the Urbach band tail abruptly diminishes above 550◦C due to

the conversion of As-related point defects to As clusters. Our experiments also indi-

cate a complex interplay of polarization source terms associated with the exciton and

Urbach band tail for annealing temperatures below 550◦C. These experiments shed

light on the carrier dynamics and ultrafast nonlinear optical properties of LT-GaAs.

90
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5.2 Introduction

GaAs grown at substrate temperatures in the range 200-300◦C has found a variety

of applications in optoelectronics, including fast photodetectors, [38, 46, 163] THz

photonic sources and detectors, [52,53,164–167] and laser modelocking elements. [48]

The unique characteristics of this material that make it attractive for such applications

(semi-insulating conductivity, [36] short carrier lifetime, [38,168–170] and large band

edge optical nonlinearity, [40]) stem from the incorporation of up to 0.6% excess

arsenic during growth. [61] This excess arsenic leads to a high density of Asi and

AsGa point defects and associated midgap states [36, 61] as well as local potential

fluctuations that lead to spatially localized states below the band gap (the so-called

Urbach band tail). [59] The point defects lead to rapid trapping of band electrons [171]

and pin the Fermi level in the gap resulting in semi-insulating behaviour. [36,62] The

band tail states contribute to a large optical nonlinearity in the vicinity of the band

gap due to the spatial localization of the electron and hole wavefunctions. [40]

In addition to these beneficial properties, the high density of defects also leads to

undesirable effects. For instance, the optical promotion of carriers from the mid-gap

states to the conduction band results in strong broad-band absorption that obscures

the optical band edge. [58] In addition, the band tail states have been shown to

reduce the rate of carrier relaxation due to a decreased cross section for trapping

into the midgap defect levels, limiting the overall speed of the material response. [40]

A good understanding of the defect landscape is therefore essential to optimize the

material properties of LT-GaAs and related low-temperature-grown semiconductors

for applications.

Post-growth annealing provides a means to control the optoelectronic properties

of LT-GaAs. [36, 58, 61, 62, 110–114] A variety of techniques have been used to study

the point defect density as a function of the growth and annealing temperature,

including Hall effect, [36] electron paramagnetic resonance, [111] Auger spectroscopy,

[61] positron annihilation, [112] and scanning tunneling microscopy. [113, 114] These

studies have shown that annealing reactions involving defect complexes of AsGa, Asi,

and VGa promote the diffusion of Asi and the resulting reduction in point defect

density through the formation of As precipitates. [61, 171, 172] Much less is known

about the influence of annealing on the Urbach band tail. This is due primarily to the



92

need to apply nonlinear optical spectroscopy, [40] which enables the band tail states

to be isolated from the strong defect-induced absorption that dominates the linear

optical response of LT-GaAs. [8, 58, 72]

Here we report the application of four-wave mixing (FWM) spectroscopy to study

the influence of annealing on the optical properties of LT-GaAs. Our experiments

show an increase in the interband dephasing time (T2) with annealing temperature

(Ta) up to 500◦C. This indicates that arsenic point defects contribute strongly to

carrier scattering in weakly-annealed LT-GaAs films. These scattering processes are

diminished with annealing due to the reduction in the Asi and AsGa point defects as

precipitates begin to form, which has been found to occur for Ta as low as 300◦C.

[36, 173] The Urbach energy (EU) was extracted in our experiments from the low-

energy tail of the FWM spectrum for a range of Ta values. An abrupt decrease in EU

to values characteristic of high-temperature-grown GaAs was observed at Ta = 550◦C,

suggesting that the material must enter the regime of large arsenic cluster formation

(≥5 nm) [173] in order to diminish the local potential fluctuations responsible for

band tail states. By extending our earlier FWM studies of as-grown films of LT-

GaAs [8, 72] to lower excitation powers, our experiments also reveal a dip in the

FWM response in the vicinity of the exciton. This dip is found to be insensitive to

laser tuning and disappears when the sample is annealed at 550◦C, indicating that it

is tied to the coexistence of band tail and exciton signal contributions, reminiscent

of a Fano resonance. [174] Polarization-dependent and prepulse FWM experiments

indicate that this dip results from polarization interference between the exciton signal

and the continuum of transitions within the Urbach band tail. Our experiments show

that FWM spectroscopy provides a sensitive probe of the defect distribution in low-

temperature-grown semiconductors, providing an avenue for tailoring these defects

for applications such as saturable absorbers and THz switching devices.

5.3 Experimental Methods

The samples under investigation in this work are GaAs epilayers grown by molecular

beam epitaxy on semi-insulating GaAs substrates held at 250◦C. The As2 to Ga equiv-

alent pressure ratio during growth was 10:1 and the growth rate was 12 nm/minute.

After growth, the LT-GaAs samples were mounted on a molybdenum substrate holder
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using indium and annealed under high vacuum for 30 seconds inside the MBE cham-

ber for temperatures Ta = 400◦C to 600◦C. For reference experiments, a companion

GaAs epilayer grown at 600◦C (HT-GaAs) was also prepared. For all samples a

175 nm Al0.27Ga0.73As stop-etch layer was deposited prior to growth of the 800 nm

thick GaAs epilayer to enable experiments in the transmission geometry. The samples

were glued face down to sapphire windows using Norland optical adhesive, and the

substrates were removed using mechanical polishing followed by wet etching.

Spectrally-resolved four-wave mixing experiments were carried out in the two-

pulse self-diffraction geometry with the samples held at 80 K in an optical cryostat.

The laser source used for these experiments was a mode-locked Ti:Sapphire oscilla-

tor producing tunable pulses with a duration of 25-30 fs. In the four-wave mixing

experiments, two pulses �E1(t) and �E2(t − τ) with wavevectors �k1 and �k2 are used

to excite the sample, resulting in a spatially-modulated carrier density that leads to

a transient optical grating. The FWM signal corresponds to self-diffraction of �E2

from the transient carrier grating, which generates a field that propagates along the

direction 2�k2 − �k1. Pulse �E2 was approximately 4 times more intense than �E1, and

the total carrier density excited by the two excitation pulses was ∼1×1016 cm−3.

The two excitation pulses were either both s-polarized (YY) or pulse �E2 was rotated

by 90 degrees (XY). The FWM signal was passed through a 0.25 m monochroma-

tor and measured as a function of interpulse delay (τ) and photon energy using a

photomultiplier detector.

5.4 Results and Discussion

The FWM response of the LT-GaAs samples is shown in Fig. 5.1(a)-(e), together with

the response of the HT-GaAs reference sample in Fig. 5.1(f). For these results, the

excitation laser was tuned to 1.520 eV. The FWM signal for the LT-GaAs samples

for Ta ≤ 500◦C contains two main features: (i) a peak associated with the exciton

resonance (at approximately 1.5 eV, [8, 72]); and (ii) a signal originating from the

optically-excited interband continuum transitions at higher detection energies. The

exciton response is peaked at zero delay, while the peak position of the interband

response moves to larger values of interpulse delay as Ta is increased. In addition,

the FWM signal drops off slowly on the low-energy side of the exciton in the as-grown
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sample, indicating a coherent response from the Urbach band tail. A pronounced dip

is also observed on the high-energy side of the exciton in the LT-GaAs samples for

Ta ≤ 500◦C. This feature is highlighted in Fig. 5.2, which shows the FWM spectrum

from the as-grown LT-GaAs sample, alongside the response from HT-GaAs.

Figure 5.1: (color online) FWM results at T = 80 K for near resonant excitation for
(a-e) LT-GaAs annealed at different temperatures and (f) HT-GaAs. The FWM data
is presented as a function of delay between pulses E1 and E2 and detected photon
energy.

An abrupt change in the signal characteristics occurs at an annealing temperature

of 550◦C: The interband continuum response grows substantially relative to the exci-

ton signal, and the band tail contribution is strongly reduced. In the sample annealed

at 600◦C, the exciton response is apparent only as a shoulder for low energies in the

vicinity of zero delay. The response in HT-GaAs includes a strong exciton peak at

zero delay and an interband continuum response that peaks at positive delay values

and higher energies, consistent with earlier FWM studies on high-temperature-grown

semiconductors. [80,85] No evidence of an Urbach band tail is observed in the results
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from HT-GaAs, reflecting the low defect density in this sample.

Figure 5.2: (color online) Normalized spectral cuts of the FWM contour plots shown
in Fig. 5.1 for as-grown LT-GaAs and HT-GaAs at τ = 25 fs. The laser spectrum is
indicated by the black dashed curve.

A smooth transition in the optical joint density of states is expected between

the interband continuum and the band tail contributions to the absorption in LT-

GaAs. As a result, the dip on the high-energy side of the exciton peak in Fig. 5.2

is not expected. The spectral location of the dip does not change as the laser is

tuned to higher or lower energies, as shown in Fig. 5.4(c) and (d) for the as-grown

sample. The dip was observed for all samples with annealing temperature below

550◦C, but is absent for higher annealing temperatures. (The results of corresponding

measurements of the FWM signal from the sample with Ta = 600◦C are shown in

Fig. 5.4(e) and (f).) These findings suggest that the presence of this dip is linked to

the interplay of the exciton and band tail responses.

The above assertion can be verified by carrying out experiments that suppress

the exciton feature. In previous FWM experiments on LT-GaAs, the exciton sig-

nal was identified as resulting from excitation-induced dephasing (EID), [8] through

which non-degenerate Coulomb interactions of excitons with carriers excited on the

interband continuum lead to diffraction of the exciton polarization from a grating in

the total free carrier population. [6, 74, 80, 85] Such an EID signal is only present at

zero delay due to interference of signal contributions from population gratings over a



96

range of transition energies in the interband continuum. This exciton signal may be

suppressed by either exposing the sample to a prepulse (which excites additional car-

riers that screen the EID coefficient [4,73,121]) or by using cross-polarized excitation

(which eliminates the free carrier population grating due to the phase shift between

grating contributions corresponding to carriers with opposite spin [121]). The results

of these experiments are shown in Fig. 5.5. The node is observed to vanish with

the reduction of the exciton signal. This points to destructive interference between

the exciton and band tail four-wave mixing responses as the origin of the observed

dip. A similar effect was observed in experiments at the spin-orbit split-off exciton in

InP, where the role of the band tail continuum was played by interband transitions

associated with the heavy-hole and light-hole valence bands. [74]

Disorder in the crystal structure leads to local potential fluctuations and an as-

sociated quasi-continuum of weakly-bound energy states in the vicinity of the band

extrema. These band tails result in an absorption edge that is well described by

α(ω) ∝ e
�ω−�ω0

EU , [59] where α(ω) is the absorption coefficient at frequency ω, �ω0 is

the effective band gap of the disordered crystal, and EU is the Urbach energy. As-

suming that the dipole moment of the band tail transitions is approximately constant

over the energy range probed, the Urbach energy may be extracted from the slope

of the natural logarithm of the low energy tail of the FWM signal. The zero-delay

FWM spectrum for the LT-GaAs samples is shown in Fig. 5.3(a). For these results,

the center of the excitation laser pulses was tuned 30 meV below the band gap. Ex-

tracted values of EU for each sample are plotted in Fig. 5.3(b). The Urbach energy is

observed to be relatively constant for temperatures ≤ 500◦C, and abruptly decrease

at Ta = 550◦C. The dashed line in Fig. 5.3(b) shows the Urbach energy reported pre-

viously for GaAs, [64, 175] which is consistent with the value extracted in this work

for the HT-GaAs reference sample. Our results indicate that, for Ta above 550◦C,

the Urbach energy is similar to the value in HT-GaAs.

The four-wave mixing signal from the interband continuum may be treated as a

photon echo, characteristic of an inhomogeneously-broadened transition. [1] The peak

position of such a photon echo signal versus interpulse delay is determined by both the

degree of inhomogeneous broadening (δω, dictated by the laser pulse spectrum and

the effective band gap) and the dephasing time (T2). Since T2 is comparable to δω−1
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Figure 5.3: (a) Normalized spectral cuts of the FWM signal at τ = 0 fs for LT-GaAs
at different annealing temperatures. The black dashed line is the laser spectrum used
for these measurements. (b) Extracted values for the Urbach energy EU as a function
of annealing temperature (Ta). The black dashed line is the value for EU for HT-GaAs
from Ref. [64].

in the case considered here, [13] an increase in T2 leads to a shift in the peak FWM

signal to larger values of interpulse delay. Our observation of a shift in the interband

continuum response to larger delay values in LT-GaAs between the results for the

as-grown sample, and the samples annealed at 400◦C and 500◦C therefore reflects an

annealing-induced increase of the interband dephasing time. Since the density of Asi

and AsGa point defects and/or defect complexes is reduced with annealing, our results

indicate that these defects play a role in free carrier dephasing in weakly-annealed

LT-GaAs for the conditions considered here (80 K, 1×1016 cm−3). The peak position

of the photon echo response in LT-GaAs saturates for Ta larger than 550◦C at a value

similar to that observed for HT-GaAs. This suggests that defect-related scattering

has been reduced below the rate of carrier scattering with phonons and other carriers
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for Ta ≥ 550◦C.

Figure 5.4: (a,b) The laser spectrums for red-tuned and blue-tuned excitation re-
spectively. FWM results for (c,d) as-grown LT-GaAs and (e,f) LT-GaAs annealed
at 600◦C for the two laser tunings in (a,b) respectively. The white dashed line at a
photon energy of 1.510 eV highlights the dip in the spectrum for as-grown LT-GaAs,
which disappears with annealing for Ta ≥ 550◦C.

Our observations of an increase in the dephasing time for free carriers and a re-

duction in the Urbach energy with annealing in LT-GaAs are consistent with the

reduction in the density of AsGa and Asi point defects. Asi and VGa have been found

to assist the diffusion of Asi defects at temperatures as low as 300◦C. [36, 173] The

increase in T2 observed here for Ta ≤ 500◦ likely reflects an increase in the rate of

diffusion of these point defects with temperature in the regime in which precipitates

are beginning to form. [173] Our experiments, which highlight the high sensitivity of

the interband dephasing time in LT-GaAs to changes in the density of point defects,

indicate that scattering with these defects is a key factor in carrier relaxation and
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transport in LT-GaAs subject to annealing at temperatures below 500◦C. Our obser-

vation of a higher threshold annealing temperature for the reduction in the Urbach

energy indicates that a substantial fraction of the point defects must be replaced

by As clusters in order to significantly alter the potential landscape experienced by

carriers in the crystal. The mean precipitate diameter was observed in Ref. [173] to

increase sharply to values exceeding 5 nm for anneal temperatures exceeding 550◦C.

The formation of As clusters at the expense of point defects reduces the density of lo-

calization centers and thereby decreases the density and energetic extent of the band

tail states. A faster evolution of the defect distribution with higher annealing tem-

peratures [36, 173, 176] may have contributed to the abruptness in the change of the

Urbach energy with annealing temperature observed here, in line with earlier studies

of the influence of annealing on the linear absorption spectrum and carrier lifetime in

LT-GaAs. [58, 65, 176]

We note that Segschneider et al. detected band tail states in an LT-GaAs sample

that had been annealed at 600◦C using nonlinear pump probe spectroscopy. [40]

The persistence of the band tail in the experiments of Ref. [ [40]] despite the high

temperature used for annealing likely reflects the lower growth temperature of 200◦C

for the sample studied, which together with the annealing temperature determines

the post-annealing defect density. [173, 177]

5.5 Conclusions

In summary, we have applied four-wave mixing spectroscopy to study the influence of

annealing on the band edge optical properties and carrier kinetics in LT-GaAs. Our

experiments indicate that the interband dephasing time is limited by scattering with

As-related point defects for annealing temperatures below 500◦C, while for higher

temperatures the dephasing rate is in line with the value in high-temperature-grown

GaAs, known from previous studies to be limited by scattering by phonons and other

carriers. These findings therefore shed light on the scattering dynamics limiting car-

rier mobility in annealed LT-GaAs films, in which annealing temperatures as low

as 400◦C may offer the best compromise between resistivity and trapping time for

application to THz sources and detectors. [178] Our experiments indicate an abrupt

reduction in the Urbach energy for an annealing temperature of 550◦C to values in line
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Figure 5.5: (color online) FWM results in as-grown LT-GaAs for (a) two-pulse exci-
tation. (b) Same conditions as in (a) but in the presence of a temporally coincident
prepulse. The power of the prepulse beam was comparable to the power in each of
the two excitation beams. (c) Same conditions as (a) but for cross-linearly polarized
pulses (XY).

with GaAs grown at elevated temperatures. The evolution of the Urbach energy with

annealing temperature may be accounted for by the conversion of As-related point

defects to As clusters, which eliminates the potential fluctuations responsible for the

band tail states. Our experiments also reveal evidence of interference of four-wave

mixing polarization source terms associated with the exciton and Urbach band tail.

These findings shed light on the optical properties and carrier scattering processes

in low-temperature-grown GaAs and will aid in the optimization of this materials as

well as related low-temperature-grown materials for applications in optoelectronics.
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Council of Canada, the Nova Scotia Research and Innovation Program, and the Na-

tional Science Foundation (Grant DMR1400432).
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6.1 Abstract

Transient four-wave mixing studies of bulk GaAs under conditions of broad bandwidth

excitation of primarily interband transitions have enabled four-particle correlations

tied to degenerate (exciton-exciton) and nondegenerate (exciton-carrier) interactions

to be studied. Real two-dimensional Fourier-transform spectroscopy (2DFTS) spectra

101
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reveal a complex response at the heavy-hole exciton emission energy that varies with

the absorption energy, ranging from dispersive on the diagonal, through absorptive

for low-energy interband transitions to dispersive with the opposite sign for interband

transitions high above band gap. Simulations using a multilevel model augmented

by many-body effects provide excellent agreement with the 2DFTS experiments and

indicate that excitation-induced dephasing (EID) and excitation-induced shift (EIS)

affect degenerate and nondegenerate interactions equivalently, with stronger exciton-

carrier coupling relative to exciton-exciton coupling by approximately an order of

magnitude. These simulations also indicate that EID effects are three times stronger

than EIS in contributing to the coherent response of the semiconductor.

6.2 Introduction

The strong, long-range Coulomb interaction between electrons has a profound influ-

ence on the optical response of a variety of material systems, including biological

photosynthetic complexes [179, 180], organic polymer systems [181] and semiconduc-

tor heterostructures [12]. The need to unravel these so-called many-body effects,

which play a crucial role in a variety of optoelectronic devices such as photodetec-

tors and solar cell technologies, has led to a comprehensive research effort spanning

more than two decades [6,73,74,85,88,93,94,123,182–187]. Semiconductor materials

provide an excellent model system for studying Coulomb correlations, in which the

interactions between bound electron-hole pairs called excitons may be studied using

coherent optical techniques such as time-resolved four-wave mixing (TFWM). In such

experiments, correlations between electron-hole pairs lead to additional contributions

to the measured optical signal, [12] providing a means to separate out the influences of

different types of interactions [6,73,74,85,88,185]. The development of 2DFTS tech-

niques [188], in which measurement of the phase of the four-wave mixing signal allows

correlations at different absorption and emission frequencies to be identified [132,189],

have enabled the further separation of these signal contributions providing additional

insight into many-body interactions [93,94,123,182,186,187]. In recent years, a com-

plex hierarchy of correlations involving successively larger numbers of particles have

been revealed using these powerful spectroscopy techniques [180,182–184].
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Existing experiments have primarily focused on exciton-exciton interactions in

semiconductor quantum wells [88, 93–95, 123, 182, 184, 187, 190] in which excitonic

resonances involving the heavy-hole and light-hole valence bands are separated in

energy but linked to a common ground state via the shared conduction band levels.

Recent studies have revealed bound biexciton states [184,191], enabled the separation

of coherent and incoherent contributions to the many-body related signals [95], and

have indicated the dominance of effects beyond the Hartree-Fock approximation in

the coherent response of the semiconductor [123]. Much less attention has been paid

to nondegenerate four-particle correlations involving excitons and unbound electron-

hole pairs [70, 73, 74, 85, 186], yet for excitation with broad bandwidth laser pulses

such effects strongly dominate the overall coherent emission. This was apparent from

early TFWM studies that revealed a dramatic enhancement of the exciton response

when unbound electron-hole pairs are simultaneously excited [70]. Coupling of the

exciton to unbound electron-hole pairs at higher energies was found to account for

this enhancement of the exciton signal [6,85], although the relative importance of EID

and EIS was not clear. 2DFTS studies were able to spectrally separate the exciton

signal contributions tied to exciton-exciton and exciton-carrier interactions [186], but

the relative importance of various coupling effects to the measured signals remained

unclear [182,186].

Here we report TFWM and 2DFTS experiments on bulk GaAs with the laser

pulses energetically tuned above the band gap to elucidate the nature of exciton-

continuum interactions. A strong enhancement of the exciton response in TFWM is

observed, and the 2DFTS results indicate separate contributions to the exciton signal

tied to degenerate and nondegenerate many-body interactions, consistent with previ-

ous reports [70, 73, 186, 192]. The real part of the rephasing 2DFTS signal reveals a

rich dispersive structure that was not evident in earlier 2DFTS studies of the exciton-

continuum coupling because only the amplitude spectra were detected [91,186] or the

signal was measured over a narrower range of energies [94,95]. This complex spectral

structure prevents a simple assignment of EID and EIS effects to different parts of

the spectra, as has been done in previous experiments under resonant excitation of

the exciton [182]. Simulations of the measured 2DFTS results using a density matrix

treatment within a multi-level model augmented with a phenomenological treatment
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of many-body effects [193] provide excellent agreement with both the amplitude and

real 2DFTS spectra, including the observed dependence on excited carrier density.

The multi-level scheme includes strain-split heavy- and light-hole excitons and a

broad continuum of states that is capable of modeling unexplored non-degenerate

2DFTS contributions. Our simulations indicate that EID and EIS coupling affects

degenerate and nondegenerate interactions equivalently, and that exciton-continuum

coupling via these effects is an order of magnitude stronger than exciton-exciton cou-

pling, in agreement with past prepulse TFWM experiments [4]. For the conditions

of our experiments under short pulse excitation of primarily continuum states, four-

particle interactions tied to EID have a three-fold stronger influence on the coherent

response of the semiconductor than EIS.
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Figure 6.1: (color online) (a) Linear absorption (solid curve) of the GaAs sample
showing the heavy-hole exciton (HH) and light-hole exciton (LH) resonances together
with the laser spectrum (dashed) used in the TFWM experiments. Inset: Laser
spectrum plotted over a wider energy range. (b) TFWM results at 10 K as a function

of time delay (τ) between �E1 and �E2 and detection photon energy for an excited carrier
density of 8.0 × 1015cm−3; (c) Same as (b) for a density of 5.4 × 1016cm−3; (d) The
four-wave mixing signal as a function of density for a detection photon energy within
the interband continuum at 1.53 eV; (e) Same as (d) for detection at the exciton
peak. The red dashed line in (d,e) is a fit to a power law, showing cubic scaling for
the interband continuum signal and weaker scaling for the exciton response.
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6.3 Materials and Methods

6.3.1 TFWM

In a TFWM experiment, three optical pulses with wavevectors �k1, �k2, and �k3 are

focused onto the sample, generating a third-order nonlinear polarization that emits

light in the direction �k3+�k2-�k1. The spectral and temporal composition of this signal

contains a wealth of information about the optical transitions within the sample that

are in resonance with the laser pulse. For instance, measurement of the signal as a

function of the time delay between the excitation pulses and the detection photon

energy may be used to determine the coherence lifetime of excitons and unbound

electron-hole pairs [4, 194], to gain insight into the optical joint density of states of

doped semiconductors [13,71], and to study many-body interactions between excited

electron-hole pairs [6, 8, 74, 85]. The high sensitivity of this technique to many-body

effects stems from polarization diffraction contributions to the measured signal tied to

Coulomb-induced coupling of the polarization on a given optical transition to other

transitions [12]. TFWM has been used extensively to study the nonlinear optical

response of semiconductor systems over the past two decades [4,6,8,13,70–74,79,85,

88, 185,194–196].

Two-pulse, degenerate spectrally-resolved four-wave mixing experiments were car-

ried out on a bulk GaAs sample held at 10 K using 1.55 eV, 30 fs pulses with a

full-width at half maximum bandwidth of 78 meV. The laser spectrum is shown in

Fig. 6.1(a). Two collinearly-polarized excitation pulses �E1 and �E2 with wavevectors

�k1 and �k2 were focused onto the sample in the self-diffraction geometry (i.e. �k3=�k2).

The four-wave mixing signal emitted along (2�k2-�k1) was spectrally resolved using a

0.25 m monochromator, and the intensity was measured as a function of the delay

between the two excitation pulses using a photomultiplier tube. The excitation car-

rier density was estimated using the measured spot size of 70 μm and by measuring

the fraction of transmitted power through the sample from both beams taking into

account reflections from the cryostat windows. Further details regarding the TFWM

setup are provided in Ref. [197].
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6.3.2 2DFTS

Two-dimensional Fourier-transform spectroscopy is an enhanced version of a three-

pulse spectrally-resolved four-wave mixing experiment. In contrast to a standard

TFWM experiment where the intensity of the four-wave mixing emission is measured,

in a 2DFTS experiment both the amplitude and phase of the coherent emission are

detected using spectral interferometry techniques [133]. By Fourier transforming the

coherently detected signal as a function of the time delay between the first and sec-

ond pulses (the so-called one-quantum rephasing geometry [132]), one can measure

correlations between contributions to the signal at different absorption and emission

frequencies. This enables the separation of signals tied to coupling of resonances via

a common ground state [198], and many-body effects tied to degenerate and nonde-

generate interactions [182, 186]. 2DFTS can also reveal the degree of homogeneous

and inhomogeneous broadening of excitonic resonances [92, 199], separate excitonic

and biexcitonic contributions to the measured response [123, 184] and detect Raman

coherences [198]. Several experimental approaches have been implemented to achieve

the necessary phase stability between pulses, including pulse shaping [189], diffractive

optics [200], and active interferometric feedback loops utilizing a collinear continuous-

wave laser [132].

Two-dimensional Fourier transform spectroscopy experiments were conducted on

the GaAs sample using a multidimensional optical nonlinear spectrometer (MON-

STR). More information about this technique, which utilizes three active interfero-

metric feedback loops for phase-stability, can be found in Ref. [132]. The process for

retrieval of the global phase of the four-wave mixing signal is described in Ref. [201].

Three optical pulses, �E1, �E2, and �E3 with wavevectors �k1, �k2, and �k3 were focused

onto the sample that was held at 10 K in a closed cycle optical cryostat. Experiments

were performed with either parallel linear (XXX) or cross linear (XYY) polarization

configurations. For these experiments, the center photon energy of the laser pulse

was 1.527 eV with a bandwidth of 19 meV and a pulse duration of approximately

100 fs. The four-wave mixing signal emitted along �k3+�k2-�k1 was heterodyne detected

with a known local oscillator, and the resulting spectral interferogram was measured

using a 1 m monochromator. The delay between �E2 and �E3 was held fixed at T =

200 fs.
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6.3.3 Samples

The sample investigated in this work was a GaAs epilayer grown by molecular beam

epitaxy on a semi-insulating GaAs substrate held at 600◦C. Prior to deposition of

the 800 nm GaAs layer, a 175 nm AlGaAs stop-etch layer was deposited onto the

substrate to permit experiments in the transmission geometry. The sample was glued

top side down onto a c-cut sapphire window and the substrate was removed using a

combination of mechanical polishing and wet-etching. The linear absorption spectrum

of the GaAs sample at 10 K was measured by taking the ratio of the incident and

transmitted light using a tunable modelocked Ti:Sapphire oscillator as the excitation

source. The spectra at each laser tuning were detected using a 0.75 m monochromator

and photomultiplier tube detector. The absorption coefficient was extracted from

the raw transmission data using a self-consistent model that incorporates multiple

reflections within the sample layer. The sample exhibits two peaks at 1.5100 eV

and 1.5125 eV, corresponding to the light-hole and heavy-hole exciton resonances,

respectively. Due to differing thermal expansion coefficients of GaAs and the sapphire

substrate, which were bonded at room temperature, biaxial tensile strain is produced

in the GaAs layer at low temperature, lifting the degeneracy of the valence bands

[128,129].

6.4 Numerical Simulations

We have done numerical simulations of the 2DFTS response of the bulk GaAs sample

using a multilevel model [193] within the density matrix approach in the rotating wave

approximation. The multilevel system under study is shown pictorially in Fig. 6.2(b).

For the linearly-polarized excitation conditions considered here, the strain-split heavy-

hole and light-hole exciton resonances (at energies �ωLH and �ωHH) form an effective

three-level system due to the shared conduction band states. The interband transi-

tions above the band gap are approximated using ten resonances of varying energy

(�ωC), with each resonance separated by 1.8 meV. The effects of excitation-induced

dephasing and excitation-induced shift on the exciton resonances were modeled using
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a dephasing rate and resonance frequency that depend on the total excited electron-

hole population:

1
T2

= 1
T 0
2
+ γX

EIDNX + γC
EIDNC

ω = ω0 + γX
EISNX + γC

EISNC

(6.1)

where T 0
2 and ω0 are the exciton dephasing time and resonance frequency in the

absence of excitation, NX is the sum of the heavy-hole and light-hole exciton densities,

NC is the total unbound electron-hole pair density, and γX
EID/EIS and γC

EID/EIS are

the coefficients representing the strength of exciton-exciton and exciton-continuum

coupling. The strength of many-body interactions was assumed to be equal for the

heavy-hole and light-hole excitons, and larger for coupling of each exciton transition

to the interband continuum than for exciton-exciton coupling to reflect a stronger

measured exciton scattering rate involving free carriers [4]. This treatment of many-

body effects incorporates degenerate and nondegenerate coupling as each excitonic

transition is coupled to the heavy-hole and light-hole exciton populations and to

population on the full bandwidth of continuum transitions. A population relaxation

time of 15 ps was assumed for all transitions, and a value of T 0
2 of 1 ps was used

for the excitonic transitions [4] and 120 fs for the continuum transitions [13]. The

many-body coupling coefficients γC,X
EID and γC,X

EIS were taken as adjustable parameters

in fitting the experimental 2DFTS results.
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Figure 6.2: (color online) (a) Linear absorption (solid curve) with the laser spectrum
(dashed) used in the 2DFTS experiments. (b) The strain-split heavy-hole and light-
hole excitons were modeled as a three-level system with transition energies �ωHH

and �ωLH , respectively. The interband transitions were modeled as ten independent
equally-spaced two-level systems with transition energies �ω

(1)
C ..�ω

(10)
C . (c)/(d) Ex-

perimental results for the amplitude (c) and real part (d) of the 2DFTS signal. These
data were taken with parallel polarizations in the two input excitation pulses (e)/(f)
Simulation results for the amplitude (e) and real part (f) of the 2DFTS signal using
the optimum EID and EIS parameters.

In a four-wave mixing experiment, only a single spatial component of the total

polarization is measured (e.g. along �k3+�k2-�k1). In the simulation, the four-wave

mixing signal was extracted from the polarization through projection of this spatial
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component [196]. To achieve this, the light field was taken as:

E(�r, t) = ei
�k1·�r [E0(t) + E0(t− τ)eiωτeiφ

+E0(t− T )eiωT eiψ
]
+ c.c.,

(6.2)

where c.c. denotes the complex conjugate of the first term, E0 is the pulse envelope

(taken to be Gaussian with a pulse width of 100 fs), and �ω is the energy of the laser

pulse (1.527 eV). The light field depends only on two phase factors φ = (�k2 − �k1) · �r
and ψ = (�k3 − �k1) · �r. The four-wave mixing signal is then given by:

P (t, τ) =
1

4π2

4∑
x=1

4∑
y=1

P (t, τ, φx, ψy)e
iφxeiψy . (6.3)

P (t, τ, φx, ψy) is the macroscopic polarization (determined from the density matrix

components) at each delay τ and each combination of phase angles φx and ψy. For

computational convenience, the phase was taken discretely as φx = πx/2 and ψy =

πy/2. A Fourier transform of the four-wave mixing signal with respect to time and

delay yields the emission and absorption frequency axes, respectively.

6.5 Results and Discussion

6.5.1 TFWM on Bulk GaAs: Exciton Enhancement Through

Nondegenerate Interactions

Results of spectrally-resolved TFWM experiments for an excitation density of 8.0×1015
cm−3 are shown in Fig. 6.1(b). The contour scale indicates the amplitude of the four-

wave mixing signal as a function of delay between the two excitation pulses and the

emission energy. The laser excitation spectrum for these experiments is shown in

Fig. 6.1(a), together with the linear absorption spectrum of the sample. A single

peak is observed at approximately 1.512 eV tied to the combined response of the

heavy-hole and light-hole excitons, which are not separately detected due to the lim-

ited resolution of the measurements. The most notable aspect of these results is

that the exciton peak strongly dominates the nonlinear optical response of the bulk

GaAs sample even though the laser spectrum is tuned above the exciton resonance,

exciting primarily the continuum of unbound electron-hole pair transitions. The ex-

citon response persists only for a narrow range of delay values centered at zero delay,
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with a full width at half maximum similar to the pulse autocorrelation, despite being

spectrally narrow in comparison to the pulse bandwidth.
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Figure 6.3: (color online) Simulation results of the normalized 2DFTS signal for
varying levels of EID and EIS. (a,b) Amplitude and real part of the calculated 2DFTS
signal with no EID or EIS. (c,d) Simulated results with no EIS with EID coefficients
governing exciton-exciton and exciton-continuum interactions of γX

EID=0.27×10−4 cm3

s−1 and γC
EID=3.6×10−4 cm3s−1, respectively. (e,f) Simulated results for no EID, but

including EIS with the same magnitude of coupling coefficients as in (c,d) with a
negative sign. (i,h) Same as (e,f), but with positive values for the EIS coefficients.
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The interband continuum response at emission energies above the exciton res-

onance is only detectable above the noise floor of the experiments for larger ex-

cited carrier densities. Fig. 6.1(c) shows the results for a density of 5.4×1016 cm−3.

The continuum response peaks at positive delay values, as expected for a simple

inhomogeneously-broadened transition [1]. The continuum response scales as the

cube of the intensity over several orders of magnitude [(Fig. 6.1(d)], verifying that

the system response is within the χ(3) regime at these excitation densities. A sub-cubic

scaling at the exciton is expected for all densities due to the influence of many-body

effects, [73, 195] in line with the results in Fig. 6.1(e). The general features of these

results are consistent with earlier studies using TFWM in GaAs and other bulk and

quantum well semiconductor systems [8, 70, 72–74,79,85].

Figure 6.4: (color online) Simulation results of the normalized 2DFTS signal for
varying levels of EIS with the EID coefficients held constant at the optimum values.
(a) Simulated results with negative EIS coefficients three times smaller in magnitude
than the EID coefficients; (b) Simulated results without EIS added. (c) Same as (a)
with positive EIS coefficients. (d-f) Real part of 2DFTS signal shown in (a-c). Cross
diagonal slices of the amplitude and real 2DFTS spectra are plotted along lines I, II,
and III as a function of emission energy in (g), (h), and (i) respectively.
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The observed exciton enhancement in TFWM under broad bandwidth excitation

is caused by nondegenerate coupling of the exciton to the unbound electron-hole pair

population, which leads to contributions to the measured signal emitted at the exciton

energy induced by absorption at energies within the interband continuum. [6] Due to

the inability to separate signals tied to absorption at different energies in TFWM,

this physical understanding of the observed four-wave mixing response only emerged

through detailed theoretical calculations [6], and two-color TFWM experiments [85].

The associated exciton signal has been referred to as the continuum contribution

(CC) [6], and is larger the broader the bandwidth of continuum transitions excited.

The short duration of the exciton response versus the delay between the two excitation

pulses is caused by interference of signal contributions involving interband excitations

at different energies, which is constructive only in the vicinity of zero delay where a

net grating in the total free carrier population summed over energy exists [6, 85].

The type of exciton-continuum coupling included in the original treatments of

the CC signal at the exciton was EID [6], however the role of EIS was highlighted in

later experiments in semiconductor quantum wells [88]. EID and EIS are both caused

by four-particle correlations that lead to renormalization of the exciton self-energy,

with EIS (EID) tied to the real part (imaginary part) [94, 182]. (While local field

contributions tied to polarization-polarization interactions may also contribute, the

associated four-wave mixing signal was found to be weaker than the EID/EIS contri-

butions for the broadband excitation conditions considered here [79].) For the case

of nondegenerate coupling, the four-particle correlations are between bound excitons

and unbound electron-hole pairs excited on the continuum of interband transitions.

The CC signals tied to EID and EIS will both be emitted at the exciton energy and

persist for a narrow range of pulse delays around zero delay (dictated by the existence

of a net population grating of free carriers). As a result, it is not possible to disen-

tangle the contributions of EID and EIS in TFWM. Since EID and EIS contributions

to the four-wave mixing polarization are 90 degrees out of phase [93], studies of the

exciton response using 2DFTS techniques provide a means of elucidating the relative

importance of these two processes. The detection of the real part of the 2DFTS

spectrum, together with modeling via separately adjustable EID and EIS coupling

strengths provides insight into the manifestation of these effects.
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Figure 6.5: (color online) Results of 2DFTS experiments for the same conditions as
in Fig. 2. taken with orthogonal linear excitation pulse polarizations, showing the (a)
magnitude and (b) real part of the 2DFTS spectrum. The overall magnitude of the
signal strength, which is displayed here using a normalized contour scale, is reduced
relative to the results in Fig. 2(c)/(d) by approximately 6 times.

6.5.2 2DFTS Results: Separation of Signals Tied to Exciton-Exciton

and Exciton-Continuum Coupling

The results of 2DFTS experiments conducted on the bulk GaAs sample are shown in

Fig. 2(c) and Fig. 2(d) for the normalized amplitude and real part of the rephasing

four-wave mixing response (SI), respectively. These results correspond to an excited

carrier density of 1.6×1016 cm−3. As in the TFWM experiments, the laser energy is

tuned above the exciton resonance to excite primarily continuum transitions, as shown

in Fig. 6.2(a). The amplitude 2DFTS spectrum in Fig. 6.2(c) is composed of two

primary features: (i) vertical stripes at emission energies of 1.5100 eV and 1.5125 eV,

corresponding to the light-hole and heavy-hole exciton resonances; and (ii) a broad-

band response at energies above the exciton resonances that resides along the diagonal

axis. The heavy-hole exciton response is stronger than the light-hole response due to

the weaker oscillator strength of the light-hole transitions and the greater degree of

overlap of the laser pulse spectrum with the HH exciton resonance. The broad band
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response is due to the continuum of interband transitions, with a signal that covers

an energy range similar to the laser spectrum.

Figure 6.6: (color online) Normalized amplitude results of 2DFTS experiments and
simulations for varying excited carrier density. (a-c) Results of 2DFTS experiments
for excited carrier densities of 1.6× 1016 cm−3, 3.2× 1016 cm−3, and 8.0× 1016 cm−3

respectively. (d-f) Simulation results for the same excited carrier densities as (a-c).

The two vertical stripes corresponding to emission at the light-hole and heavy-

hole exciton resonances consist of a number of spectrally distinct contributions along

the absorption axis. There are peaks along the diagonal tied to resonant absorption

and emission at the exciton resonances as well as discrete off-diagonal peaks tied to

coupling between the heavy-hole and light-hole excitons. The latter coupling effects

have been studied extensively using 2DFTS techniques [93,94,123,187]. The vertical

stripes at larger absorption energies are caused by absorption within the interband

continuum followed by emission at the exciton resonances. These signals correspond

to the CC that leads to strong enhancement of the excitons in TFWM experiments

when the continuum of interband transitions is excited together with the excitons, as

discussed in Sec. 6.3.1. The ability to separate absorption and emission pathways in

2DFTS permits the separation of the discrete resonance contributions and the CC.
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Table 6.1: Many-body coefficients (γX
EID/EIS and γC

EID/EIS) found in numerical simu-
lations of the 2DFTS results to provide the best agreement with the experimental
data.

Coefficients Exciton-Exciton Exciton-Continuum

γEID (cm3 s−1) 0.27×10−4 3.6×10−4

γEIS (cm3 s−1) 0.09×10−4 1.2×10−4

Based on the observed amplitudes, the CC strongly dominates the overall four-wave

mixing response for conditions of broad bandwidth excitation of primarily contin-

uum transitions, a result that is consistent with conclusions based on prior TFWM

experiments [8, 70, 72–74,79,85].

The real part of the 2DFTS spectrum in Fig. 6.2(d) reveals a complex spectral

structure that varies along the absorption energy axis. Focusing on the signal emitted

at the HH exciton resonance, the spectral shape on the diagonal is dispersive in

nature, in agreement with previous work, [93–95] while for higher absorption energies

the lineshape evolves from a primarily absorptive response to a dispersive structure as

the absorption energy increases. The dispersive structure at high energies within the

continuum is 180◦ out of phase with the exciton response on the diagonal. The vertical

stripe feature associated with the CC in Fig. 6.2(c) and Fig. 6.2(d) was observed

previously in rephasing 2DFTS experiments on GaAs systems but the variation in

the spectral structure for absorption energies within the continuum in Fig. 6.2(d)

was not evident either because only the amplitude spectrum was detected [91, 186]

or the signal was measured over a narrower range of energies [94,95]. The dispersive

lineshapes we observe for absorption at high energies within the continuum in this

work were also not seen in recent experiments on InSe films [192]. Unraveling the

spectral structure within the CC in Fig. 6.2(d) would provide insight into exciton-

continuum interactions within the optically excited semiconductor.

The different lineshape of the HH exciton emission on the diagonal and for higher

absorption energies makes it tempting to conclude that the primary coupling mech-

anism influencing the HH exciton emission differs for degenerate and nondegenerate

interactions. In two-quantum studies on GaAs quantum wells [182], the dispersive
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structure at the exciton was attributed to EIS and the absorptive shape in the con-

tinuum was attributed to EID since these two types of interactions within a simple

two-level system analysis are known to generate polarization responses that are 90◦

out of phase [88]. The variation in spectral shape for varying absorption energy in

Fig. 6.2(d) makes such conclusions more difficult to draw. While the dominance of

the CC contribution to the overall four-wave mixing response of the GaAs sample is

clear, supporting numerical simulations are needed to identify the relevant coupling

mechanisms within the system of bound and unbound electron-hole pairs.

6.5.3 Simulations of 2DFTS Experimental Results

Simulations of the 2DFTS results were carried out for varying strengths of EID and

EIS. The simulation results corresponding to the optimum coupling parameters are

shown in Fig. 6.2(e) and Fig. 6.2(f) for the amplitude and real 2DFTS spectra, respec-

tively. The evolution of the dispersive structure at the HH exciton detection energy

with increasing absorption energy is well reproduced in the simulated results. The op-

timum many-body coefficients tied to EID were found to be γX
EID=0.27×10−4 cm3 s−1

and γC
EID=3.6×10−4 cm3s−1. These values indicate an approximately ten-fold larger

rate of exciton-continuum scattering than exciton-exciton scattering, consistent with

the experimental results in Ref. [4]. The optimum values of the EIS coefficients were

found to be smaller than the EID coefficients by the same ratio for the exciton-exciton

and exciton-continuum interactions, corresponding to a factor of approximately three.

EIS therefore plays a smaller role than EID in the coherent response of the exci-

ton. It is notable that good agreement is obtained for the full range of emission

and detection energies using the same relative strengths of EID and EIS describing

both degenerate and nondegenerate interactions, indicating that exciton-exciton and

exciton-continuum interactions are governed by the same coupling mechanisms.

In order to gain insight into the spectral dependence of the signal contributions

tied to EID and EIS, simulations were carried out with EID or EIS alone [Fig. 6.3]

or by varying the level of EIS in the presence of EID held fixed at the optimum value

[Fig. 6.4]. The vertical stripe associated with the CC is observed in the calculated

amplitude 2DFTS results with a similar spectral shape for any combination of EID

and/or EIS, but the real 2DFTS spectra vary considerably in their qualitative features
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as the relative amounts of the two physical effects are varied. At the exciton resonance

on the diagonal, EID alone is sufficient to recover the dispersive structure observed

in many past experiments [93–95]. Simulations incorporating a similar phenomeno-

logical treatment of EID and EIS were carried out in Ref [93] considering only the

discrete exciton transitions, which were excited resonantly in that work. They found

a dispersive feature was only produced at the exciton when EIS was included. The

simulations in Fig. 6.3 and Fig. 6.4 show that a simple separation of signal charac-

teristics tied to EID and EIS is not possible under nonresonant excitation conditions,

for which continuum states are excited together with the exciton.

The spectral structure of the calculated 2DFTS response with varying absorption

energies agrees qualitatively with the measured results when EID alone is included

in the simulations. For the signal emitted at the heavy-hole exciton, EID reproduces

both the correct sign of dispersion and the relative degrees of dispersion (i. e. the

magnitude of the negative features relative to the positive ones) for absorption at

the exciton and within the interband continuum. Changes in the magnitude of the

EID coefficient affect the overall linewidth of the exciton resonance, and the optimum

values provide good agreement with the experimental exciton linewidth. For a positive

value of the EIS coefficient and no EID included (Fig. 6.3(h)), the calculated spectra

are in very poor agreement with the experimental results. When only EIS is included

with a negative sign for the EIS coupling coefficient (Fig. 6.3(f)), the qualitative shape

of the spectra is correct, but the line width of the exciton resonance is smaller than

in the experiment and the relative magnitudes of the negative dip at the exciton and

continuum absorption energies are reversed.

The agreement between the measured results and the calculations including EID

improves with the addition of a small amount of EIS with a negative sign in the

coefficients. The variations in the signal characteristics with changes in the magnitude

and sign of the EIS coefficients with the EID coefficients held at the optimum values

are highlighted in Fig. 6.4 through cross diagonal cuts at the exciton resonance in

the amplitude 2DFTS response (Fig. 6.4(g)), at the exciton resonance in the real

2DFTS response (Fig. 6.4(h)), and at absorption energies corresponding to the CC

response in the real 2DFTS results (Fig. 6.4(i)). The cross diagonal cut at the exciton

in Fig. 6.4(g) shows that a positive (negative) value of the EIS coefficient shifts
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the HH exciton resonance to higher (lower) energies along the emission axis. In

the real 2DFTS spectra, EIS has the effect of increasing or decreasing the amount

of asymmetry in the dispersive peak at the HH exciton emission energy. In the

experimental results, the HH exciton resonance peak is centered on the diagonal in

the amplitude 2DFTS response. The simulations produce a centered exciton peak

for negative EIS coupling coefficients three times smaller than the corresponding EID

coefficients, reflecting the dominant role played by EID in the coherent response of

the semiconductor.

6.5.4 Polarization dependence

The results of 2DFTS experiments under the same conditions as Fig. 6.2 but with

cross linearly polarized excitation pulses are shown in Fig. 6.5. The most notable

difference in the signal for the XYY polarization configuration relative to that for

XXX is a sharp reduction (by approximately six times) in the overall signal mag-

nitude. Since the EID and EIS interactions are independent of the spin states of

the carriers, the associated signal contributions are known to vanish for cross lin-

early polarized excitation pulses due to the absence of a grating in the total carrier

population summed over spin [185]. The large drop in signal amplitude we observe

is consistent with the removal of the dominant EID and EIS contributions to the

FWM response for the case of parallel input pulse polarizations, and is in line with

Ref.( [123]) in which a similar nine-fold reduction in signal strength was reported

under conditions of resonant excitation of excitons. This drop in overall signal am-

plitude is accompanied by a more prominent diagonal continuum response relative to

the other features in the 2DFTS spectra, an observation that is most clear in the real

spectrum in Fig. 6.5(b) and is expected from simple simulations with no EID or EIS

contributions [186]. The real part spectrum in Fig. 6.5(b) also indicates a vertical

stripe tied to residual exciton-continuum coupling, but the associate signal is out of

phase with the EID/EIS signal in Fig. 6.2(d). This residual source of non-degenerate

interactions is assumed to be tied to exchange coupling (i.e. terms included at the

level of the Hartree-Fock approximation). We also note that the horizontal elonga-

tion in the vicinity of the diagonal exciton peaks in Fig. 6.5(a) and the associated

negative dip to the lower left of the exciton peaks in Fig. 6.5(b) are consistent with
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previous single quantum [94,123] and two-quantum [182,184] studies under resonant

excitation of excitons, and are tied to exciton-biexciton transitions [191]. Transitions

involving biexciton states become comparable in magnitude to the exciton responses

in the orthogonal linear polarization geometry due to the suppression of the much

stronger EID and EIS signal contributions [94, 123,182,184].

6.5.5 Dependence on Excited Carrier Density

The dependence of the four-wave mixing signal on excited carrier density is shown

in Fig. 6.6. The amplitude 2DFTS results for densities of 1.6×1016, 3.2×1016, and
8.0×1016 cm−3 are shown in Fig. 6.6(a) - Fig. 6.6(c), respectively. The dominant effect

of increasing the carrier density is an increase of the linewidth of the exciton along

the emission axis, reflecting the strong role played by EID in the exciton response. At

the highest carrier density probed, the collision-induced broadening is sufficient that

the energetically split heavy-hole and light-hole exciton peaks merge. In addition

to the observed broadening, the strength of the interband continuum response on

the diagonal is enhanced relative to the exciton four-wave mixing signal. The slower

growth of the exciton signal with increasing carrier density relative to the interband

response is also caused by EID. As discussed previously [73,195] this sub-cubic scaling

behavior of the exciton is caused by the larger total dephasing rate of the exciton at

higher densities, which reduces the time-integrated signal. The simulated 2DFTS

results for the optimum EID and EIS coupling parameters provide good agreement

with the measured carrier density dependence, as shown in Fig. 6.6(d)-Fig. 6.6(f).

Since the EID coefficient is held constant in the simulations, the good agreement

suggests that screening of the EID coefficient is negligible at the carrier densities

considered here.

6.6 Conclusions

In summary, TFWM and 2DFTS experiments were carried out on bulk GaAs to

elucidate the nature of exciton-carrier interactions. TFWM results for broadband

excitation of primarily interband transitions indicated a strong enhancement of the

exciton emission in TFWM, a result that was shown using 2DFTS to result from

nondegenerate four-particle correlations between bound and unbound electron-hole
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pairs. Real 2DFTS spectra revealed a complex dispersive structure: For emission

at the heavy-hole exciton, the discrete response on the diagonal was primarily dis-

persive, in agreement with previous work, but for absorption within the interband

continuum, the response at low-energies was primarily absorptive and at high en-

ergies dispersive with a 180◦ phase shift relative to absorption at the exciton. De-

spite these differences, simulations based on a simple multilevel model augmented by

many-body effects provide excellent agreement with the experiments and show that

the same physical effects govern exciton-exciton and exciton-continuum interactions.

We find that the spectral features are qualitatively captured considering coupling via

excitation-induced dephasing alone, with a three-fold weaker EIS included to enhance

the quantitative agreement. The EID coupling parameters governing exciton-exciton

and exciton-continuum interactions determined from fitting the experimental 2DFTS

spectra are in line with values found in past TFWM experiments. Such excellent

agreement is only obtained by including strain-split heavy- and light-hole excitons

and a broad continuum of states.

Our findings highlight the importance of simulations in determining the oper-

ative many-body effects when continuum transitions are excited together with the

exciton, as a simple assessment of the relative role of different coupling mechanisms

is not possible using a discrete resonance analysis and identification of the measured

lineshapes. While the excellent agreement obtained using the phenomenological treat-

ment of many-body effects used here illustrates the power of these simple approaches

for determining the dominant interactions, a full many-body calculation using a mi-

croscopic model such as dynamics-controlled truncation [202, 203] would aid in the

interpretation of the effects observed. In addition, extension of the 2DFTS experi-

ments reported here to larger waiting times [95] would provide useful verification of

the interpretation presented here, in which only exciton renormalization tied to pop-

ulation terms were needed to account for the experimental observations. Our findings

provide new insight into the role of many-body interactions in the coherent optical

response of semiconductors.
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Chapter 7

Conclusion

FWM is a powerful tool used to study light matter interactions in semiconductor

materials. This thesis work has built upon approximately two decades of studies on

traditional semiconductor materials using the conventional two pulse self-diffraction

four-wave mixing technique providing a host of information regarding dephasing pro-

cesses and yielding important insight into the interactions between charge carriers

during the coherent ultrafast regime. This progress in understanding has supported

the development of a wide range of optoelectronic devices using traditional semicon-

ductors, including photodetectors and solar cell materials. This thesis work has served

to extend the above body of work in two primary ways: (i) To exploit the power and

flexibility of four-wave mixing to examine the optical properties of newer semicon-

ductor materials (applied to the study of transport in CH3NH3PbI3 in the support

of the development of solar cell technology using organic-inorganic perovskite and

LT-GaAs to support the optimization of the broader class of low-temperature grown

semiconductor materials in optoelectronics); and (ii) To further the understanding of

many-body effects through the application of the newer variant of this technique (the

phase sensitive approach 2DFTS) to probe nondegenerate many-body interactions in

a bulk semiconductor system. This thesis work has therefore exploited the versatility

of FWM as a tool to study a wide range of phenomena in condensed matter systems

in support of their applications in semiconductor technology.

Charge carrier transport in CH3NH3PbI3 was studied in the the first project of

this thesis work using a variant of FWM known as the transient grating technique.

CH3NH3PbI3 has recently garnered significant interest as a solar cell absorber mate-

rial, in part due to the long micron-scale diffusion lengths in this material. The use

of three optical pulses allowed for the direct measurement of the ambipolar diffusion

coefficient and population lifetime of photoexcited charge carriers in CH3NH3PbI3,
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without the need for complex modeling or charge extraction layers used in other mea-

surement techniques. The calculated ambipolar diffusion length of ≈ 1 um was found

to be consistent with recent all-optical studies in this material. Scanning electron

microscopy images of the sample indicated a mean grain size that was four times

smaller than the diffusion length, suggesting that grain boundaries do not play a sig-

nificant role in the carrier transport properties. The findings of this work highlight

the strength of this technique as a transport measurement tool for solar cell materi-

als, and will stimulate future studies on other materials within the family of hybrid

organic-inorganic perovskites using this approach.

In the second project of this thesis work, FWM was used to measure the coherent

response of LT-GaAs that had been annealed over a range of temperatures. Due to

the short carrier lifetimes and meteoric increase in resistivity with annealing temper-

ature in these materials, annealed LT-GaAs is the material of choice in the design of

ultrafast optoelectronic devices. Previous FWM experiments on as-grown LT-GaAs

(i.e. no annealing) have shown that the coherent response near the band edge is

composed of contributions from interband free-carrier, exciton, and Urbach band tail

states associated with defect-induced disorder. In this thesis work, the FWM response

of annealed LT-GaAs has shown a similar FWM response that is sensitively linked

to annealing temperature. In particular, a dip in the exciton FWM response was ob-

served for annealing temperatures up to 500◦C and was associated with interference

between the many-body exciton signal and continuum of states associated with band

tails. For temperatures exceeding 500◦C, the disappearance of the exciton dip was

found to be consistent with the decrease in FWM band tail response and was linked

to the decrease in As point defects. The Urbach energy, which empirically quanti-

fies the magnitude of disorder in the system, was extracted from the FWM response

and was found to decrease to GaAs values for temperatures exceeding 500◦C. Since

FWM is a nonlinear spectroscopic technique, the ability to clearly resolve the Urbach

band tail will be beneficial for studying other highly disordered materials utilizing

low temperature growth.

FWM is the technique of choice for studying many-body effects in semiconductors.

Many-body effects encompass a hierarchy of different interactions between charge car-

riers after the photoexcitation of electron-hole pairs. The third project of this thesis
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examined the role of excitation-induced phenomena in the interaction between free

electron-hole pairs (carriers) and bound electron-hole pairs (excitons) in GaAs using

two experimental variants of FWM; two-pulse self-diffracted FWM and 2DFTS. A

plethora of studies in the past using FWM have provided considerable insight into

the nature of these interactions, however the work presented in this thesis is the first

application of 2DFTS to this problem. Using a multilevel model to describe the elec-

tronic structure, numerical simulations using the optical Bloch equations augmented

by these interactions indicated that exciton-carrier scattering dominates over exciton-

exciton scattering, and that excitation-induced dephasing manifests more strongly in

the real part of the four-wave mixing signal than excitation-induced shift. The find-

ings of this project also demonstrated that the conventional means of interpreting

2DFTS results using a simple two-level model is not sufficient, and that simulations

are required to disentangle various contributions to the FWM response.

Future directions for the three projects presented in this thesis work are described

as follows. Extension of carrier diffusion measurements in Chapter 4 to perovskite

materials produced using different deposition techniques would be beneficial in under-

standing the impact these various methods have on the charge transport properties.

In addition, the extension of these methods to two-dimensional materials will aid in

their incorporation into solar cell devices. The work on LT-GaAs presented in Chapter

5 could be extended by measuring the FWM response of band tail states as a function

of excitation density. These measurements will permit identification of the third-order

dielectric susceptibility of band tail states, which will be beneficial for devices that uti-

lize the optical nonlinearity such as all-optical switches. Finally, the work presented

in Chapter 6 using 2DFTS to study exciton-exciton and exciton-continuum scatter-

ing could be extended to similar studies on materials within the organic-inorganic

family of perovskites. For instance, recent FWM studies on CH3NH3PbI3 indicated

weaker many-body interactions than GaAs [156]. It would be interesting to investi-

gate the strength of many-body coupling (including exciton-continuum interactions)

in 2D perovskites, in which the screening properties tied to the organic constituents

are expected to differ from that in bulk perovskites.
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Appendix A

Discussion of Experimental Uncertainties

A discussion of the experimental uncertainties in this thesis work are presented here.

In particular, the procedure on how the uncertainties in Chapter 6 were obtained are

described in this appendix.

The strength of the four-wave mixing signal is very weak, and in most cases,

can be easily obscured by background light or scattered light from surfaces. In the

experiments presented in thesis work, the power of the four-wave mixing signal was

on the order of 1-100 nW for all samples. In comparison, the excitation laser power

was on the order of 1 - 100 mW. For these reasons, scattered light that travels along

the four-wave mixing signal direction posed the biggest challenge in improving the

signal-to-noise of these experiments. Careful alignment of collection optics, low-light

conditions in the laboratory environment, as well as careful positioning of the focused

laser beams on the sample helped to minimize these additional sources of light.

In Chapter 6, the spectrally-integrated intensity of the four-wave mixing signal

was measured using a photodiode at each pulse delay T. Ambient light in the room,

as well as scattered light lead to a DC background superimposed over the four-wave

mixing signal. An estimate of the DC offset was performed by measuring the four-

wave mixing signal as a function of delays τ and T . As discussed in Chapter 2,

no four-wave mixing signal is expected for either a homogeneous or inhomogeneous

transition for τ > 5T2 where T2 is the coherence lifetime. For the sample used in

these experiments, T2 ≈ 200fs, and so by measuring the light along the four-wave

mixing signal path at the these long delays, an estimate of the background signal was

obtained for each delay T .

To improve the estimate of Ts, ten measurements of the four-wave mixing signal

as a function of delay τ and T were performed for each grating period d. A value of Ts

for each grating period was obtained by performing a least squares fit of each data set,

and then averaging the set of extracted Ts values. The uncertainty on Ts was dictated
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by the standard deviation of the set since the uncertainty of the fitting routine was

found to be much smaller in comparison. The main reason for this uncertainty stems

from the finite range of the delay stage, which was not large enough to cover the

entire decay of the four-wave mixing signal with respect to T .

The uncertainty on the ambipolar diffusion length LD was determined through

error propagation. Recall the definition of diffusion length

LD =
√
DTL (A.1)

where D and TL are the ambipolar diffusion coefficient and carrier lifetime. The

respective error on each of these terms is given by δD and δTL and were determined

from the root-mean-square error of the linear fitting routine used to fit the data

presented in Fig. 4.3. The error on LD was then computed using the following relation:

δLD = LD
1

2

(
δD

D
+

δTL

TL

)
(A.2)



Appendix B

Choice of Ordinary Differential Integrator for Simulating the

Optical Bloch Equations

In this thesis work, the optical Bloch equations were numerically calculated using

an ordinary differential equation (ODE) integrator. The numerical technique used

was an 8th order Runge-Kutta (RK) algorithm and was chosen based on it providing

the best available performance. In this Appendix, a brief overview of numerical

integration techniques is explained, as well as the justification for the use of the

Runge Kuttaexplained.

The simplest form of Runge-Kutta is the first-order method, also known as the

Euler method. If y(t) is a smooth function and its dynamics are described by a cor-

responding first-order differential equation (described by ẏ(t) = f(t, y)), the solution

to y(t) at some time Δt later is found by forward propagation:

y(t+Δt) = y(t) + Δtf(t, y(t)) (B.1)

The solution to y(t) is found by iteratively solving Eqn. B.1 over the desired time

range. The Euler method is an approximation to the analytical solution, and relies

on the use of a small enough time step Δt so that rapid fluctuations in y(t) are

not missed. Because of this point, many iterations have to be performed adding to

the overall computation time. An improvement over this method is to increase the

accuracy of the forward propagation by computing the slope at the midpoint (t+ 1
2
Δt)

using the estimate of y(t) at the midpoint as determined by Eqn. B.1. For this reason,

this approach is said to be a second-order Runge-Kutta, and the solution to y(t) at

a time step later is given by:

y(t+Δt) = y(t) + Δtf(t+
1

2
Δt, y(t) +

1

2
Δtf(t, y(t))) (B.2)

Despite Eqn. B.2 requiring more computation time per iteration than Eqn. B.1, the

second-order approach is an overall improvement over the first-order approximation
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since the truncation error approaches zero faster for decreasing step size, and subse-

quently leads to less computation time. Following this approach, one can obtain a

set of equations for higher-order Runge-Kutta until the desired tradeoff between time

taken to compute each iteration and the time taken over all iterations is minimized.

So far, discussion has focused on techniques that utilize a fixed time step. However,

improvements in computation time can be had when the time step is allowed to vary

such that the truncation error is within a certain tolerance. These methods are called

adaptive step size routines, and for functions that contain both slowly-varying and

fast-varying regions it can lead to a significant decrease in computation time. For

example, a rapidly-varying function will require a fine time step to capture all of the

salient features but once the integrator reaches a region of slow variation, the time

step can be increased so that the computation can be done faster.

The program used to simulate the 2DFTS response was written by the author

in the MATLAB programming environment. Three ODE integrators were tested

prior to computation of the results presented in Chapter 4 and are called ODE23,

ODE45, and ODE87. ODE23, ODE45, and ODE87 are third, fifth, and eighth-order

adaptive stepsize Runge-Kutta algorithms respectively. To determine which integra-

tor provided the optimal performance in calculating the optical Bloch equations, the

time-resolved four-wave mixing emission was calculated for the same multilevel model

presented in Chapter 4 with similar excitation conditions (e.g. pulse ordering, pulse

delay T ) and system relaxation properties (e.g. T2, TL). In the below figure is a plot

of the time-resolved four-wave mixing signal for each integrator alongside the refer-

ence, which was calculated using the ODE87 integrator with a very high tolerance

(10−15).

Each of the integrators reasonably estimated the reference signal. The tolerance

was adjusted such that the root mean signal error was the same for each integrator

(≤ 0.05). The amount of tolerance and average computation time taken to perform

each calculation is listed in the following table:
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Figure B.1: The time-resolved four-wave mixing signal alongside the reference signal
(black dashed line) calculated with (a) ODE23, (b) ODE45, (c) ODE87.

Integrator Tolerance (×10−8) Computation Time (s)

ODE23 1 4.2

ODE45 0.1 1.7

ODE87 1 1.2

The ODE87 integrator performed the best out of the three integrators tested in

this work.



Appendix C

Bányai Projection Method

Extraction of the FWM signal emitted along �k3 + �k2 − �k1 from the optical Bloch

equations was obtained using the Bányai projection method [196] which was extended

by the author to the case of three pulse excitation.

Within the rotating wave approximation, the electric field can be rewritten as:

E(�R, t) = ei(
�k1·�R−ω(t−t1)) [E1(t− t1) + E2(t− t2)e

i(ψ+ωτ)) + E3(t− t3)e
i(φ+ωT )

]
(C.1)

The light field depends on two phase factors φ = (�k2 − �k1) · �R and ψ = (�k3 − �k1) · �R.

The FWM signal can be obtained from the expression,

P (t, τ) =

2π∫
0

2π∫
0

dφdψP (t, τ, φ, ψ)einφeimψ (C.2)

where P (t, τ, φ, ψ) is the macroscopic polarization determined from the density matrix

components at each delay τ and each combination of phase angles φ and ψ. To obtain

the FWM signal stemming from the polarization emitted in the �k3+ �k2− �k1 direction,

integers n = m = 1 such that the overall phase has the matching spatial component

�k3 + �k2 − �k1. The polarization P (�r, t, τ, φ, ψ) produced by the three light fields is

composed of an infinite combination of different spatial combinations (e.g �k1, �k2− �k3,

2�k2 etc.) but only one combination of spatial directions matches the direction of the

FWM signal. In this case, we see that the terms P (�r, t, τ, φ, ψ) and einφeimψ are only

not orthogonal for when n = m = 1 (or in other words, Eqn. C.2 is only nonzero

when n = m = 1).

Following Bányai et al., the integrals in Eqn. C.2 are replaced as a summation for

several discrete values of the phase angles ψ, φ. For the two-pulse case in Bányai et

al. [196] four φ angles equally spaced between 0 and 2π were used to calculate the

FWM signal. For the three pulse case, four values of φ and four values of ψ were

used, for a total calculation count of sixteen. The calculated polarization P (�k32−1t, τ)
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along �k32−1 is then given by Eqn. 6.3.

P (t, τ) =
4∑

x=1

4∑
y=1

P (t, τ, φ, ψ)eiφxeiψy (C.3)



Appendix D

Derivation of the Ambipolar Diffusion Equation

In this section, a derivation of the ambipolar diffusion equation is presented. As

discussed earlier, ambipolar transport governs the motion of an electron-hole pair

through a semiconductor. To determine the equation of motion, we need to consider

first the motion of an electron and hole separately. Consider an electron distribution

in one dimension given by n(x, T ). The flow of electrons (the number of electrons per

m2s) at x = 0 is given by:

1

2

n(−l,T )+n(0,T )
2

l − n(0,T )+n(l,T )
2

l
l

vth

(D.1)

where le is the mean-free path of electrons, and vth is the thermal velocity of the

electrons. n(±l, T ) can be Taylor expanded to yield:

n(±l, T ) = n(0, T ) +
δn(x, T )

δx

∣∣∣∣
x=0

(±l) (D.2)

The flow of electron-hole pairs is given by:

− levth
2

δn(x, T )

δx
(D.3)

Define the electron diffusion coefficient as De =
levth
2

, and describe the flow in terms

of the current density J(x, t) and one obtains Fick’s law:

Jn = eDe
δn(x, T )

δx
. (D.4)

Similarly, using the same procedure as above for a hole distribution p(x, t), one ob-

tains:

Jp = −eDh
δp(x, T )

δx
. (D.5)

We will now consider a current density Je through a volume of cross-sectional area A

and infinitesimal small length dx, including the effects of recombination. The rate of

charge transfer to and from the volume is given by:

Adx
dn(x, T )

dT
=

Jn(x, T )A

e
− Jn(x+ dx, T )A

e
−Rn(x, t)Adx (D.6)
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where Rn is the rate of electron recombination. If relaxation Rn(x, t) is taken to

be in the low-level injection regime, then Rn(x, t) = n(x,T )
Te

where Te is the electron

recombination time. With this approximation, simplification of the above gives:

dn(x, T )

dT
=

1

e

δJn(x, T )

δx
− n(x, T )

Tn

(D.7)

Combining Eqn. D.5 and D.7 results in the following equation describing diffusion of

electrons:
dn(x, T )

dT
= De

∂n2(x, T )

∂x2
− n(x, T )

Te

(D.8)

and similarly for holes:

dp(x, T )

dT
= Dh

∂p2(x, T )

∂x2
− p(x, T )

Th

(D.9)

Optical excitation leads to the generation of excess electrons and holes in addition to

what is already present in the system (i.e. n = n0+δn, where δn is the excess number

of electrons excited). Since optical excitation leads to the generation of electron-hole

pairs, δn = δp = ζ, and they will recombine with each other at the same rate, i.e.

n(x, T )

Te

=
p(x, T )

Th

= R (D.10)

We will now multiply the diffusion equation for the total number of electrons (holes),

given by Eqn. D.8 (Eqn. D.9) by their respective mobilities μe (μh) and number of

electrons (holes), and then add the two equations together to yield:

(μen+ μhp)
dζ(x, T )

dT
= (μenDe + μhnDh)

∂ζ(x, T )2

∂x2
− (μen+ μhp)R (D.11)

This can be rearranged into the following form:

dζ(x, T )

dT
= Da

∂ζ(x, T )2

∂x2
−R (D.12)

where Da = (μenDe+μhpDh)
(μen+μhp)

is called the ambipolar diffusion coefficient. If relaxation

is primarily due to electron-hole pair recombination, then R = ζ(x,T )
TL

were TL is the

recombination lifetime. Therefore the above can be written again to yield:

dζ(x, T )

dT
= Da

∂2ζ(x, T )

∂x2
− ζ(x, T )

TL

(D.13)

Which is the same result presented in Chapter 1.



Appendix E

Rights and Permissions
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