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Abstract

Recent experiments have shown that patterns can emerge in bacterial colonies pro-

grammed to have a drop in diffusion when population densities (detected via a quorum

sensing mechanism) are sufficiently large. We examine one partial differential equa-

tion model of this system, and construct its non-constant stationary solutions. We

demonstrate analytically that these solutions are stable when the diffusion rate of

bacteria is large and the diffusion rate of signalling molecules, Dh, is small. We fur-

ther demonstrate that increasing Dh induces a Hopf bifurcation, resulting in a loss of

stability. These results are confirmed by numerical simulations.
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Chapter 1

Introduction

Several species of bacteria move via a run and tumble mechanism—motion in a

straight line (runs) punctuated by periods of random reorientation (tumbles)—which,

for sufficiently large populations, can be modelled as diffusion. Moreover, by changing

the ratio of runs to tumbles, a population can effectively change its diffusion rate. Such

a change can give rise to chemotaxis and other types of non-linear diffusion, each of

which may lead to the formation of patterns or other group behaviour [1]. Explaining

such phenomena naturally leads to the development of mathematical models. Per-

haps the best known of these is the Keller-Segel model [2], though the literature is

replete with examples of reaction-diffusion type models where simple diffusion has

been replaced by some nonlinear variant [3–11].

The bacterial species Vibrio fischeri secretes acyl-homoserine lactone (AHL), a

signalling molecule which acts as part of a quorum sensing mechanism [12]. When

large populations of V. fischeri gather in one place, the concentration of AHL can

reach sufficiently high levels to trigger changes in the behaviour of the bacteria. In

the wild, this particular mechanism allows the bacteria to regulate bioluminescence.

Similar quorum sensing mechanisms abound in nature [12]. Using techniques from

synthetic biology, Liu et al. [13] introduced this mechanism to a strain of E. coli,

and coupled it to a pathway which controls run-and-tumble motility. The net ef-

fect is for the bacteria to have a sudden drop in diffusion when population density

is large enough for the AHL concentration to surpass a given threshold. Similar

population-dependent changes in diffusion are known to generate patterns [14–16].

Further experiments showed that these modified bacteria form patterns when grown

on agar plates. The group proposed two partial differential equation (PDE) models

to help explain this behaviour [13, 17].

This thesis constitutes an exploration of one of these models, in particular its

non-trivial steady states and their stability. We begin with an analysis of the linear

1







Chapter 2

Model

The model in question is a one-dimensional non-linear PDE system:

τppt = (s(h)p)xx + γp

(

1− p

ps

)

,

τhht = Dhhxx + αp− βh .

We use subscripts ·t and ·x to denote partial derivatives w.r.t. x and t (all other

subscripts act purely as identifying markers), and ′ to denote the derivative of a func-

tion of one variable. The quantities p(x, t) and h(x, t) measure the density of bacteria

and AHL respectively. AHL is produced by the bacteria at a rate α, and decays at a

rate β. The constants γ and ps represent, respectively, the logistic growth rate and

equilibrium population of the bacteria.

We may rescale p̂ = p

ps
, and divide the equation for p by γps to obtain τp

γ
p̂t =

(

s(h)
γ
p̂
)

xx
+ p̂ (1− p̂) .We can perform a similar procedure on the equation for h: first

dividing through by the coefficient in front of p̂, then rescaling ĥ = β

αps
h to eliminate

the multiplicative constants in the −h term. This leaves us with two groupings of

constants in the h equation. By choosing appropriate scaling for the time, we may

eliminate the group in front of ht. By grouping constants and relabeling, we recover

a simplified model. This rescaling is equivalent to choosing γ = ps = β = α = τh = 1

(as in equations 2.1 and 2.2).

Dh is the diffusion rate for h, whereas diffusion of p depends on the value of h via

a function s. Unless otherwise stated, we will take s to be piecewise constant, though

it will occasionally be useful to replace it by a sharp sigmoid (for example, almost

all numerical results are calculated using a sigmoid for s). At low h concentration,

bacteria diffuse freely. High h concentrations, however, trigger the synthetic genetic

4
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circuit described in the introduction, inducing a drop in the diffusion rate of the bac-

teria. This drop in diffusion happens at some critical AHL concentration, hc.

These equations are solved on a finite domain, which, by choosing the correct

scaling, we may take to be the unit interval, [0, 1]. We impose no-flux boundary

conditions for both p and h. The system has a trivial constant solution, p(x, t) = 1,

h(x, t) = 1. If we take s to be a sigmoid, we may carry out linear stability analysis

(see below). Such analysis shows that this solution becomes unstable when s′(1) is

negative and sufficiently large (i.e. s is a very sharp sigmoid curve switching values

at h = 1). This motivates us to chose hc = 1.1

2.1 Turing Instability

We consider the following system

τppt = (s(h)p)xx + p(1− p) , (2.1)

ht = Dhhxx + p− h , (2.2)

where s(h) is some sigmoid curve. To investigate the stability of the trivial steady-

state solution (p = h = 1), we consider small perturbations of the homogeneous

steady-state which take the form

p = 1 + eλteimxφ ,

h = 1 + eλteimxψ .

Approximating s(h)p to first order around the steady state, we obtain

s(h)p ≈ s(1) + s′(1)eλteimxψ + s(1)eλteimxφ .

Substitution into the original system, and ignoring higher order terms, we obtain

τpλφ = −m2s′(1)ψ −m2s(1)φ− φ ,

λψ = −Dhm
2ψ + φ− ψ .

1This does indeed mean that Turing-type instabilities only occur when the quorum sensing
threshold is very close to the equilibrium AHL concentration. However, as described by [17], non-
homogeneous patterns can occur through other mechanisms that don’t necessitate such fine-tuning.
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Or, written in matrix notation,

λ

(

φ

ψ

)

=





−m2s(1)+1
τp

−m2s′(1)
τp

1 −Dhm
2 − 1





(

φ

ψ

)

.

Note that the trace of this matrix is −m2s(1)+1
τp

−Dhm
2 − 1, which is always negative.

Therefore, if we wish to obtain positive eigenvalues (corresponding to an unstable

solution), we require that the determinant also be negative. I.e.

(−m2s(1)− 1)(−Dhm
2 − 1) +m2s′(1) < 0 .

When m is large, the determinant is positive. A negative determinant, therefore,

is equivalent to (−m2s(1)− 1)(−Dhm
2− 1)+m2s′(1) having distinct real roots when

considered as a polynomial in m2. Expanding yields

s(1)Dhm
4 + (Dh + s(1) + s′(1))m2 + 1 .

So we look for parameter values that give a positive discriminant and a negative m2

term (since we want this polynomial to take on negative values when m2 > 0). This

is summarized in the following proposition.

Proposition 1. The steady-state solution p(x, t) = h(x, t) = 1 to equations (2.1) and

(2.2) is

• linearly unstable if Dh < −s′(1)−s(1) and (Dh+s(1)+s
′(1))2−4s(1)Dh > 0

• linearly stable otherwise.

These conditions can be simplified ever further by noting that, in the case where

s(h) is a sigmoid, we need only require that s(h) is decreasing rapidly at one. I.e.

s′(1) is large and negative.



Chapter 3

Exact and Approximate Solutions

As with many non-linear PDE, general solutions are beyond our grasp. We begin with

a selection of solutions for special cases. Our analysis will focus primarily on station-

ary and near-stationary solutions, and, beyond what has already been said about

Turing instability, we will largely ignore the details behind a solution’s transition

from a nearly constant profile to one with large-scale inhomogeneities.

3.1 Non-constant Stationary Solutions

We look for stationary solutions to equations (2.1) and (2.2),

τppt = (s(h)p)xx + p(1− p) ,

ht = Dhhxx + p− h ,

where we now define s to be

s(h) =







D− h ≤ 1

D+ h > 1
,

D− > D+ .

We can partition the domain into subintervals based on the value of h, such that s

is constant on each interval, switching value between D+ and D− at the boundaries.

Thus, the problem reduces to solving Fisher’s equation on each interval, subject to

some boundary conditions (see below). i.e. the stationary solutions for p will satisfy

either D+pxx = −p(1− p) or D−pxx = −p(1− p) on any of these intervals.

This ordinary differential equation (ODE) has solutions of the form a+b sn2(c(x+

x0);m), where sn(x;m) is a Jacobi elliptic function. [18] Substitution into one of these

7
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ODEs (without loss of generality, pick the one containingD+) yields three constraints,

0 = 3a2m+ 2ab(1 +m) + b2 ,

0 =
−4c2D+

b
(3am+ bm+ b) + 1 ,

0 =
6c2mD+

b
− 1 ,

leaving the expected two degrees of freedom.

We can solve for h using variation of parameters. This yields solutions in terms

of antiderivatives involving sn2 which can, at best, be expressed as an infinite series.

While these solutions are correct, they offer little insight into the behaviour of the

system, and quickly become unwieldy. This will eventually motivate us to look for

approximate solutions. Before we do so, we must determine how solutions behave at

points where h = 1.

Suppose x0 is one such point, and assume for the sake of notation that s(h) =

D+ to the right of x0, and s(h) = D− to the left. Integrating (2.1) in a small

neighbourhood around x0, we obtain

0 =

∫ x+
0

x−
0

(s(h)p)xxdx+

�
�
�
�
�
�

�
��*

0
∫ x+

0

x−
0

p(1− p)dx

= D+px(x
+
0 , t)−D−px(x

−
0 , t) . (3.1)

Similarly, premultiplying (2.1) by x before integrating yields

0 = D+p(x
+
0 , t)−D−p(x

−
0 , t) . (3.2)

From this, we see that p will have a discontinuity at x0 (see figure 3.1). The same

calculation can be done for equation (2.2) to obtain the following conditions:

0 = hx(x
+
0 , t)− hx(x

−
0 , t) , (3.3)

1 = h(x+0 , t) = h(x−0 , t) . (3.4)

These four constraints will be collectively referred to as jump conditions, since

p will have a jump discontinuity at each point where h = 1. For a given a number
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of jumps, the jump conditions and the no-flux boundary conditions give us enough

constraints to determine a unique stationary solution. Note, however, that there is

nothing to determine the number of jumps (in general this will depend on the initial

conditions of the system), or to guarantee that a stationary solution exists that satis-

fies all the constraints (we will see an example of this non-existence later). We may,

however, concatenate copies of a stationary solution to construct a new solution on a

larger domain. With this in mind, the rest of this thesis will focus on solutions with

a single jump discontinuity.

While these jump conditions hold for stationary solutions, non-stationary solutions

may have moving discontinuities. This will amount to a Dirac delta appearing in the

pt term in equation (2.1), which will contribute an additional term when we integrate

around x0(t). To account for this, we will re-integrate the equation for more carefully.

Suppose p takes the form p = A(t)H(x− x0(t)) + p̂(x, t), where x0(t) is the location

of the interface, H is a Heaviside function, and p̂(x, t) is continuous.

τp

∫ x+
0

x−
0

ptdx =

∫ x+
0

x−
0

(sp)xxdx+

�
�
�
�
�
�
�
��*

0
∫ x+

0

x−
0

p(1− p)dx

−τpA(t)x′0(t) = spx|x
+
0

x−
0

(3.5)

We can verify that the other three conditions remain unchanged.

3.2 Solutions for τp = 0 and Small Dh

We now turn our attention to approximate solutions with one jump discontinuity.

Setting τp = 0, we recover the PDE for stationary p. We will not, however, assume

the system as a whole is stationary. Consequently, p depends on time implicitly via

the position of the jump discontinuity, x0(t). Since the exact solution for h does not

lend itself to easy algebraic manipulation, we limit our consideration to the small

diffusion case, 0 < ε2 = Dh � 1.

Solutions for h are obtained by matching approximate solutions constructed near

x0(t) and away from x0(t). Away from x0(t), diffusion is very small, and so h is

approximately equal to p (see figure 3.1). To determine the behaviour of h around
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x0(t), we introduce a new variable, y = x
ε
, such that ε2hxx = hyy. We also assume

h takes the form of a moving profile, h = h(x − x0(t)). This allows us to write

ht = −h′(x − x0(t))x
′
0(t) = −x′

0

ε
hy. We also define s := εt, and x̂0(s) := x0(t),

allowing us to make the substitution x̂′0(s) =
x′
0(t)

ε
. Thus, the second PDE in the

system becomes

−x̂′0hy = hyy + p− h .

In order to match with the solution away from x0(t), we require that h → p as

y → ±∞ (note: under this change of variable, p is approximately piecewise constant

w.r.t. y). We also require that the jump conditions be satisfied at x0(t) (i.e.: h = 1

and h′ is continuous).

Solutions for h are defined piecewise on either side of the jump, and take the

form h = p+ c1e
r1y + c2e

r2y, where r1 and r2 are roots of the characteristic equation

0 = x2 + x̂′0x − 1, ordered such that r1 > 0 > r2. We will use the subscripts l and r

to denote solutions to the left and right of x0(t).
1 Applying the limiting conditions

on the left, we have hl = pl + c1e
r1y. Similarly, on the right, hr = pr + c2e

r2y. The

jump conditions (3.3) and (3.4) at x0(t) simplify to

pl + c1e
r1y = pr + c2e

r2y = 1 ,

c1r1e
r1y = c2r2e

r2y .

Multiplying the first equation by r1 and subtracting the two, we obtain r1pl = r1pr +

(r1 − r2)c
2er2y =⇒ pl−pr

c2er2y
= r1−r2

r1
. And, recalling that c2er2y = 1 − pr at x0(t), we

obtain a differential equation describing the motion of the interface:

pl − pr

1− pr
=
r1 − r2

r1
.

Solving the characteristic equation yields r1 =
−x̂′

0+
√

(x̂′
0)

2
+4

2
and r2 =

−x̂′
0−

√

(x̂′
0)

2
+4

2
,

so that

pl − pr

1− pr
=

2
√

(x̂′0)
2 + 4

−x̂′0 +
√

(x̂′0)
2 + 4

.

1This notation is used throughout the rest of the thesis.
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Solving for x̂′0(s), we obtain x̂′0(s) =
a−2√
a−1

, or, returning to the original time scale,

x′0(t) = ε
a− 2√
a− 1

,

where a = pl(x0)−pr(x0)
1−pr(x0)

.

In constructing an equation of motion for the jump, x0, we have effectively elim-

inated h from the system. The motion of x0 doesn’t depend explicitly on h, and all

that is needed to specify the value of p is the location of x0. In principle, we have a

complete description of the solution. In practice, constructing this solution requires

that we solve a set of transcendental equations (recall that the exact solutions for

p are in terms of Jacobi elliptic functions). However, we can obtain more explicit

results if we assume D+ and D− are large.

3.3 Stationary Solutions for Large Values of s(h)

We again look for stationary solutions where h = 1 exactly once, but with the as-

sumption that D+ and D− are both large. In this case, the diffusive term dominates,

so p(x) is approximately piecewise constant. Expanding p(x) in terms of a Taylor

series at either end of the domain, we obtain the following approximations

pl(x) = pl0 + pl2x
2 for x < x0 ,

pr(x) = pr0 + pr2(x− 1)2 for x > x0 .

Note, pl0, pl2, pr0 and pr2 are constants. Without loss of generality, assume pl0 > pr0,

i.e. s(h) = D+ in the left of the domain, and let

s0 :=
D+

D−
< 1 . (3.6)

The jump conditions (3.1) and (3.2) can be approximated by

pr0

pl0
= s0 =

pr2(x0 − 1)

pl2x0
.

Substituting the approximations for p into (2.1) and assuming pt = 0 yields two

more conditions:

0 =2D+pl2 + pl0(1− pl0) ,

0 =2D−pr2 + pr0(1− pr0) .
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From these equations we can derive

s0
x0 − L

x0
=
pl0 − 1

pr0 − 1
(3.7)

and

pl0 =
s0x0 − s0 − x0

s20x0 − s20 − x0
. (3.8)

Taking the leading order approximation for p in the left of the domain and as-

suming h is stationary, equation (2.2) reduces to

0 = Dhhxx + pl0 − h .

Thus hl = pl0+ c1 cosh
(√

1
Dh
x
)

, where c1 is some undetermined constant. Similarly,

in the right of the domain hr = pr0 + c2 cosh
(√

1
Dh

(x− 1)
)

.

The jump conditions for h are

1 = pl0 + c1 cosh

(
√

1

Dh

x0

)

,

1 = pr0 + c2 cosh

(
√

1

Dh

(x0 − 1)

)

,

c1 sinh

(
√

1

Dh

x0

)

= c2 sinh

(
√

1

Dh

(x0 − 1)

)

.

Substituting into (3.7), we obtain

s0
x0 − 1

x0
=

tanh
(√

1
Dh

(x0 − 1)
)

tanh
(√

1
Dh
x0

) ,

where s0 is defined as in (3.6).

Solving this equation determines the value of x0, which in turn determines both

p and h. Notice, however, that this equation need not have nontrivial solutions in

the interval (0, 1). In particular, this happens when s0 < tanh
(√

1
Dh

)√
Dh. Since

s0 < 1, we can always find a Dh large enough such that this is true.

Conversely, when Dh is very small,
tanh

(
√

1
Dh

(x0−1)
)

tanh
(
√

1
Dh

x0

) ≈ −1 when x0 ∈ (0, 1). Thus,

we expect that x0 = s0
s0+1

, pl0 = 2
s0+1

, and pr0 = 2s0
s0+1

in the small Dh regime (see

figure 3.1).

In summary we have the following:
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Proposition 2. Suppose D+, D− � 1, and let s0 = D+

D−
. Then equations (2.1) and

(2.2) admit a non-trivial steady-state solution where p takes the form

p(x) =







s0x0−s0−x0

s20x0−s20−x0
x ≤ x0

s20x0−s20−s0x0

s20x0−s20−x0
x > x0

,

where x0 solves

s0
x0 − 1

x0
=

tanh
(√

1
Dh

(x0 − 1)
)

tanh
(√

1
Dh
x0

) .

And in particular, if Dh � 1, then x0 =
s0

s0+1
and p simplifies to

p(x) =







2
s0+1

x ≤ x0

2s0
s0+1

x > x0

3.4 Solutions for Large s(h), Small Dh, and τp = 0

Combining the results from the two previous sections, we obtain

x′0(t) =
√

Dh

s0(1− x0(t))− x0(t)
√

s0x0(t)(1− x0(t))
.

As expected, this equation has one steady state at x0(t) = s0
s0+1

. The associated

eigenvalue λ = −
√
Dh

(1+s0)2

s0
is negative, so we expect the solution to be stable. This

is observed in numerical simulation. Moreover, the trajectory of x0(t) in simulation

matches the behaviour predicted by the equation of motion (see figure 3.2).





Chapter 4

Stability

Thusfar, we have constructed exact and approximate solutions to the system of PDEs

and shown that one of these solutions is stable. We now wish to address the question

of stability in a more general context.

4.1 Linearization and an Eigenvalue Problem

Suppose that we have found some stationary solution, ps(x) and hs(x), to equations

(2.1) and (2.2), and suppose that hs(x) = 1 exactly once, at some point x0. We

consider small perturbations of the form p(x, t) = ps(x) + φ(x, t), and h(x, t) =

hs(x) + ψ(x, t) where φ(x, t) � ps(x) and ψ(x, t) � hs(x). Substituting into the

PDEs and discarding higher order terms, we obtain the following linearized system:

τpφt(x, t) = D±φxx(x, t) + φ(x, t) (1− 2ps(x)) ,

ψt(x, t) = Dhψxx(x, t) + φ(x, t)− ψ(x, t) .

Making the ansatz φ(x, t) = eλtφ(x), ψ(x, t) = eλtφ(x), we obtain the following

eigenvalue problem:

λτpφ(x) = D±φ
′′(x) + φ(x) (1− 2ps(x)) , (4.1)

λψ(x) = Dhψ
′′(x) + φ(x)− ψ(x) . (4.2)

The no-flux boundary conditions from the original system transfer trivially to

the new functions, φ and ψ. Deriving jump conditions for the eigenvalue problem,

however, requires more care. There are two ways to carry out the calculation: by

integrating the equations across the jump, as we did for the original system, or by

linearizing the original jump conditions. We begin with the former.

16
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4.2 Jump Conditions via Integration

We assume that φ takes the form φ(x) = φ̂(x) + cδ(x− x0), where c is a constant, δ

is a Dirac delta, and φ̂ is a (potentially discontinuous) function. We also assume ψ

has no Dirac delta component.

Integrating (4.2) on a small interval around x0, we obtain

λ

�
�
�
�
��>
0

∫ x+
0

x−
0

ψdx = Dh

∫ x+
0

x−
0

ψxxdx+

∫ x+
0

x−
0

φdx−
�

�
�

�
��>
0

∫ x+
0

x−
0

ψdx

0 = Dhψ
′|x

+
0

x−
0

+ c .

Premultiplying (4.2) by x and performing integration by parts, we derive

λ

�
�
�
�
�
�>
0

∫ x+
0

x−
0

xψdx = Dh

∫ x+
0

x−
0

xψxxdx+

∫ x+
0

x−
0

xφdx−
�

�
�

�
�
�>
0

∫ x+
0

x−
0

xψdx

0 = −x0c−Dhψ|x
+
0

x−
0

+ cx0

0 = ψ|x
+
0

x−
0

.

Integrating (4.1) requires care in taking limits. Begin by integrating over (x0 −
∆, x0+∆), where ∆ is some small constant. We temporarily replace s by a sufficiently

continuous sigmoid which switches value in some ε-neighbourhood around x0 (i.e. s(h)

is approximately constant outside (x0 − ε, x0 + ε)). We observe that

s(h)p(x, t) ≈ s(hs)ps(x) + ps(x)s
′(hs)ψ(x)e

λt + s(hs)φ(x)e
λt ,

and adjust the linearization accordingly to obtain

λτpφ(x) = (ψ(x)s′(hs)ps(x) + s(hs)φ(x))xx + φ(x) (1− 2ps(x)) . (4.3)

After integrating, we will take the limit ∆ → 0, and assume ε � ∆. We also adopt

the notation f+ := f(x+0 ), similarly for f−.
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Integrating (4.3) and taking the aforementioned limit yields

τpλ

∫ x0+∆

x0−∆

φdx =

∫ x0+∆

x0−∆

(ψs′(hs)ps + s(hs)φ)xxdx+

∫ x0+∆

x0−∆

φ(1− 2ps)dx

τpλc = lim
∆→0

(ψs′(hs)ps + s(hs)φ)x|x0+∆
x0−∆ + c(1− p+s − p−s )

τpλc = s(hs)φ
′|x

+
0

x−
0

+ c(1− p+s − p−s ) .

Similarly, premultiplying (4.3) by x and integrate by parts, we obtain

0 = s(hs)φ|x
+
0

x−
0

.

Finally, premultiply (4.3) by x2 and integrate by parts twice, we obtain

c =
ψ(x0)

h′s(x0)
(p+s − p−s ) .

This last equation can be used to eliminate c, yielding the final jump conditions

for the eigenvalue problem:

0 = sφ′|x
+
0

x−
0

+
ψ(x0)

h′s(x0)
(p+s − p−s )

(

1− p+s − p−s − τpλ
)

, (4.4)

0 = sφ|x
+
0

x−
0

, (4.5)

0 = Dhψ
′|x

+
0

x−
0

+
ψ(x0)

h′s(x0)
(p+s − p−s ) , (4.6)

0 = ψ|x
+
0

x−
0

. (4.7)

4.3 Jump Conditions via Linearization

We will now derive these equations by linearizing the matching conditions from the

original system. Begin by noting that in the perturbed regime x0 may vary with time.

Because of this, we will need to linearize (3.5), rather than (3.1).

We linearize as before, taking p(x, t) = ps(x) + φ(x)eλt and h(x, t) = hs(x) +

ψ(x)eλt. Since the location of the jump will change, we also perturb the interface lo-

cation x0(t) = x0s + θeλt. As before, we split p and h into left and right components,

denoted hl, hr, etc.
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Expanding hl(x0, t) and discarding higher order terms, we obtain

hl(x0, t) ≈ 1 + eλt (θh′sl(x0s) + ψl(x0s)) .

We do the same for hr, and substitute into (3.4). Recalling that h′sl(x0) = h′sr(x0),

this then yields

ψl(x0s) = −θh′sl(x0s) = ψr(x0s) .

Similarly, expanding ∂xhl(x0, t) yields

∂xhl(x0, t) ≈ h′sl(x0s) + eλt (θh′′sl(x0) + ψ′
l(x0)) .

Substituting into (3.3) and and simplifying yields

ψ′|x
+
0s

x−
0s

= θ
α

Dh

ps|x
+
0s

x−
0s

.

Repeating this procedure for p and ∂xp and substitute into (3.5) and (3.2) we can

derive

0 = sφ|x
+
0s

x−
0s

,

0 = sφ′|x
+
0s

x−
0s

+ θ
(

τpλ(p
+
s − p−s ) + sp′′s |

x+
0s

x−
0s

)

.

Eliminating θ, and reverting to the previous notation x0s → x0, we recover

0 = sφ′|x
+
0

x−
0

− ψ(x0)

h′e(x0)

(

τpλ(p
+
s − p−s ) + sp′′s |

x+
0

x−
0

)

,

0 = sφ|x
+
0

x−
0

,

0 = Dhψ
′|x

+
0

x−
0

+
ψ(x0)

h′e(x0)
ps|x

+
0

x−
0

,

0 = ψ|x
+
0

x−
0

.

At first glance, the first of these may appear different to the equations (4.4− 4.7).

However, using the fact that sp′′s = −ps(1− ps), we can show that these are, in fact,

equivalent.



20

4.4 Solutions to the Eigenvalue Problem for Large s(h) Values

Having adequately set up the eigenvalue problem, all that remains is to pick a sta-

tionary solution and attempt to solve the system. We use the solution derived in

section 3.3.

In keeping with our previous notation, we define φl, φr, etc. Recall that, to leading

order, psl(x) = pl0. Let ωl =
1

D+
(1− 2pl0 − τpλ). Solving (4.1) in the left of the do-

main, we obtain φl(x) = cl1 cos(
√
ωlx), where cl1 is some constant to be determined.

A similar solutions can be found for the right part of the domain.

Substituting into (4.2) yields a differential equations for ψ;

ψ′′
l (x) = − cl1

Dh

cos(
√
ωlx) +

1 + λ

Dh

ψl(x) .

It has the following solution,

ψl(x) =
cl1

1 + λ+Dhωl

cos(
√
ωlx) + cl2 cosh

(

√

1 + λ

Dh

x

)

,

where cl2 is a constant.

We can find similar solutions for the right of the domain. We substitute these solu-

tions into equations (4.4−4.7). To simplify notation, let k = p+e −p−e
h′
e(x0)

(1− p+e − p−e − τpλ).

This results in the equations

0 =−D−cr1
√
ωr sin(

√
ωr(x0 − 1)) +D+cl1

√
ωl sin(

√
ωlx0)

+ k

(

cl1

1 + λ+Dhωl

cos(
√
ωlx0) + cl2 cosh

(

√

1 + λ

Dh

x0

))

,

0 =D−cr1 cos(
√
ωr(x0 − 1))−D+cl1 cos(

√
ωlx0) ,

0 =
cr1

1 + λ+Dhωr

cos(
√
ωr(x0 − 1)) + cr2 cosh

(

√

1 + λ

Dh

(x0 − 1)

)

− cl1

1 + λ+Dhωl

cos(
√
ωlx0)− cl2 cosh

(

√

1 + λ

Dh

x0

)

,
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and

0 =− cr1
√
ωr

1 + λ+Dhωr

sin(
√
ωr(x0 − 1)) + cr2

√

1 + λ

Dh

sinh

(

√

1 + λ

Dh

(x0 − 1)

)

+
cl1

√
ωl

1 + λ+Dhωl

sin(
√
ωlx0)− cl2

√

1 + λ

Dh

sinh

(

√

1 + λ

Dh

x0

)

+
1

Dhh′e(x0)
(p+e − p−e )

(

cl1

1 + λ+Dhωl

cos(
√
ωlx0) + cl2 cosh

(

√

1 + λ

Dh

x0

))

.

Written in matrix notation, we have

M















cl1

cr1

cl2

cr2















=















0

0

0

0















where M is the matrix below, with Al =
1

1+λ+Dhωl
(similarly for Ar), and B =

√

1+λ
Dh

.













D+
√
ωl sin(

√
ωlx0)+kAl cos(

√
ωlx0) −D−

√
ωr sin(

√
ωr(x0−1)) k cosh(Bx0) 0

−D+ cos(
√
ωlx0) D− cos(

√
ωr(x0−1)) 0 0

−Al cos(
√
ωlx0) Ar cos(

√
ωr(x0−1)) − cosh(Bx0) cosh(B(x0−1))

√
ωlAl sin(

√
ωlx0)

+ (p+e −p−e )
Dhh′

e(x0)
Al cos(

√
ωlx0)

−√
ωrAr sin(

√
ωr(x0−1))

−B sinh (Bx0)

+ (p+e −p−e )
Dhh′

e(x0)
cosh (Bx0)

B sinh(B(x0−1))













In order to have non-trivial solutions, we require that detM = 0. Written in full,

this determinant is

detM =−D+D−
√
ωrB cos(

√
ωlx0) sin(

√
ωr(x0 − 1)) sinh(B)

+
p+e − p−e
Dhh′e(x0)

D+D−
√
ωr cos(

√
ωlx0) sin(

√
ωr(x0 − 1)) cosh(B(x0 − 1)) cosh(Bx0)

−ArBD+k cos(
√
ωlx0) cosh (Bx0) cos(

√
ωr(x0 − 1)) sinh (B(x0 − 1))

−D+k
√
ωrAr cos(

√
ωlx0) cosh (Bx0) cosh (B(x0 − 1)) sin(

√
ωr(x0 − 1))

+D−D+
√
ωlB cos(

√
ωr(x0 − 1)) sin(

√
ωlx0) sinh(B)

− p+e − p−e
Dhh′e(x0)

D−D+
√
ωl cos(

√
ωr(x0 − 1)) sin(

√
ωlx0) cosh(B(x0 − 1)) cosh(Bx0)

+D−kAlB cos(
√
ωr(x0 − 1)) cos(

√
ωlx0) sinh(B)

+D−kAlB cos(
√
ωr(x0 − 1)) cosh (Bx0) cos(

√
ωlx0) sinh(B(x0 − 1))

+D−k
√
ωlAl cos(

√
ωr(x0 − 1)) cosh (Bx0) cosh(B(x0 − 1)) sin(

√
ωlx0) .
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To discretize the problem, one first discretizes the domain; we translate the problem

from the interval [0, 1] to some finite collection of equidistant points 0 = x1 < x2 <

... < xn = 1. All the relevant functions, p, h, s, φ, and ψ, are replaced by their

discrete counterparts, and the differential operators are replaced by matrices (there

are many ways to do with, but the most straightforward method is to use finite differ-

ences to approximate derivatives, using the no-flux boundary conditions to handle the

values at the edges of the domain). This converts the problem to a matrix eigenvalue

problem where the matrix in question is very sparse.

4.5 Revisiting Stability in the Small Dh, τp = 0 Regime

While the equation governing the eigenvalues in the large s case is generally in-

tractable, we should expect it to simplify considerably when Dh is small and τp = 0.

After all, we have already shown that this limiting case is stable and has a relatively

simple eigenvalue. With this in mind, we attempt to simplify det (M), in the hopes

that we recover the same result as before.

We begin by approximating the cosh and sinh terms by a suitable exponential to

obtain

det(M) ≈− 1

2
D+D−

√
wrB cos (

√
wlx0) sin (

√
wr (x0 − 1)) eB

+
1

4

1 (pr0 − pl0)D+D−
√
wr cos

(√
wlx0

)

sin
(√

wr (x0 − 1)
)

eB

Dhhx

+
1

4
ArBD+k cos (

√
wlx0) cos (

√
wr (x0 − 1)) eB

− 1

4
D+k

√
wrAr cos (

√
wlx0) sin (

√
wr (x0 − 1)) eB

+
1

2
D+D−

√
wlB cos (

√
wr (x0 − 1)) sin (

√
wlx0) e

B

− 1

4

1 (pr0 − pl0)D+D−
√
wl cos

(√
wr (x0 − 1)

)

sin
(√

wlx0
)

eB

Dhhx

+
1

4
D−kAlB cos (

√
wr (x0 − 1)) cos (

√
wlx0) e

B

+
1

4
D−k

√
wlAl cos (

√
wr (x0 − 1)) sin (

√
wlx0) e

B .

We then use the fact that D+ and D− are large to approximate the cos and sin

terms by a first order Taylor expansion. This yields
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det(M) ≈− 1

2
D+B (1− 2pr0) (x0 − 1) eB +

1

4

(pr0 − pl0)D+ (x0 − 1) eB

Dhhx
(1− 2pr0)

+
1

4
ArBD+ke

B − 1

4
s0kAre

B (1− 2pr0) (x0 − 1)

+
1

2
D−B (1− 2pl0) x0e

B − 1

4

(pr0 − pl0)D−x0e
B

Dhhx
(1− 2pl0)

+
1

4
D−kAlBe

B +
1

4

kAle
Bx0

s0
(1− 2pl0) .

Recall that, since τp = 0, we obtain the following simplification:

Al =
1

1 + λ+Dhωl

=
1

1 + λ+Dh

(

1
D+

(1− 2pl0)
)

≈ 1

1 + λ
.

Similarly, Ar ≈ 1
1+λ

. We also find k = pr0−pl0
h′
e(x0)

(1 − pl0 − pr0). From the results from

section 3.3, we can also show that h′s(x0) ≈
√

1
Dh

(1− pl0) when Dh is small. Thus

k ≈
√

Dh

pr0 − pl0

1− pl0
(1− pl0 − pr0) .

Also recall from proposition 2 that pl0 = 2
s0+1

, and pr0 = 2s0
s0+1

in the small Dh

regime. Substitution into the equation above and simplifying yields

k ≈ −2
√

Dh .

Finally, recall that x0 =
s0

s0+1
. Substituting all of this into the equation for det(M)

yields
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det(M) ≈− 1

2
D+

√

1 + λ

Dh

(

1− 2
2s0

s0 + 1

)(

s0
s0 + 1

− 1

)

eB

+
1

4

(

2s0
s0+1 − 2

s0+1

)

D+

(

s0
s0+1 − 1

)

eB

Dh

√

1
Dh

(1− 2
s0+1)

(

1− 2
2s0

s0 + 1

)

+
1

4

1

1 + λ

√

1 + λ

Dh

D+(−2
√

Dh)e
B

− 1

4
s0(−2

√

Dh)
1

1 + λ
eB
(

1− 2
2s0

s0 + 1

)(

s0
s0 + 1

− 1

)

+
1

2
D−

√

1 + λ

Dh

(

1− 2
2

s0 + 1

)

s0
s0 + 1

eB

− 1

4

(

2s0
s0+1 − 2

s0+1

)

D−
s0

s0+1e
B

Dh

√

1
Dh

(1− 2
s0+1)

(

1− 2
2

s0 + 1

)

+
1

4
D−(−2

√

Dh)
1

1 + λ

√

1 + λ

Dh

eB +
1

4

(−2
√
Dh)

1
1+λ

eB s0
s0+1

s0

(

1− 2
2

s0 + 1

)

=− 1

2

eB√
Dh (s0 + 1)2 (1 + λ)

(

(

(s0 + 1)2 (D+ +D−)
√

Dh

+ 3
(

−1/3D−s0
2 + (D+ +D−) s0 −D+/3

)

(1 + λ)
)√

1 + λ

+ ((1 + λ)D− − 3Dh) s0
2 + ((−3λ− 3)D+ + (−3λ− 3)D− + 2Dh) s0

+ (1 + λ)D+ − 3Dh

)

=− 1

2

eB√
Dh (s0 + 1)2 (1 + λ)

(

(s0 + 1)D−
(

√

Dh (s0 + 1)2 + 2s0 (1 + λ)
)√

1 + λ

+ ((−2λ− 2)D− − 3Dh) s0
2 + ((−2λ− 2)D− + 2Dh) s0 − 3Dh

)

.

Thus, the problem now reduces to solving

0 = (s0 + 1)D−

(

√

Dh (s0 + 1)2 + 2s0 (1 + λ)
)√

1 + λ

+ ((−2λ− 2)D− − 3Dh) s0
2 + ((−2λ− 2)D− + 2Dh) s0 − 3Dh .

Since Dh is small, we can instead solve the slightly simpler equation

0 = (s0 + 1)D−

(

√

Dh (s0 + 1)2 + 2s0 (1 + λ)
)√

1 + λ

+ (−2λ− 2)D−s0
2 + (−2λ− 2)D−s0 .
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Which has three roots:

λ = −1 ,

λ =
1

2

−
√
Dh (s0 + 1)2 −

√

s20 − 2
√
Dh (s0 + 1)2 s0 − s0

s0
,

λ =
1

2

−
√
Dh (s0 + 1)2 +

√

s20 − 2
√
Dh (s0 + 1)2 s0 − s0

s0
.

Finally, expanding
√

s20 − 2
√
Dh (s0 + 1)2 s0 ≈ s0 −

√
Dh (s0 + 1)2, we find that

these two last roots are λ ≈ −1 and λ ≈ −
√
Dh

(s0+1)2

s0
. Thus, we recover the result

from section 3.4. Notice also that in figure 4.1 the second eigenvalue goes to −1 as

Dh → 0, as predicted by this analysis.



Chapter 5

Discussion

We have demonstrated that the PDE model proposed in [17] does indeed admit

non-constant stationary solutions. These solutions are periodic and contain jump

discontinuities, similar to a square wave. We focused our attention on solutions with

a single jump discontinuity, and derived, assuming the diffusion of AHL was small,

an equation of motion for a discontinuity that is not at equilibrium. The equation of

motion was able to predict results from numerical simulations. From this equation

of motion, we were able to deduce that such solutions are stable when diffusion of

bacteria is large.

We then turned our attention to stability in a more general case (lifting the re-

quirement that AHL diffusion be small, but maintaining the requirement that there

be only one jump discontinuity), and derived an associated eigenvalue problem. We

then showed that this eigenvalue problem was equivalent to finding the roots of a

transcendental equation. Solving this equation numerically, we demonstrated the ex-

istence of a Hopf bifurcation, which was then confirmed in simulation. Finally, we

showed that the transcendental equation was able to reproduce the eigenvalues pre-

dicted by the equation of motion.

This behaviour is markedly different from that described in [17]. Though they

used the same model, their choice of parameters were such that only transient pat-

terns could be created; any structure that emerged eventually collapsed to the trivial

constant state. To obtain the type of sustained pattern observed in experiment, their

group developed a three-component PDE model [13]. Most of the difference in be-

haviour can be attributed to the nature of the function s(h). In this thesis, we chose

s(h) to ensure that the system exhibited a Turing instability, and this choice ensured

that any observed steady states would be non-constant. It remains an open question

28
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whether or not such stable steady states exist for more generic s(h).

This work provides further evidence that non-linear diffusion can act as a pattern

generation mechanism. While the methods used were largely ad hoc and relied heavily

on approximation, the results obtained agree with numerical simulation and display

internal consistency (several of the results can be derived via multiple methods). It

is our hope that these results might act as a catalyst for further experiments, or as a

starting point for anyone who wishes to pursue a more rigorous analysis.

A number of open problems remain. How does one characterize the stability of

solutions with multiple discontinuities? What can be said of the case where τp 6= 0?

Can one derive similar results where s(h) is a smooth curve? Numerical simulations

show that similar patterns form even when s(h) is a sigmoid curve with a gradual

slope. Finally, what happens when we extend this model to more than one spatial

dimension? In the experiments that motivated the creation of this model, researchers

observed stable stripes and concentric circles, and preliminary simulations show that

the model has a natural tendency to develop spots when evolved from a perturbed

homogeneous state. We hope to address these questions in future work.
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Appendix A

FlexPDE Code

COORDINATES CARTESIAN1 { coord inate system , 1D,2D,3D, e tc }

VARIABLES { system va r i a b l e s }

h ( thre sho ld=1e−20)

p ( th re sho ld=1e−20) { choose your own names }

SELECT { method con t r o l s }

e r r l im=1e−5

!TERRLIM=10e−1

!PREFER STABILITY

DEFINITIONS { parameter d e f i n i t i o n s }

L=1.

Tmax=10

tau = 1

Sp=1000;

Sm=500;

D h=0.05

eps=0.001

S=(tanh((1−h)/ eps )+1)∗(Sp−Sm)/2+Sm;

! when running f o r the f i r s t time , remove the f o l l ow ing l i n e and change i n i t i a l c ond i t i on s

t r a n s f e r ( ’ . . / x . i c ’ , p00 , h00 )

INITIAL VALUES

h=h00 !+0.001∗RANDOM(x)

p=p00 !+0.001∗RANDOM(x)

EQUATIONS { PDE’ s , one f o r each va r i ab l e }

h : dt (h)=D h∗dxx (h)+p−h

p : tau∗dt (p)=dxx (S∗p)+p∗(1−p)

! CONSTRAINTS { I n t e g r a l c on s t r a i n t s }

BOUNDARIES { The domain d e f i n i t i o n }

REGION 1 { For each mate r i a l r eg i on }

START(0) { Walk the domain boundary }

point natura l (h)=0

point natura l (p)=0

l i n e to (L)

TIME 0 TO Tmax { i f time dependent }

MONITORS { show prog r e s s }

f o r cy c l e=1

e l e v a t i on (h , p) from (0) to (L) ! export format ”#x#b#1#b#2” f i l e =”p l o t I n f o . txt ”

p l o t s

f o r t=0 by Tmax/50 to Tmax

e l e va t i on (p) from (0) to (L) export format ”#x#b#1” f i l e =”p lo t . txt ”

h i s t o r i e s

h i s t o r y (GLOBALMIN X(( h−1)ˆ2)) EXPORT format ”#t#r#i ” f i l e =”inte r f aceMot ion . txt ”

END
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