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Abstract 

 

This thesis is a theoretical study on the effects of high electrostatic fields, fields of the 

order of Volts per Angstrøm, on the structure and stability of water, MgO, ZnO, and Si 

nanoclusters. A high electrostatic field applied across a material will raise the energy 

levels of a molecular orbital relative to another molecular orbital in the field direction. 

This rearrangement of the bonding and antibonding orbitals or field-induced chemistry 

can cause: (i) the electronic transformation of one material into another creating a 

continuous periodic table, (ii) the formation of new structures which are stable in the 

field, and (iii) field-induced dissociation or field evaporation. We perform detailed 

quantum mechanical calculations using density functional theory to explain experimental 

observations and explore the above effects. 

To understand Atom Probe results on the field evaporation of semiconductors we 

calculate the effects of high electrostatic fields on MgO, ZnO, and Si clusters to follow 

the structural changes during field evaporation and to obtain potential energy curves, 

partial charges and desorption pathways. We obtain field evaporation products seen in 

experiment, address the question of what happens to the oxygen during field evaporation 

of the oxide, and explain why the O goes missing. It can migrate down the (metallic) 

surface of the tip and eventually desorb either as atoms or molecules (neutral). Evidence 

of field-induced metallization of the semiconductors is seen through closure of the 

HOMO-LUMO gaps, increases in dielectric constant and polarizability, and field 

expulsion inside the clusters. Strong band gap shrinkage of a dielectric nanostructure in a 

field was experimentally confirmed. 

Finally, it has been observed in field ion microscopy experiments that long whiskers of 

up to 12 water molecules can form. We present whisker structures and energetics, lower 

and upper threshold fields, and fragmentation patterns. Our results are in general 

agreement with experiments including the fact that predominantly small protonated 

clusters break off. We also look at the quantum mechanics of charge transport along 

proton wires both with free ends and donor/acceptor terminated. The charge transfer 

times and the conductivity of the proton wire were calculated in agreement with 

experimental results. 
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CHAPTER 1 Introduction 

Electrostatic fields inside atoms and molecules are of the order of volts per ångström, 

such high fields can also be maintained over macroscopic distances at field emission tips. 

These fields are strong enough to cause the rearrangement of the electronic orbitals of the 

molecules and atoms leading to new phenomena which can be described as field-induced 

chemistry and field-induced chemisorption. There have been several review articles 

written about these topics by Kreuzer and Block et al [1]–[5]. 

 

For discussion purposes, the effects of electric fields on matter can be split into two 

regimes: physical and chemical. Physical effects occur in low fields (< 0.1 V/Å) and 

result in the atoms, molecules, and condensed matter becoming polarized. Chemical 

effects occur in larger fields and are due to the electronic orbitals becoming distorted 

such that the chemical characteristics of atoms and molecules are altered, e.g. by 

establishing new bonding or anti-bonding orbitals. Thus, a strong electric field can 

stabilize molecules that are unstable under field-free or low field conditions. This can 

open up new pathways in chemical reactions previously unseen. 

 

In this work we will examine the effects of high electric fields on dielectric and low-, 

medium, and high-bandgap semiconductive materials using H2O, Si, ZnO, and MgO, 

respectively, as specific examples. Density Functional Theory (DFT) was used 

throughout to calculate field effects and the computational methods and algorithms are 

discussed in this chapter. The effects can be constructive as mentioned above with the 

formation of new structures. In Chapter 2 we will look at this field-induced chemistry and 

the changes in the Molecular Orbital (MO) energy levels caused by the electric field and 

the resulting transformed structure, electronically and physically. With a sufficiently 

strong field we show the electronic transformation of N2 into CO. 

 

With a sufficiently strong applied field the effects will be destructive i.e. the material will 

break apart and ionize. This Field Evaporation (FE) of the material is discussed in 

Chapters 2-6. We examine the role of MOs in the FE process specifically the gap 

between the Highest Occupied Molecular Orbital (HOMO) and Lowest Unnoccupied 
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Molecular Orbital (LUMO). As well as compare the evaporation products calculated with 

experimental results from Atom Probe Tomography (APT); see section 1.2 for a 

description of APT.  

 

Of course when looking at applied field effects one should also look at changes of the 

local field and not just MOs and evaporation products. In Chapters 3-4 we calculate the 

effects of the applied field on the local fields both interior and exterior to the material to 

determine the induced electric field. The local enhancement or reduction of the induced 

field is then compared with that of conductors and of classical electrostatics. We find it is 

possible that internal fields are reduced by over 100X indicating that the material has 

become conducting. We explore this field-induced metallization further in Chapters 3-5. 

We present evidence for this effect from the closure of the HOMO-LUMO gaps, field 

expulsion from the material, and changes in the dielectric constant and polarizability. 

Experimental confirmation of bandgap closure or reduction is discussed in Chapter 5. 

Also, we calculate the depth of this metallization and show that it is predominantly a skin 

effect. 

 

In Chapter 7, we follow the quantum mechanics of charge transport along linear water 

structures called proton wires both with free ends and donor/acceptor terminated. By 

increasing the applied field we examine the stability and structural changes of these linear 

water structures which in the literature are referred to as water whiskers, water wires, or 

water chains. For clarity we will refer to these linear water structures as water whiskers if 

unprotonated and as proton wires if protonated for the remainder of the thesis. We 

present whisker structures and energetics, lower and upper threshold fields, and 

fragmentation patterns. Finally in Chapter 8 we end with the conclusions. 

 

In the remainder of this chapter we provide the necessary background information and 

preliminaries. In section 1.1 we begin with a review of classical electrostatics for 

conductors and dielectrics.We review in section 1.2 how high electric fields are generated 

experimentally and give a brief overview of the technique known as Atom Probe 

Tomography which uses such high fields. Atom probe results depend on field 
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evaporation which is discussed in section 1.3; specifically several models for the FE of 

metals. An introduction to MO theory is given section 1.4. Because DFT underlies all of 

our calculations, we give an overview in section 1.5. Finally, the computational methods 

used are discussed in section 1.6. 

 

A common physical effect has emerged in [1]–[5], namely that in a high electrostatic 

field the rearrangement of the bonding and antibonding orbitals or field-induced 

chemistry can cause: (i) the electronic transformation of one material into another 

creating a continuous periodic table, (ii) the formation of new structures which are stable 

in the field, and (iii) field-induced dissociation or field evaporation. We perform detailed 

quantum mechanical calculations using density functional theory to explain experimental 

observations, exhibit applications, and explore the above effects. 

1.1 Classical Electrostatics in Matter 

In this section we will review the classical effects of electric fields on matter for the 

purposes of comparison with later parts of the thesis. 

1.1.1  Metals 

 

In an insulating material each electron is bound to a particular atom. However, in a 

metallic conductor one or more electrons are unbound or free to move through the 

material. A perfect or ideal conductor would contain an unlimited supply of free electrons 

but such materials don’t exist. Many however come close so we list the electrostatic 

properties of an ideal conductor below [6]: 

1. The electric field E = 0 inside the conductor. The applied electric field will 

cause a separation of charge in the conductor. These induced charges will 

generate their own electric field which is equal and opposite to the applied field. 

Thus the net internal field will be zero. 

2. The charge density ρ = 0 inside the conductor. Local charges exist but the net 

density is zero. 
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3. Any net charge is on the surface of the conductor. The mutual repulsion of the 

charges will distribute the charge over the surface. 

4. A conductor is an equipotential surface. 

5. The electric field just outside the surface of the conductor is perpendicular to 

the surface. 

We now turn our attention to dielectrics. 

1.1.2  Dielectrics 

 

As mentioned above insulators or dielectrics contain electrons which are tightly bound. 

The electric field can distort the charge distribution of a dielectric atom or molecule 

through two effects: rotation and stretching. We’ll look at these effects first on an atom or 

molecule before looking at bulk dielectric properties. If a neutral atom is placed in an 

electric field then the field will cause a displacement of the electron cloud away from the 

nucleus, opposite to the applied field direction. The electric field will cause a force trying 

to separate the nucleus from the electrons while the Coulombic interaction between the 

nucleus and electrons will try to keep the atom together. If the field isn’t too strong, then 

the forces on the atom will reach equilibrium leaving the atom polarized. This separation 

of charge means the atom now has an induced dipole moment p which is oriented in the 

field direction. The induced dipole moment is approximately proportional to the applied 

field with the caveat that the field isn’t too strong [6]: 

𝒑 = 𝛼𝑬     (1) 

where α is the atomic polarizability and its value is material dependent. If the field is 

strong enough, then the electrons will be ripped away from the nucleus, ionizing the 

atom. For a molecule the polarization isn’t necessarily uniform and the constant α must 

be replaced with a polarizability tensor. 

 

A molecule with a permanent dipole moment is called a polar molecule; water for 

example is a polar molecule. Placing a polar molecule in a uniform electric field will 

generate a torque N causing the molecule to rotate: 

𝑵 = 𝑞𝒅 × 𝑬 = 𝒑 × 𝑬     (2) 
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where q is the charge separated by a distance d. The torque will align p parallel with E. 

For a nonuniform field there is also a net force f in addition to the torque: 

𝒇 = (𝒑 ∙ ∇)𝑬.     (3) 

 

Now that we have looked at atoms and molecules, what about the effects of an electric 

field on a bulk material? If the material consists of nonpolar molecules, then the field will 

induce dipole moments in the molecules and align them in the field direction. This still 

holds for randomly oriented asymmetric crystals but not single crystals which are more 

complicated. For a material consisting of polar molecules the field will rotate the 

molecules to align the dipole moment in the field direction. However, random thermal 

motion will prevent the molecules from being perfectly aligned. Regardless then of the 

mechanism that aligns the individual dipole moments in the material, it becomes 

polarized with a polarization P ≡ p/V where V is unit volume [6]. 

 

Linear dielectrics are substances where the polarization is proportional to the electric 

field (again provided the field isn’t too strong): 

𝑷 = 𝜖0𝜒𝑒𝑬     (4) 

where 𝜖0 is the permittivity of free space, and 𝜒𝑒 is the electric susceptibility of the 

material. The value of 𝜒𝑒 is material and temperature dependent. It should be noted that 

in Eq. 4, E is the total field thus the polarization will depend on the field produced by the 

polarization itself. It is best to use electric displacement D to break out of this self-

dependence:  

𝑫 ≡ 𝜖0𝑬 + 𝑷 = 𝜖0𝑬 + 𝜖0𝜒𝑒𝑬 = 𝜖0(1 + 𝜒𝑒)𝑬,   (5) 

so D is proportional to E and the proportionality constant 𝜖0(1 + 𝜒𝑒) = 𝜖 is called the 

permittivity of the material. A more useful quantity for this thesis is the relative 

permittivity or dielectric constant 𝜖𝑟: 

𝜖𝑟 ≡ 1 + 𝜒𝑒 =
𝜖

𝜖0
.     (6) 

The dielectric constant has values of 1 (vacuum), 80.1 (water), etc [6]. The electric field 

in a homogenous linear dielectric is reduced by a factor of one over the dielectric 

constant 
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𝑬 =
1

𝜖
𝑫 =

𝟏

𝜖𝑟
𝑬𝒗𝒂𝒄𝒖𝒖𝒎 .    (7) 

This implies that the dielectric constant inside of a metal, where the field is zero, 

approaches infinity. This is discussed further in Chapters 3-5. 

 

1.2 Atom Probe Tomography (APT) 

 

The atom probe, developed by Müller et al in 1968 [7], uses field evaporation for the 

identification of the atomic composition of micro- and nano-specimens. It is based on the 

field ion microscope invented by Müller in 1951 [8]. In atom probe microscopy (APM), 

high electric fields are induced at the sample surface. In metallic materials the electric 

field penetration is very small (< 1 Å) and is effectively screened on an atomic scale. 

Thus, only surface atoms are affected by the field evaporation process which evaporates 

the surface atom by atom and atomic-layer after atomic-layer. In non-metallic materials 

the field penetrates more deeply into the specimen leading to the evaporation of complex 

ions, since more than one atomic layer is being affected by the field. Figure 1.1 shows the 

typical set up of an atom probe. 

 

 

Figure 1.1 Schematic of a typical atom probe set up [courtesy of University of Oxford atom 

probe group]. 
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The needle-shaped specimen is placed in an ultra high vacuum chamber with a base 

pressure less than 10
-8

 Pa. The specimen is mounted on a movable stage controlling the 

position of the specimen in front of the local-electrode or counter electrode. The tip is 

then cooled to cryogenic temperatures (~ 20 K) to improve spatial resolution. Lower 

temperatures reduce thermal agitation and diffusion of the surface atoms, thus increasing 

confidence that the atoms observed are in their original locations and not redistributed by 

the electric field. A high-voltage (2-20 kV) DC power supply is connected to the sample 

to generate the required electrostatic field. A high voltage pulser is connected to the 

counter electrode which is positioned in front of the sample. In pulsed field evaporation 

there are two mechanisms to control the field evaporation process. One is to increase the 

electric field at a constant temperature and the other is to increase the temperature while 

keeping the electric field constant. They are known as high-voltage pulsing and laser- or 

thermal pulsing, respectively. The high-voltage pulser delivers negative high voltage 

pulses lasting a few nanoseconds. For atom probes with laser pulsing, the beam of a 

pulsed laser is focused onto the apex of the tip through a window in the chamber or using 

in-vacuum optics. Solid-state and gas lasers have been used with pulse durations of 

nanoseconds down to femtoseconds. The use of pulsed field evaporation allows precise 

control over the instant in time when the ion departs from the tip’s surface and permits an 

accurate determination of the time of flight (TOF), the time between application of the 

evaporating field pulse and the measurement of the ion by the detection system. The TOF 

of the ion is directly related to its kinetic energy and can be used to measure several 

parameters related to the motion and to determine the mass-to-charge ratio. The 

measurement of the mass-to-charge ratio enables the identification of the elemental 

species. Field evaporated ions are collected by a detector that provides information on 

timing and the position of impact of each ion on the detector. With time-of-flight 

measurements and the ability to record the position of the ions impact, the tomographic 

atom probe was developed and three dimensional reconstructions of the analysed volume 

became possible. This technique is now known as atom probe tomography [9]. 
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In the analysis of APT data the distribution of the electric field and potential determines 

the projection geometry of an ion, field evaporated from the specimen, on the detector 

plane. Moreover, the local field variation at the atomic scale controls the initial stage 

of the evaporation process and, thus, introduces aberrations into the ionic trajectories and 

ion energy spread, limiting the atom probe spatial and mass resolution. In addition, field 

penetration deep into the bulk of an insulating or semiconducting specimen leads to the 

disintegration and rupture of the specimen and affects the laser absorption during laser-

triggered field evaporation [10].  

 

For a metallic tip the macroscopic field E(r) and potential V(r) distribution is obtained 

from the Laplace equation (ΔV = 0) with the boundary conditions that there are no 

charges inside the vacuum chamber and the field is zero in the metallic specimen. For 

hemispherical, paraboloid and hyperboloid tips the field distribution is known 

analytically [11]. The field value E at the tip apex can be approximated by E0 = V0 / κR 

[12] where V0 is the applied potential between the tip and a flat counter-electrode, R is the 

apex radius and κ is a dimensionless factor that varies with the exact tip geometry[10].  

 

The situation is more complex for semiconductor and dielectric tips for which the free-

charge density is much lower than in metals. For insulating tips one can assume that the 

carrier density inside the tip is zero because APT experiments are usually performed at 

temperatures below 100 K, where only a very low density of conduction electrons and 

valence holes are excited thermally. In this case, the field inside the tip is, on the 

macroscopic scale, the applied field divided by the dielectric constant, producing a large 

potential drop at the tip apex [13], [14]. For a dielectric layer on a metallic tip one gets 

approximately at the tip apex [15]  

 

𝐸0 =
𝜖𝑟𝑅

(𝜖𝑟𝑅+𝑑)

𝑉0

𝜅𝑅
,     (8) 

where ϵr is the dielectric constant of the layer and d is its thickness. Thus, for rather thick 

dielectric layers, the field at the apex can be many times lower than the one found at the 

apex of metallic tips [10]. 
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However, experiments show that the field values for both metallic and insulating tips are 

quite similar and the potential drop at the dielectric tip apex is less than 1% of the applied 

voltage [16]. This implies a substantial free-carrier density inside the insulating tip, and a 

better way to describe the field distribution is to solve the Poisson equation coupled to the 

transport equations for the free carriers, taking into account the dielectric constant of the 

specimen. As a result, the free electrons will separate from the free holes in order to 

screen the external field inside the tip, and the potential at the tip apex will correspond to 

the one applied to the tip base [17]. A simple estimate how long it takes to establish this 

separation after the external field has been switched on or changed is given by the 

dielectric relaxation time τ = ϵϵ0ρ where ϵ0 is the permeability of free space and ρ is the 

resistivity of the specimen. For MgO at 100 K the internal field will take more than 2 h to 

be established. This is in stark contradiction to both APT experiments and also to field 

evaporation observed in the field ion microscopy which show that relaxation is very fast. 

To understand this discrepancy one has to find extra carriers and also consider the initial 

high fields inside the insulator as a driving force for charge separation, thus faster 

screening and hence shorter relaxation times. This discrepancy can be understood and 

resolved in a microscopic approach which shows that in high electric fields in insulators 

and semiconductors the band gap is drastically reduced as will be discussed in Chapters 

2-5 [10]. 

 

1.3 Field Evaporation of Metals and Dielectrics 

 

The application of a high kilovoltage to a nanometric metallic tip generates an electric 

field at the surface of the metal on the order of volts per angstrom. This voltage induces 

free electrons to move inwards towards the bulk leaving an electron deficiency at the 

surface. The electric field is generated by the presence of the positively charged surface 

atoms. At the edges and kink sites, the atoms have a greater positive charge, as illustrated 
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in Figure 1.2.

 

Figure 1.2 Side view illustration of a positively charged metal surface [9]. 

 

As the electric field is directly proportional to the surface charge density, the field is 

strongest above these sites. If the electric field is sufficiently strong, then the atom can be 

pulled away from the lattice while an electron drains into the surface. The atom is now 

ionized and is accelerated away from the surface by the electric field. This field induced 

removal of the atom from its lattice site is called field evaporation [9]. There are many 

different models for the exact mechanism of FE and an excellent overview is given by 

Miller and Forbes [18]. We will review the Gomer or charge draining model [19], which 

is the most widely accepted, and the Kingham-Haydock model on post-ionization [20], 

followed by the Kreuzer model [21], [22] which improves upon the former models. Also, 

electron tunneling in an electric field will be discussed. 

 

1.3.1  Gomer Model 

 

This model was originally proposed by Gomer for the field desorption of electronegative 

gases. It was adapted by T.T. Tsong for the field evaporation of metals by viewing the 

field evaporation process as a draining of electronic charge from the surface atom as 

thermal vibrations move the atom away from equilibrium. The Gomer model treats FE as 

a transition, for an atom A and metal M, to go from the A + M atomic state to the A
n+

 + 

M
n-

 ionic state. The potential energy curves for the atomic state Va (z, E=0) and the ionic 
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state Vi (z, E=0) in the absence of a field are shown in Figure 1.3. Far away from the 

surface, the ionic state will be higher in energy than the atomic state by a factor of ΣiIi – 

nφ. This is simply the energy needed to ionize the atom into an n+ ion minus the energy 

of the n electrons returned to the metal surface, where φ is the work function of the metal. 

Once a field is applied, the atomic curve Va (z, E) is slightly lowered due to polarization 

and the ionic curve Vi (z, E) is lowered greatly by –nqEz. The atomic and ionic curves 

will intersect at a point zc close to the equilibrium distance z0 of the surface atom 

provided the field is sufficiently strong. The atomic state has a higher energy than the 

ionic state after zc. If the thermal vibration of the surface atom exceeds this critical 

distance then it’s possible for the atom to undergo an electronic transition into the ionic 

state and be accelerated away from the surface as an ion. The activation energy Qn is 

given by 

𝑄n(𝐸) = 𝑉i (𝑧c, 𝐸) − 𝑉a (𝑧0, 𝐸) .    (9) 

 

 

Figure 1.3 Potential energy diagram of the atomic, Va, and ionic states, Vi, in the Gomer 

model. 
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To calculate the activation energy then requires explicit forms for the atomic and ionic 

states. The atomic state is approximated by 

𝑉a (𝑧0, 𝐸) ≅ −𝛬(𝐸) −
1

2
αa(𝑧0)𝐸2 −

1

24
𝛾a(𝑧0)𝐸4    (10) 

where Λ is the field dependent binding energy of the surface atom, αa is the polarizabilty, 

and γa is the hyperpolarizabilty [19]. The ionic curve is given below and is more 

complicated due to an energy level shift, broadening effects, and field penetration [19], 

𝑉i (𝑧c, 𝐸) ≅ 𝛬 + ∑ 𝐼𝑖 −
𝛤

2

𝑛

𝑖

− Δ𝑉 − 𝑛𝜑(𝐸) − 𝑛𝑞𝐸𝑧c −
1

2
αi𝐸

2 −
1

24
𝛾i𝐸

4 −
𝑛2𝑞2

4(𝑧c + 𝛿)

+ ∑
𝐾

𝑟𝑗
𝑝(𝐸)

𝑗

 

(11) 

where ΔV is the energy shift, Γ is the broadening effect, φ is the work function taking into 

account field penetration, δ is the field penetration depth, and αi and γi are the n charged 

ion polarizabilty and hyperpolarizabilty. The second last term is the ion image potential 

modified by the field penetration. The last term represents a Lennard-Jones type repulsive 

interaction between the ion and ionic cores of the metal. These forms for the ionic and 

atomic potentials are often too unwieldy to use for data analysis and are frequently 

approximated by simpler models [19]. 

 

A simpler model by Tsong , based on the Gomer model, is more frequently used to 

calculate the evaporation field [23]. The field strength at which the activation barrier 

decreases to zero is defined as the evaporation field Eev. The evaporation field of n-fold 

charged ions is given by 

𝐸ev ≅
1

𝑛𝑟0
(𝛬 + ∑ 𝐼𝑖

𝑛
𝑖 − 𝑛𝜑 −

3.6𝑛2

𝑟0
) V/Å    (12) 

provided that Λ, I, and φ are in eV, and the atomic radius r0 is in angstroms. Tsong 

calculated the evaporation fields and charge states for different metals using this model 

and found them to be in good agreement with experimental observations at the time but 

was unable to account for multiple charged states that occurred during nanosecond high 

voltage pulsing [19]. 
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1.3.2  Kingham-Haydock Model 

 

Haydock and Kingham came forth with a model to account for the multiply charged ions 

using the charge-draining model as the basis for initial evaporation [20]. Their model 

proposes that all ions leave the surface singly charged and are re-ionized or post-ionized 

in the vicinity of the tip. It’s possible for the high electric field to ionize the atom several 

times as it leaves the vicinity of the tip. Figure 1.4 illustrates the potential energy of an 

ion in a potential qEx near a metal surface in an electric field E. An electron in the outer 

shell of the ion can tunnel through the energy barrier into an empty energy level in the 

metal surface. However, this is only possible if the electron energy level coincides or is 

higher than the Fermi level in the metal. The critical distance, xc, this post-ionization 

occurs from the surface for the (n+1)th ionization is given by 

 

𝑥c =
𝐼n+1−𝜑

𝐸
      (13) 

where I(n+1) is the (n+1)th ionization energy. The probability for an electron to tunnel 

through the energy barrier is dependent on the electric field and the time the ion is in the 

ionization zone. This means the post-ionization probability depends on the ion’s kinetic 

energy. Their model was found to explain discrepancies in the charge states of Rh and W. 

Thus, the model was used to calculate the relative frequency of each charge state versus 

electric field to produce what are known as Kingham curves. For better or worse, the FE 

community has adopted these curves [9], [20]. 
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Figure 1.4 Potential energy diagram of an ion in state In subject to an electric field E near a 

metal surface [9]. The potential is qEx, I(n+1) is the (n+1)th ionization energy, φ is the work 

function of the surface, and xc is the critical distance for post-ionization. 

 

1.3.3  Kreuzer Model 

 

The macroscopic field distribution, described above in 1.2, is obtained using classic 

electrodynamics, assuming a continuum with a smooth tip surface. At the atomic scale, 

however, the tip surface must have multiple heterogeneities like ledges, steps, and kink 

sites due to the discrete nature of the atoms. Also, the classic description considers that 

the field drops abruptly to zero at the metallic surface and decreases discontinuously by a 

factor of ϵr at the dielectric surface. However, in reality the electron distribution and 

electric fields vary smoothly over distances of a few angstroms on real surfaces. A 

jellium model [24]–[26] has these features. The jellium model of a metal assumes that the 

ionic lattice can be smoothed into a uniform positive charge density that drops to zero 

abruptly half a lattice constant above the topmost lattice position. The electron density 

and the local field distribution can be calculated using, for instance, density functional 

theory.  

 

Density functional calculations have been performed to deal with a lonely metal atom on 

a flat metal surface in an external field [24]. In Figure 1.5 the equipotential lines around 
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the atom and also the classical approximation around a metallic hemisphere are shown. In 

Figure 1.6 they show the external electrostatic field along a line perpendicular to the 

surface. Curve A, calculated with DFT, is along a line laterally far from the adatom 

showing the smooth variation over several angstroms rather than an abrupt change as 

predicted by macroscopic electrostatics. Curve B is the field along a line through the 

center of the atom and curve C is the classical result approximating the atom by a 

hemispherical boss. Compared with the field in the absence of the adatom, we note the 

expulsion of the field from the adatom region which, in turn, results in an enhancement of 

the field just outside the adatom but not by as much as classical theory predicts. Rather, 

the partial field penetration into the adatom region results in a smearing out of the field, 

as a reflection of the adjustability of the electronic distribution at the surface [10], [24]. 

 

Figure 1.5 Electrostatic equipotential map for a Nb atom on a metal surface. Left: DFT 

calculations; right: metallic hemisphere (classical) [24]. 

 

Evaporation field strengths have been calculated using this model yielding good 

agreement with experimental values. In the past decade it has become possible to 

calculate the local field distribution above a ‘real’ metal surface using gradient-corrected 

exchange-correlation potentials with density functional theory. Details such as field-

induced surface reconstruction and relaxation can be calculated. Precision measurements 

of field ion appearance energies by Block’s group [22], [27]–[29] have confirmed the 

local field enhancements predicted in Figure 1.6. This is crucial to understand field ion 
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imaging and the preferential field evaporation of kink, edge, and ledge atoms in APT of 

metals.  

 

 

Figure 1.6 Electrostatic field along a line perpendicular to the surface. Curve A along a line 

laterally far from the adatom predicted by DFT, curve B is the field along a line through the 

center of the atom and curve C is the classical result approximating the atom by a hemispherical 

boss [24]. 

 

 

Kreuzer et al also developed a first principles theory of the kinetics of field evaporation 

[21]. They start from the observation that the potential energy curves, Va (z, E=0) and the 

curve that starts as Va (z, E) close to zero and transitions to Vi (z, E) at zc, shown in Figure 

1.3, are the quantum-mechanical ground state of the system in the adiabatic 

approximation; which assumes that the nuclei are infinitely heavy and the electrons 

follow instantaneously the "motion" of the nuclei. Following a potential energy curve 

note that inside the hump the atom is essentially neutral with small charge transfers for 

increased binding but far from the surface it is an ion. The transition from neutral to ion 

occurs around the potential hump. To quantify this picture one needs the potential energy 

curve for the first excited state for which the atom is neutral far from the surface and 
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becomes an ion on close approach. The two curves are shown schematically in Figure 

1.7. To calculate the transition rate for the departing atom to get excited one must 

consider diabatic energy curves along which the neutral and ionic character does not 

change, see the dashed curves in Figure 1.7. They can be obtained via an orthogonal 

transformation from the adiabatic states even though they are not true eigenstates of the 

full Hamiltonian but they contribute off-diagonal elements in their interaction matrix, 

which, when coupled to the phonons of the substrate lead, e.g. via Fermi's Golden rule, to 

transition rates for ionization. The theory is quite involved (and won’t be discussed in this 

thesis) but has been worked out in detail and applied very successfully to field desorption 

of He, and field evaporation of metals and polymers [10], [21], [30], [31].  

 

Figure 1.7 Sketch of adiabatic (solid) and diabatic (dashed) potential energy curves for 

an atom at a distance z above a surface [10]. 

 

1.3.4  Electron Tunneling 

Quantum tunneling is a microscopic phenomenon where a particle, such as an electron, 

can penetrate and pass through a potential barrier. This barrier is assumed to be higher 

than the kinetic energy of the particle, therefore such a motion is not allowed by the laws 

of classical dynamics. The simplest problems in quantum tunneling are one-dimensional 

and we restrict ourselves to such in this work. 
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To calculate the tunneling probability of a particle through a potential barrier one needs 

to find a solution to the time independent Schrödinger equation 

[−
ℏ2

2𝑚

𝑑2

𝑑𝑥2 + 𝑉(𝑥)] 𝜓(𝑥) = 𝐸𝜓(𝑥)     (14) 

where m is the mass of the particle, V(x) represents the barrier, ψ(x) is the particle 

wavefunction, and E is the particle energy. For simple tunnelling-barrier models, such as 

the rectangular barrier, an analytic solution exists. More complicated barriers are solved 

using semiclassical or quasiclassical methods such as the WKB approximation. 

 

The WKB approximation, named after Wentzel, Kramers, and Brillouin, is a method for 

obtaining an approximate solution to a time-independent one-dimensional differential 

equation, in this case the Schrödinger equation. Its principal application here will be in 

calculating tunneling rates through potential barriers. Note that the WKB approximation 

involves what is called the classical turning point, the point at which the potential energy 

V is approximately equal to the total energy E. This is the point at which the kinetic 

energy equals zero, and marks the boundaries between regions where a classical particle 

is allowed and regions where it is not; hence, the semiclassical nature of the 

approximation [32]. 

 

We’ll look at the case of an electron tunneling through a barrier in the presence of a high 

electric field and use the WKB approximation to find the tunneling probability. The 

potential barrier V(x) is shown in Figure 1.8.  

 
Figure 1.8 Schematic of a triangular potential energy barrier. 
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We begin by rewriting Eq. 14 as: 

𝑑2𝜓(𝑥)

𝑑𝑥2
=

2𝑚(𝑉(𝑥)−𝐸)

ℏ2
𝜓(𝑥)     (15) 

Between x and x+dx this equation can be solved yielding: 

𝜓(𝑥 + 𝑑𝑥) = 𝜓(𝑥) exp (−√
2𝑚(𝑉(𝑥)−𝐸)

ℏ2
 𝑑𝑥)   (16) 

For a slowly varying potential the amplitude of the wavefunction at x = L can be related 

to the wave function at x = 0: 

𝜓(𝐿) = 𝜓(0) exp (− ∫ √
2𝑚(𝑉(𝑥)−𝐸)

ℏ2

𝐿

0
 𝑑𝑥)     (17) 

From this the tunneling probability T, can be calculated for a triangular barrier for which 

V(x) = 0 for x < 0 and V(x) = V0 – eExx for x > 0 where V0 is the barrier height and Ex is 

the electric field: 

𝑇 =
𝜓(𝐿)𝜓∗(𝐿)

𝜓(0)𝜓∗(0)
= exp (−2 ∫ √

2𝑚

ℏ2
√𝑉0 –  𝑒𝐸𝑥x

𝐿

0
 𝑑𝑥)    (18) 

the tunneling probability then becomes [32], [33] 

𝑇 = exp (−
4

3

√2𝑒𝑚

ℏ

𝑉0
3/2

𝐸𝑥
)     (19) 

1.4  Molecular Orbital Theory 

Analogous to an atomic orbital (AO), a molecular orbital (MO) represents a region where 

an electron in a molecule is likely to be found. In principle the Schrödinger equation 

allows the calculation of the molecular wavefunction but is more difficult to solve than in 

the case of the many-electron atom. Several simplifying assumptions have to be made 

which then provide an approximation of the real situation. The first is the Born 
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Oppenheimer approximation [34]. This approximation writes the total wavefunction Ψ(r, 

R) as a product of the nuclei wavefunctions Ξ(R) and electrons wavefunction Φel(r)  

𝜳(𝒓, 𝑹) = 𝜩(𝑹)𝜱el(𝒓)     (20) 

where R and r represent the nuclear and electronic coordinates, respectively. The physical 

justification is that the nuclei are more massive than the electrons and move very slowly 

in comparison with the electrons. Thus equation (20) describes a set of mobile electrons 

moving around fixed nuclei. The problem then reduces to solving the Φel(r) for a given 

nuclear geometry [35]. 

 

An exact analytic solution for the electronic wavefunction of systems containing more 

than one electron isn’t possible so the orbital approximation can be used. Using this 

approximation, the solution of the many-electron wavefunction is written as a product of 

one-electron functions 

𝚽el(𝑟1, 𝑟2, … , 𝑟𝑛) = 𝜑1(𝑟1)𝜑2(𝑟2) … 𝜑𝑛(𝑟𝑛)    (21) 

where the one-electron functions φi are the molecular orbitals of the system [35]. 

 

The form of the molecular orbitals can be described using the linear combination of 

atomic orbitals (LCAO) approximation. Each MO is written as a linear sum of 

contributions from the AO’s of the molecule χj  

𝜑𝑖 = ∑ 𝑐𝑖𝑗𝑗 𝜒𝑗      (22) 

where the cij are the weights of the AO χj in the MO. The physical justification for this is 

that an atom in the interior of the molecule retains many of the characteristics of an 

isolated atom. In principle the χj are known and consist of an infinite number of functions 

for each atom. In order for the problem to be solveable, two approximations are used to 

truncate the sum: (1) Core electron orbitals are ignored. They are centered close to the 

nucleus and play negligible roles in chemical bonding. (2) Only occupied valence orbitals 

and empty orbitals with the same principal quantum number as the valence orbitals are 

used. Calculating the MOs, thus reduces to solving for the coefficients cij which 

characterize it. This can be done by the variational theorem which leads to a direct 

determination of the cij, which can then be used to calculate the energy of the system 

Esystem = ∑ εi where εi is the energy of the ith orbital [35].  
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A qualitative approach based on symmetry and relative energies of the AOs of the 

isolated atoms is also quite useful for understanding the electronic and chemical 

behaviour of the molecule; we use a diatomic heteronuclear molecule AB as a simple 

example. We assume that each atom has only a single AO (χ1 on A and χ2 on B) and they 

each have a different energy, χ2 being lower. The wavefunctions of the AOs interact with 

a degree of interaction determined by the overlap integral < χ1| χ2> = S, with S = 0 

indicating no interaction. Depending on the symmetry of the interacting AOs, the 

probability density functions for the MOs may be enhanced or reduced between the two 

atoms. An enhancement is due to the AOs being in phase and indicates that the electron 

has an increased probability of being found between the two atoms. The kinetic and 

potential energy of the electron are reduced leading to an energetic stabilization of the 

MO which is called the bonding orbital φ+. The bonding orbital lies lower than the AOs. 

A reduction is due to the AOs being out of phase and indicates that the electron is 

unlikely to be found between the two atoms. There is no stabilization in this region, in 

fact the electron is more unstable here than in an isolated AO. This MO is higher in 

energy than the AOs and is called the antibonding orbital φ-. Orbitals with no interaction 

are called non-bonding orbitals. Their energy is almost the same as the AOs of one of the 

atoms in the molecule except for small shifts due to changes in the local field. Core 

electrons are typical examples [35]. 

 

The interaction between the two AOs is illustrated in an interaction diagram shown in 

Figure 1.9. The bonding orbital φ+ lies lower than χ2 by an amount ΔE
+
 = E(χ2)-E(φ+) and 

the antibonding orbital φ- is higher than χ1 by ΔE
-
 = E(φ-)-E(χ1). In general, ΔE

+ 
< ΔE

-
. 

The MOs are filled according to Hund’s rule and the Pauli-Exclusion principle. The 

presence of two electrons in the bonding orbital and the lack of electrons in the anti-

bonding orbital gives rise to a chemical bond. However, if there are two electrons in the 

antibonding orbital then the bond is destabilized due to ΔE
+ 

< ΔE
-
. The interaction of two 

AOs located on two centers is summarized below: (1) Orbitals can only interact if S ≠ 0. 

(2) The interaction of two AOs leads to the formation of one bonding orbital and one 

anti-bonding orbital. In general, n AOs leads to n MOs. (3) The bonding MO is more 
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stable than the lowest energy starting AO. (4) The antibonding orbital is less stable than 

the highest energy starting AO. (5) The bonding orbital is stabilized less than the 

antibonding is destabilized i.e. ΔE
+ 

< ΔE
-
. (6) The interaction is proportional to S for 

degenerate AOs and S
2
/(ε1- ε2) for non-degenerate AOs, where εi is the energy of orbital i. 

(7) The bonding orbital is localized on the atom with the deeper lying AO and the 

antibonding on the atom with the higher energy AO [35]. 

 

 

Figure 1.9 Interaction diagram of a heteronuclear diatomic molecule. 

 

The situation becomes much more complex as the number of AOs and MOs increase on 

the molecules in question. A simplification can be made using the frontier orbital 

approximation [35] which looks at the interaction of the highest occupied molecular 

orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of two molecules to 

determine how the molecules react with one another. The difference of the energies of the 

HOMO and LUMO is called the HOMO-LUMO gap. As the molecular system increases 

in size towards a bulk material, the HOMO-LUMO gap approaches the bulk band gap. 

Application of a high electric field can raise the MO energy levels causing closure of the 

HOMO-LUMO gap indicating field-induced metallization of the material. We will look 

at changes to the HOMO-LUMO gap in electric fields throughout this thesis and discuss 

implications of its closure. 
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1.5  Density Functional Theory 

Density functional theory is a method used in quantum mechanics to calculate the 

electronic structure of many-body systems. As is common in many-body electronic 

structure calculations, the nuclei of the treated molecules or clusters are regarded as 

generating a static external potential 𝑣𝑒𝑥𝑡(𝒓) in which the electrons follow the motion of 

the nuclei instantaneously (the Born–Oppenheimer approximation) [34]. The external 

potential seen by the electrons is then due to the external field from the positively 

charged nuclei and is defined as  

𝑣𝑒𝑥𝑡(𝒓) = − ∑
𝑍𝐼𝑞2

|𝒓−𝑹𝐼|𝐼      (23) 

where the RI are nuclear coordinates of the Ith nucleus, and ZI is the atomic number. 

DFT is based upon the Hohenberg-Kohn theorem [36]. This theorem states that for a 

system of interacting electrons in an external potential 𝑣𝑒𝑥𝑡(𝒓), the ground state electron 

density, 𝜌(𝒓), is uniquely determined. Thus, the full Hamiltonian is determined since the 

density 𝜌(𝐫) is uniquely related to the external potential 𝑣𝑒𝑥𝑡(𝐫) and the number n of 

electrons by 𝑛 = ∫ 𝜌(𝐫)𝑑3 𝐫. 

The Hohenberg-Kohn theorem also states that a universal functional E[ρ] can be defined 

in terms of the density. The exact ground state is the global minimum value of this 

functional. That is to say, the total energy is given by: 

 

𝐸 = 𝑚𝑖𝑛𝜌(𝑟)𝐸[𝜌] = 𝑚𝑖𝑛𝜌(𝑟)(𝑇[𝜌] + 𝑉𝑒𝑥𝑡[𝜌] + 𝑉𝐻[𝜌] + 𝐸𝑥𝑐[𝜌])  (24) 

 

Vext[ρ] is the functional of the external potential. VH[ρ] is the functional for the Hartree 

energy. The Hartree energy corresponds to the mean-field electrostatic energy of the 

electronic charge distribution and is given by 

 

𝑉𝐻 =
1

2
∫ 𝑑3𝐫𝑑3𝐫′ 𝑞2𝜌(𝐫)𝜌(𝐫′)

|𝐫−𝐫′|
     (25) 

 

T[ρ] is the kinetic energy functional for non-interacting electrons. The exchange-

correlation functional Exc[ρ] contains the interaction between electrons of the same spin 

(exchange) and opposite spin (correlation). The problem is that this non-local functional 
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isn’t known and may be impossible to determine exactly in a closed form. However, it is 

a well-defined universal functional of the electron density. Another issue is that the 

kinetic energy functional T[ρ] is often not well known either so a direct variation of the 

density isn’t usually performed. Instead the density is expressed as a sum over single 

particle states 

 

𝜌(𝐫) = ∑ |𝜓𝑖(𝐫)|2𝑛
𝑖=1       (26) 

 

Then the variational principle is used to minimize E[ρ] with respect to the single particle 

states under a normalization constraint. This produces the Kohn-Sham equations [37]: 

 

{−
ℏ2

2𝑚
∇2 + 𝑣𝑒𝑥𝑡(𝐫) + 𝑣𝐻(𝐫) + 𝑣𝑥𝑐(𝐫)} 𝜓𝑖(𝐫) = 𝜀𝑖𝜓𝑖(𝐫)    (27) 

 

where the one-electron energies are given by εi. Thus, in the Kohn-Sham formalism the 

effective one-electron potential acting on the electrons is  

 

𝑣𝑒𝑓𝑓(𝐫) = 𝑣𝑒𝑥𝑡(𝐫) + 𝑣𝐻(𝐫) + 𝑣𝑥𝑐(𝐫)    (28) 

 

The exchange-correlation potential vxc(r) is determined by 

 

𝑣𝑥𝑐(𝐫) =
𝛿𝐸𝑥𝑐[𝜌]

𝛿𝜌
     (29) 

where δExc[ρ] is the functional derivative of the exchange-correlation functional. Since 

the exchange-correlation potential and Hartree term depend on the electron density which 

depends on the ψi, which in turn depend on the effective potential, the solution of the 

Kohn–Sham equation has to be done in an iterative and self-consistent way. One 

generally starts with an initial guess for the electron density, then calculates the 

corresponding effective one-electron potential and solves the Kohn-Sham equations for 

the ψi. A new density is calculated and the potentials recalculated. This procedure is then 

repeated until convergence is reached. This type of procedure involving a self-

consistency cycle is also known as a self-consistent field (SCF) approximation.  
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Thus the ground state energy is expressed as 

 

𝐸 = ∑ 𝜀𝑖
𝑛
𝑖=1 + 𝐸𝑥𝑐[𝜌] − ∫ 𝑣𝑥𝑐 (𝐫)𝜌(𝐫)𝑑3𝐫 − 𝑉𝐻 + 𝑉𝑛𝑢𝑐𝑙−𝑛𝑢𝑐𝑙  (30) 

 

The nuclear interaction energy Vnucl-nucl has been added in to give the correct total energy 

of the electronic Hamiltonian. This energy is given by  

 

𝑉
𝑛𝑢𝑐𝑙−𝑛𝑢𝑐𝑙=

1

2

∑
𝑍𝐼𝑍𝐽𝑞2

|𝑹𝐼−𝑹𝐽|𝐼≠𝐽      (31) 

 

The ground state energy expressed in equation 30 is in principle exact. The reliability of 

any density functional theory calculation for the energy now is crucially dependent on the 

accuracy of the expression for the exchange-correlation functional. The exchange-

correlation functional can be expressed as 

 

𝐸𝑥𝑐[𝜌] = ∫ 𝑑3𝒓 𝜌(𝒓)𝜀𝑥𝑐(𝜌(𝒓))    (32) 

 

where εxc(ρ(r)) is the exchange-correlation energy per particle at a given point r. The 

problem is that the exchange-correlation energy εxc(ρ(r)) can’t be derived exactly since 

the exchange-correlation functional isn’t well known either. However, the exchange-

correlation energy for the homogeneous electron gas is known [38]. It is used in the Local 

Density Approximation (LDA) to approximate non-homogeneous densities with a 

homogeneous electron gas. The functional is given by  

 

𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌] = ∫ 𝑑3 𝒓 ρ(𝒓)𝜀𝑥𝑐

𝐿𝐷𝐴(𝜌(𝒓))    (33) 

 

As can be seen, the non-locality of the true exchange-correlation energy, at any point in 

space, is replaced by the local exchange-correlation energy of the homogeneous electron 

gas for the corresponding density. The LDA has been successful in a wide range of bulk 

and surface problems but has had difficulties modeling chemical reactions in the gas 
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phase and at surfaces. The LDA often leads to calculated binding and cohesive energies 

being larger than experimental values. This has led to the advent of the Generalized 

Gradient Approximation (GGA). The GGA includes the gradient of the density in the 

exchange-correlation energy and its functional is given by 

 

𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌] = ∫ 𝑑3 𝒓 ρ(𝒓)𝜀𝑥𝑐

𝐺𝐺𝐴(𝜌(𝒓), |∇𝜌(𝒓)|)   (34) 

 

The use of GGA in DFT calculations has achieved chemical accuracy (error ≤ 0.1 eV) for 

many chemical reactions. The GGA isn’t perfect and research into more accurate 

exchange-correlation functions is still ongoing. One method is the use of hybrid 

functionals such as the B3LYP functional used throughout the calculations in this work 

[39]. B3LYP stands for Becke, 3-parameter, Lee-Yang-Parr and is a mix of Hartree-Fock, 

LDA, and GGA functionals with three parameters determined by fitting to the 

experimental atomization energies, ionization potentials, proton affinities and first row 

atomic energies.  

 

1.6  Computational Details 

 

In this section we discuss the computational methods used throughout this work with 

details on the three main types of calculations done: geometry optimizations, electric 

fields, and Mulliken charges. All density functional theory calculations were done using 

the Gaussian09 software programme [40]. Every calculation begins with a choice of the 

form of the exchange-correlation functional and basis set. This choice is motivated by the 

trade-off between accuracy and computational time. Larger basis sets can be more 

accurate but take longer to get results. The B3LYP exchange-correlation functional is 

used throughout due to its accuracy vs. computational time as compared to other 

functionals in the computational chemistry database maintained by National Institute of 

Standards and Technology (NIST) and due to its frequent use in the literature. One must 

choose between restricted or unrestricted wavefunctions for the calculation. Restricted 

means that all electrons are paired in each MO i.e. doubly occupied orbitals. Unrestricted 
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wavefunctions, i.e singly occupied orbitals, are used since they are needed for ions and 

processes such as bond dissociation. 

 

In Gaussian, basis sets assign a group of basis functions to each atom within a molecule 

to approximate its orbitals. These basis functions, χj, themselves are composed of a linear 

combination of gaussian functions, called primitives, and are of the form 

𝜒𝑗 = ∑ 𝑑𝑗𝑝𝑔𝑝𝑝     (35) 

Where djp are fixed constants within a given basis set, and gp is a primitive gaussian. 

A primitive gaussian has the general form 

𝑔(𝛼, 𝒓) = 𝑐𝑥𝑛𝑦𝑚𝑧𝑙𝑒−𝛼𝑟2
    (36) 

where r is the radial coordinate, x, y, z are Cartesian coordinates, α is a constant 

determing the radial extent of the function, c is a normalization constant, and n, l, and m 

are the principal , angular, and magnetic quantum numbers, respectively. A representative 

s-type gaussian function is given by 

𝑔𝑠(𝛼, 𝒓) = (
2𝛼

𝜋
)

3/4

𝑒−𝛼𝑟2
.    (37) 

 

The basis set is of the form 6-31G which means that the core orbitals are represented by 

six gaussians, whereas the inner and outer valence orbitals consist of three and one 

gaussian, respectively. This is a split valence basis set and in these bases the AO's are 

split into two parts: an inner, compact orbital and an outer, expanded orbital. The 

coefficients of these two kinds of orbitals can be varied independently during the 

construction of the MO. Split valence basis sets allow the orbitals to change size but not 

shape. Polarized basis sets allow the shape to change by adding orbitals with angular 

momentum beyond what is required for the ground state description. Polarized basis sets 

added to heavy atoms are indicated by a (d) or * and (p) or ** for hydrogen [41].  

 

Another factor that must be taken into account is the spin multiplicity of the entire system 

for an accurate determination of the electronic structure. The spin multiplicity is given by 

the equation 2S+1, where S is the total spin for the molecule. Paired electrons do not 

contribute so a singlet (no unpaired electrons) has a spin multiplicity of one and so on to 
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doublet, triplet, etc. There are of course other parameters involved in the calculations 

such as total charge but these will be addressed as the need arises. The next three 

subsections outline the main types of calculations done. 

1.6.1  Geometry Optimization 

 

Geometry optimizations attempt to locate minima (local and/or global) on the potential 

energy surface, thus predicting equilibrium or ground state structures of molecular 

systems. At the minima the gradient of the energy is zero and since the gradient is the 

negative of the forces, the forces are zero as well. This is called a stationary point and all 

successful optimizations locate a stationary point, although not necessarily the intended 

one. 

 

The geometry optimization begins with an initial molecular structure specified in the 

input and then proceeds to step along the potential energy surface. Gaussian computes the 

energy and gradient at that point, and then determines how far and in which direction to 

make the next step. The gradient indicates the direction along the surface where the 

energy decreases the most rapidly from the current point and the steepness of the slope. 

Also, computed is the second derivative of the energy with respect to the molecular 

coordinates, known as the Hessian, which is a matrix of force constants. These force 

constants specify the curvature of the surface at that point, which provides information 

for determining the next step. Gaussian does all this using a variation of the Berny 

optimization algorithm. The Berny geometry optimization algorithm in Gaussian is based 

on an earlier program written by H. B. Schlegel which implemented his published 

algorithm [42]. The program has been considerably enhanced since this earlier version 

using techniques either taken from other algorithms or never published, the current 

version is summarized in the Gaussian 09 user’s reference [40], [41].  

 

An optimization is complete when it has converged; essentially, when the forces are zero 

and the convergence criteria have been met. The convergence criteria used by Gaussian 

are: 
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 The maximum component of the force on each atom must be below the cutoff 

value of 0.00045 au, essentially zero. 

 The root-mean-square of the forces must be below 0.0003 au. 

 The calculated displacement for the next step is less than 0.0018 Bohr. 

 The root-mean-square of the displacement is below 0.0012 Bohr. 

The presence of four distinct convergence criteria prevents a premature identification of 

the minimum [41]. 

 

A review of different model chemistries in [41] lists the accuracy of a given exchange-

correlation functional and basis set as compared with experimental data from the G2 

molecule set. This is a set of experimental data consisting of: 55 atomization energies, 38 

ionization potentials, 25 electron affinities, and 7 proton affinities taken from first and 

second row heavy atoms. The model chemistries used in this work, B3LYP/6-31G* and 

B3LYP/6-311+G*, have mean absolute deviations of 0.34 eV and 0.17 eV, respectively 

on the G2 molecule set. 

 

The ground state structure of a given system is found by running a geometry optimization 

for several different multiplicities and taking the optimized system with the lowest SCF 

energy as the ground state structure. The application of an electric field in the 

optimization requires some part of the structure remain fixed (a single atom or bottom 

layer in a cluster) to prevent the system from drifting in the electric field due to the 

polarization of the system. The multiplicity of the optimized structure can change with 

the electric field, for example the ZnO molecule is a triplet at zero field but becomes a 

singlet at 1.2 V/Å. Thus, parallel calculations with different multiplicities are often run 

for analysis. 

 

 

 

 



 

 30 

 

1.6.2  Electric Fields 

 

The electrostatic properties of a system in Gaussian are calculated using the PRISM 

algorithm [43]. The electrostatic potential V(r) is rigorously defined as a quantum 

mechanical expectation value, and is given in the ab initio LCAO framework by  

 

𝑉(𝒓) = ∑
𝑍𝐴

|𝒓−𝑹𝐴|𝐴 − ∑ 𝑃𝜇𝜈𝜇𝜈 ∫
𝜙𝜇(𝒓1)𝜙𝜈(𝒓1)

|𝒓−𝒓1|
𝑑𝒓1   (38) 

 

where ZA, is the nuclear charge of atom A centered at RA, ϕμ and ϕν are orbital basis 

functions, and Pμν is the corresponding element of an appropriate density matrix. The first 

summation is the classical contribution to the electrostatic potential of the atomic nuclei, 

treated as point charges. The second summation gives the contribution of the electronic 

charge distribution, which is nontrivial due to the three-center one-electron integrals over 

basis functions required, see [43] for further details. 

 

To calculate the electric field induced in a structure it’s important to remove the fields 

due to the atoms by using the field-optimized structure in zero applied field. The induced 

electric field at a given point r and applied field E is given by  

 

𝑬𝑖𝑛𝑑𝑢𝑐𝑒𝑑(𝑬, 𝒓) = 𝑬𝑡𝑜𝑡𝑎𝑙(𝑬, 𝒓) − 𝑬𝑡𝑜𝑡𝑎𝑙(𝑬 = 0, 𝒓)   (39) 

1.6.3  Mulliken charge 

 

Mulliken charges arise from a Mulliken population analysis [44] and provide a means of 

estimating partial atomic charges from electronic structure calculations. The electron 

density ρ(r) is expanded in terms of the MOs and is given as: 

𝜌(𝑟) = ∑ 𝑃𝜇𝜈𝑆𝜇𝜈𝜇𝜈      (40) 

where Pμν is an orbital density matrix and Sμν is an AO overlap matrix. Each atomic 

center is a positively charged core (charge ZA) surrounded by a shielding electron cloud, 

once the electron density each atom has is calculated then atomic partial charge, qA can 

be determined.  
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𝑞𝐴 = 𝑍A − ∫ 𝜌A (𝑟)𝑑𝑟    (41) 

There is a problem however. The charge can be distributed in qualitatively different ways 

because it’s basis set dependent. Also, there is no observable property associated with the 

"partial charge" and as such there is no reference value to which computed values can be 

compared, thus there is also no way to evaluate the accuracy. 
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CHAPTER 2 Field-induced Chemistry and Physics 

 

Sections 2.1-2.2 of this chapter have been published in Surface Science (vol. 643, pp. 

164–171, Jan. 2016) in an article with the title “New physics and chemistry in high 

electrostatic fields” [45].The authors are Markus Karahka and Hans Jürgen Kreuzer. 

Markus Karahka’s contribution to this article consists of 80% of all calculations and 

drafting 50% of the manuscript. Permission to use this work has been granted by the 

editor of Surface Science, a copy of the permission letter is attached to this thesis. Section 

2.3 is taken from “Atom Probe Tomography and field evaporation of insulators and 

semiconductors: Theoretical issues” published in Current Opinion in Solid State and 

Materials Science (vol. 17, pp. 211–216, 2013) [10]. The authors are Elena Silaeva, 

Markus Karahka, and Hans Jürgen Kreuzer. Markus Karahka’s contribution to this work 

consists of the DFT calculations and drafting 25% of the manuscript. Permission to use 

this work has been granted by the editor of Current Opinion in Solid State and Materials 

Science, a copy of the permission letter is attached to this thesis.  

 

To discuss field effects qualitatively, we look, in Figure 2.1 at a molecule AB adsorbed 

on a metal. Far from the surface and in the absence of a field, the atomic orbitals of A and 

B hybridize into molecular orbitals, which we take to be a lower-lying bonding orbital, 

φ+, and an empty antibonding orbital, φ-, as discussed in section 1.4. As the molecule 

approaches a metal surface, additional hybridization with the conduction electrons occur 

leading to shifts and broadening of these orbitals. For the energetics depicted in Figure 

2.1, the antibonding orbital is close to the Fermi level, EF, of the metal and thus gets 

partially occupied resulting in (i) bonding to the surface and (ii) weakening of the A-B 

bond stretch vibration. Applying an electric field, Ez, pointing in the z-direction away 

from the surface, adds the potential energy, qEzz, for the electrons outside the metal 

(assuming, for this simplified discussion, total expulsion of the field from the metal), see 

the lower part of Figure 2.1. This raises the atomic levels of the atoms A and B by 

amounts of the order qEzzA and qEzzB, respectively, with zA and zB the positions of atoms 

A and B above the surface. This results in a substantial re-arrangement of the molecular 

orbitals. The anti-bonding orbital empties out again leading to restabilization of the 
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molecule and probably a weakening of the surface bond for the situation depicted in 

Figure 2.1. If we increase the field strength to the point where the bonding orbital is lifted 

above the Fermi energy of the metal, it will drain as well, leading to field-induced 

dissociation. Note that in the absence of the field the bonding orbital of the AB molecule 

is more B-like i.e. localized on the B atom, whereas the anti-bonding orbital has more A 

character. As the electric field is increased, these characteristics are changed in a 

continuous manner into a situation where the bonding orbital is more A-like and the anti-

bonding orbital has B character. This possibility of changing the relative position of 

orbitals of the constituent atoms in a molecule with respect to each other creates a 

"continuous Periodic Table" and leads to new, field-induced chemistry. A dramatic 

demonstration of field-induced chemistry was the prediction and discovery that He, 

which physisorbs on a metal surface with an adsorption energy of about 5 meV becomes 

covalently bonded in fields of 3 - 4 V/Å with a 50-fold increase of its adsorption energy 

[46]. Another dramatic example is the electronic transformation of N2 into CO. 

 

  

Figure 2.1 Schematic of a molecule AB adsorbed on a metal without and with an electric 

field E applied in the z direction. 
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2.1  N2 and CO 

 

We start with a diatomic, N₂, and show in Figure 2.2 the HOMO density distributions in 

zero field with the well-understood concentration of the bonding orbital between the two 

atoms. The LUMO density distributions showed little change with increasing field. 

 

Figure 2.2  Electronic bonding (green) and anti-bonding (burgundy) orbitals for N₂ (N blue) 

and CO (C grey, O red) in zero field and in 6.2V/Å. 

 

Applying a strong field we see that electrons are transferred in the opposite direction to 

the field to create a field-induced dipole. In addition, one finds that the electron 

distribution now resembles very closely that of CO in the absence of a field, i.e. the field 

has transmuted the upper N atom (in the field direction) to act chemically like a C atom 

and the other N to become O-like. Indeed, the binding energy of N₂ of 9.7 eV in zero 

field is increased to 11.00 eV in a field of 6.2 V/Å, i.e. the same as that of CO in zero 

field. In addition, the vibrational frequency of N₂ is reduced from 7.3×10¹³ Hz in zero 

field to 6.6×10¹³ Hz in a field of 6.2 V/Å, very close to that of CO in zero field, 6.7×10¹³ 

Hz. Field dissociation happens at higher fields yet. To quantify this point further we show 
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in Figure 2.3 an electronic level scheme for N₂ in zero field and in a field of 6.2 V/Å and 

of CO in zero field demonstrating that the level scheme for N₂ in a field is indeed similar 

to that of CO in zero field [45]. 

 

 

Figure 2.3 Highest occupied levels in the atoms (thin solid line) with resulting HOMO 

(thick solid line at -1) and LUMO (three dots) levels normalized with the HOMO levels, -11.74 

eV for N₂, -7.83 eV for N₂ in a field of 6.2 V/Å, and -10.36 eV for CO. 

 

Thus field-induced chemistry creates a continuous periodic table in the sense that the 

field alters the chemical characteristics of one element relative to a second one in a 

continuous fashion [45]. Next we’ll show how high electric fields can cause the 

ionization and dissociation of molecules, using ZnO as an example. 

2.2  ZnO 

 

First we’ll look at the field ionization of atoms in high fields before we turn to a ZnO 

molecule. In Figure 2.4 we show the self-consistent electrostatic potential around a Zn 

atom obtained from density functional calculations. The 4s level, the highest occupied 

atomic orbital (HOAO), is stable at -6.2 eV raising by only 26meV from -6.212 in zero 

field to -6.238 eV in a 6.0 V/Å field. Instantaneous ionization will occur when the applied 
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field depresses the activation barrier below the ionization energy which for Zn happens 

around 3 V/Å. For lesser fields ionization takes a finite time due to tunneling through the 

barrier shown on the left side of Figure 2.4. 

 

 
Figure 2.4 Potential seen by the electrons in a Zn atom at various electrostatic fields. Dashed 

lines indicate the 4s level or highest occupied atomic orbital (HOAO) and 1st ionization energy 

(I.E.). 

 

As our next topic we look at field ionization and dissociation of a molecule, taking ZnO 

as an example, and plot in the top panel of Figure 2.5 the potential energy as a function of 

the bond length obtained by subtracting the electronic energy of Zn and O from that of 

ZnO. As a small field is applied there remains a potential minimum (red curve) at a bond 

length close to that in zero field but lowered in energy due to electron transfer from Zn to 

O creating an additional field-induced polarization. However, at larger distances the 

potential energy decreases linearly as -nqEz where n is the Mulliken partial charge. This 

is the potential seen by the Znⁿ⁺ ion. The potential barrier on the right is gradually 

lowered with increasing field until it finally disappears at the dissociation field strength. 

To complete the picture we also show in the bottom panel of Figure 2.5 the potential seen 

by the electrons (equivalent to the Coulomb potential for the H atom) together with the 

HOMO level. As the field increases the HOMO level rises until, at the field strength 

where the potential barrier, on the left, for the atoms disappears, the HOMO will actually 

be above the tunneling barrier so that an electron moves away from the molecule leaving 

behind an ion ready to field-dissociate. If at lower fields the tunneling barrier is still 
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nonzero the probability of ionization will be less than 1, given by the tunneling 

probability which is lowered in a field of 1 V/Å due to the barrier width, and increased in 

probability at 4 V/Å with a narrowed and low barrier. Next we discuss field dissociation. 

In the absence of a field ZnO can be ionized by collisions for instance resulting in a 

stable ZnO⁺ ion. In the highest fields ionization occurs but the potential energy curve no 

longer has a minimum with the result that a Zn⁺ ion is accelerated away by the field with 

the O atom remaining fixed. We have plotted in Figure 2.5 the Mulliken charge [44] on 

the Zn for a field of 4 V/Å: it is approximately +1 at a bond separation of 3 Å and then 

rises gradually to +2. The increasing charge could be taken as indication of post-

ionization but care must be taken with all Mulliken charge analyses. These are of course 

model calculations; however, one could fix the oxygen to a metal surface and impose a 

field to line the molecular axis up with field direction. Oxide and semiconductor tips 

prepared for Atom Probe Tomography (APT) are also the relevant systems for this new 

physics and their issues are discussed in the next section. 
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Figure 2.5 Top panel: Potential energy curve of ZnO as a function of bond length for 

various electrostatic fields. Bottom panel: Electrostatic fields seen by the electrons; dashed line: 

HOMO’s. 
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2.3 Open problems in APT 

 

The open questions in APT of semiconductors and insulators arise from the fact that high 

electric fields attack not only the surface atoms of the specimen but many atomic layers 

deep into the bulk. This changes significantly the electronic structure of the material and 

complicates the field evaporation process in comparison to the one observed on metals. 

 

One of the current questions is the great difficulty in measuring an accurate stoichiometry 

of compound semiconductors and oxides [47], [48]. The stoichiometries strongly depend 

on the electric field and laser power values. Calculations for MgO clusters show several 

different species from which a direct identification of stoichiometry would be difficult in 

particular if some of the oxygen migrates down the tip and desorbs as neutral molecules. 

This problem is discussed in Chapters 3, 4, and 6. 

 

It remains unclear why we can field-evaporate semiconducting and dielectric materials by 

using photon energies well below their band gap [16], [49]–[51]. For example, MgO with 

a band-gap of εgap = 7.8 eV and Al2O3 with εgap = 9 eV were successfully analyzed by 

using a laser pulse with a photon energy 2.4 eV (λ = 515 nm) [50], [52]. Even if the 

photon energy of a laser pulse exceeds the band gap of a semiconductor, such as Si with 

εgap = 1.12 eV, the laser efficiency is almost the same for different wavelengths used in 

the APT from IR to UV. However, the absorption coefficient of Si at UV is known to be 

five orders of magnitude higher than at IR [53]. At the same time, the laser intensities in 

APT are well below those needed to cause significant non-linear absorption.  

 

Several phenomena can be invoked for such strange behavior. First, free holes are 

attracted to the surface by an external field and can additionally absorb laser energy in the 

same way as electrons do in metals [54]. Also, in the presence of high electric fields the 

absorption of a semiconductor is increased due to photon-assisted tunneling of electrons 

from the valence to the conduction band (Franz–Keldysh effect) [55], [56]. In addition, 

the laser pulse can be absorbed by defects that have much smaller band-gaps between 

different defect states which might have been introduced unintentionally during specimen 
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preparation [51], [57]. Finally and more importantly, when the electric field approaches 

the evaporation field value of the material, its band-gap drastically decreases as we will 

show throughout this thesis.  

 

Another surprising feature of APT of dielectrics is its very fast evaporation process. It 

was shown, for example, that the field evaporation of Fe takes place within several 

nanoseconds after the application of a 500 fs laser pulse. At the same time, the duration 

of the field evaporation of MgO, FeO and Si was shorter than detector response time 

(<500 ps) [52], [58]. The thermal conductivities of these materials, however, are similar: 

80 W/mK for Fe, 30 W/mK for MgO, 4 W/mK for FeO, and 130 W/mK for Si. This is 

again an indication that the laser absorption in a dielectric tip is confined to the surface of 

the tip, where the effect of the external field is the strongest. Thus, heating of the tip takes 

place in a very small zone that then also leads to a fast cooling process. The recent two-

pulse correlation APT experiment on a Si tip has shown that the evaporation process was 

faster than 10 ps [59]. This observation raises the question whether we can still define a 

temperature at such a short time scale (short compared to the phonon–phonon and 

phonon–electron scattering time) and speak about thermally-assisted evaporation. In this 

case, one should rather consider an ‘‘effective temperature’’ as a measure of the energy 

density in a phonon bath or even take into account non-equilibrium ballistic phonons and 

understand their role in the evaporation process [60], [61]. Moreover, lasers not only heat 

the sample by energy transfer but also generate free charges that can alter the surface 

electronic structure and, thus, influence the DC field and potential distribution [62], as 

well as cause electronically-induced atomic bond breaking [63]. Thus, after being 

absorbed by a semiconductor or dielectric specimen, a laser pulse can influence the field 

evaporation in APT through thermal as well as electronic processes. 

 

One of the frequently discussed questions is whether the laser pulse can simply ionize a 

surface atom and, thus, cause its immediate desorption [64], [65]. Positively ionized 

atoms can be found in many materials, e.g. in n-doped semiconductors the impurities are 

positively charged; in ionic crystals like MgO the magnesium atoms are always positively 

charged. However, these structures are shown to be stable until a sufficiently high field is 
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applied to them. It means that it is not enough just to ionize an atom in order to evaporate 

it. 

 

Thus, many experimental observations indicate that laser absorption is confined to the 

surface of dielectric tips. This is not excluding the possibility of the laser absorption in 

the bulk of the specimen which can lead to delayed evaporation, unfortunately decreasing 

the APT mass resolution [52], [66], [67], and causing non-hemispherical tip formation, 

which in turn leads to artefacts in the reconstructed images [68]. To account for such 

effects, one has to consider the interaction of a laser pulse with a nanometric tip and 

calculate the absorption patterns and then temperature evolution inside the tip in three 

dimensions as it has been done for metallic tips [69] but also taking into account the 

diffusion and recombination of laser-generated carriers. 

 

In conclusion we want to stress again that the experimental confirmation of the 

theoretically predicted closure of the band gap in high electrostatic fields will, in our 

opinion, advance our understanding of APT significantly. Theoretical closure is discussed 

in Chapters 3 and 4 with experimental confirmation of band gap closure shown in 

Chapter 5. 
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CHAPTER 3 Field Evaporation of MgO: a Theoretical Study 

 

The majority of this chapter has been published in Ultramicroscopy (vol. 132, pp. 54–59, 

Sep. 2013) as an article with the title “Field evaporation of oxides: a theoretical study” 

[70]. The authors are Markus Karahka and Hans Jürgen Kreuzer. Markus Karahka’s 

contribution to this work consists of all calculations and drafting 50% of the manuscript. 

Permission to use this work has been granted by the editor of Ultramicroscopy, a copy of 

the permission letter is attached to this thesis. Also included are parts from “Atom Probe 

Tomography and field evaporation of insulators and semiconductors: Theoretical issues” 

published in Current Opinion in Solid State and Materials Science (vol. 17, pp. 211–216, 

2013) [10]. The authors are Elena Silaeva, Markus Karahka, and Hans Jürgen Kreuzer. 

Markus Karahka’s contribution to this work consists of the DFT calculations and drafting 

25% of the manuscript. Permission to use this work has been granted by the editor of 

Current Opinion in Solid State and Materials Science, a copy of the permission letter is 

attached to this thesis.  

 

 

Abstract 

 

To understand Atom Probe results on the field evaporation of oxides we use density 

functional theory on MgO clusters to follow the structural changes during field 

evaporation and to obtain potential energy curves, partial charges and desorption 

pathways. It is straightforward to understand that Mg evaporates doubly charged. We also 

show that MgO⁺, MgO₂⁺ and O⁺ ions leave the surface.Two questions are however new 

for oxides. (1) Where do the electrons go? When the oxides are deposited on a metal tip it 

can be assumed that the electrons are used to complete the electrical circuit. However, 

this leaves the second question unanswered, namely (2) what happens to the oxygen? We 

will argue that there are two channels for the oxygen, namely: (a) to travel down the 

(metallic) surface of the tip and eventually to desorb either as atoms or molecules (b) The 

oxygen can recombine within the oxide layer itself and desorb as a neutral molecule 

accelerated in the inhomogeneous field due to its induced dipole. 
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3.1 Introduction 

 

The atom probe, developed by Müller et al. in 1968 [7], allows for the identification of 

the atomic composition of micro- and nano-specimens, see section 1.2 for a description 

of atom probe tomography. Although originally developed for metallic tips and used 

extensively for the study of the atomic composition of steels and other alloys it has also 

been adapted for the study of semiconductors and more recently for insulators through 

the assistance of ultrafast laser pulses. Before laser assisted APT, anaylsis of oxides was 

restricted to small geometries such as thin tunnel barrier layers of Al₂O₃ up to 2.5 nm 

thick [71] and 2 nm thick MgO layers in magnetic tunnel junctions [72]. Now with laser 

assisted APT the analysis of much thicker oxide layers is possible such as 15 nm thick 

NiO [73], [74], 50 nm thick WO₃ [73], 4 and 32 nm thick MgO [52], and bulk MgO and 

ZnO [75]. The analysis of bulk insulating ceramics such as zirconia/spinel 

nanocomposites has also proven successful [76]. 

 

A quantum-mechanical theory was developed in the 1980's and 90's for field desorption 

of atoms and molecules on metal tips and also for the understanding of field-induced 

chemistry [1]–[4], see Chapter 2. When we proceed to insulators or semiconductors the 

situation is of course more complicated as the field itself inside the material gets locally 

reduced to various degrees. That is why self-consistent calculations at the quantum 

mechanical level are needed as we will demonstrate in this and further chapters. A similar 

first principles approach is largely lacking for semiconductors, and for oxides and other 

insulators, key materials in micro-electronics. As the authors of a recent laser assisted 

APT study of MgO state [52]: "Although APT has provided a large number of results on 

a wide panel of materials, interpretation of 3-D images are sometimes difficult due to a 

lack in the understanding of the different evaporation mechanisms involved in 

semiconductors and oxides". It is the objective of this thesis to develop the lacking 

theoretical framework.  
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Field evaporation of insulators and oxides in particular, needs additional considerations. 

To establish the large fields necessary for field evaporation one needs a metallic field 

emitter tip. On this, layers of oxide or any other insulator are formed using various 

methods which produce layers thick enough to establish proper crystal structure and to 

allow sufficient ion yields. As a result the electric field penetrates the insulating layer and 

is further enhanced by its dielectric constant. What is observed in the laser assisted APT 

of MgO are mostly Mg²⁺ ions [52], [75], and more recently also MgO₂⁺, MgO²⁺, MgO⁺, 

Mg⁺, O₂⁺, and O⁺ [75], [77]. Our ab initio cluster calculations will reproduce these 

findings, give explanations, and also answer questions like what happens to the oxygen? 

We will establish several pathways to remove oxygen: (a) O⁻ can migrate down the 

metallic shaft of the field emitter tip and eventually desorb as a molecule. (b) Oxygen can 

recombine on top of the oxide layer and desorb as a neutral species or even as O₂⁺. An 

excellent theoretical treatment of the laser assisted field evaporation of bulk MgO was 

done by Tsukada et al [78]. They investigated the effects of holes on the sublimation 

energy of corner ions and potential energy surfaces of corner Mg ions without a field and 

in a field of 0.514 V/Å. The result was that holes reduce the sublimation energy and 

activation barrier for desorption. However they did not look at the various ionic species 

produced during the field evaporation of MgO as we have done in our calculations. 

 

As for the computational approach to field-induced chemistry it should be noted that 

relative changes in molecular energy levels are of the order of eV, so that field effects can 

be adequately described by the simplest methods such as the tight binding approach as 

has been shown in comparisons with density functional theory [24], [79], [80]. 

Nevertheless, because of the ready availability nowadays of sophisticated software 

packages we will base our calculations on density functional theory as implemented in 

the GAUSSIAN'09 software package [40], see section 1.6 for computational details. The 

underlying metallic tip enters the calculations as the source of a constant electric field 

across the cluster. The use of a cluster model in a (homogeneous) electric field has 

several advantages: (1) The internal field is automatically generated. (2) The crystal 

structure of the cluster adjusts to the electric field. (3) Edge effects can be studied. (4) 
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Negative ion loss in the downward field can be avoided by fixing the bottom plane of 

atoms in the cluster. 

 

The chapter is structured as follows: In the next section we start with a single MgO 

molecule in a field to establish the minimal wave function set needed for reliable results. 

Next we look at various cluster sizes from 3 × 3 × 3 to 4 × 4 × 4 to see how cluster size 

influences field disintegration of these clusters. At the end of the chapter we will 

summarize our findings and add some speculative ideas. 

 

3.2 Results 

 

3.2.1  Preliminary: MgO Molecule in a Field 

 

As a preliminary exercise we study the effect of a large electric field on the structure and 

energetics of a MgO molecule, also with the aim to establish the minimum wave function 

basis set such that adding more wave functions does not alter the results by much. After 

many trials we found that the set B3LYP/6-311+G∗ is sufficient. 

 

For MgO in a field we fix the position of the oxygen to avoid that the molecule as a 

whole drifts down the field. In Figure 3.1 we show the potential energy curves V(d) = -

[Eel(MgO,d) - Eel(Mg) - Eel(O)]. Here Eel(MgO,d) is the total electronic energy of the 

molecule with its constituent atoms separated by a distance d, and Eel(Mg)and Eel(O) are 

the respective energies of the isolated atoms. In the absence of a field we find a bond 

length b₀ = 1.9 ± 0.09Å, a vibrational frequency ν = 1.8 × 10¹³s⁻¹, and a bond dissociation 

energy Ediss = 2.52 eV in reasonable agreement with the experimental bond length of b₀ = 

1.749 Å [81] and a theoretical value of Ediss = 2.65 ± 0.16 eV [82]. 

 

In a field, E > 0, the adiabatic potential energy curve goes through a maximum at which 

the Mg is sufficiently charged to get accelerated away from the oxygen. The energy 

difference between the Schottky hump and the potential minimum is the activation 
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energy for dissociation. It enters the rate constant of dissociation which in a simplified 

Arrhenius parametrization reads rdiss = ν exp[-Ediss / kBT]. Thus to keep the molecule 

intact for one minute after applying a field at room temperature we need Ediss > 0.1 eV. 

This is reached at a field of the order of 1 V/A, i.e. at considerably lower fields than the 

field strength of spontaneous disintegration, E = 2 V/Å. 

 

Figure 3.1 Potential energy curves of MgO molecule in a field. The top curve is at 0 V/Å 

with the field strength increasing in 0.5 V/Å steps for each lower curve. 

 

An unexpected feature of the field dependence is the fact that for fields larger than 2 V/Å 

a Schottky hump develops again to disappear at a much higher field of 4.5 V/Å. This 

could be reached by increasing the field rapidly so that dissociation does not happen at 2 

V/Å. To shed some light onto this phenomenon we have plotted in Fig 3.2 the HOMO-

LUMO gap which shows a marked minimum around 2 V/Å to rise again after that. 

Curiously the bond length changes by less than 0.1 Å over the full field range whereas 

the partial (Mulliken) charge increases from 0.4 e to 1.0 e. Also plotted, in the central 

panel, is the dissociation barrier for completeness. 
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Figure 3.2 MgO molecule in a field displaying the HOMO-LUMO gap, the energy barrier 

for field dissociation, and the Mulliken charge. 

 

3.2.2  MgO Clusters 

 

On our quest to understand field evaporation of solid MgO we start with a small cluster 

of 3 × 3 × 3 atoms in zero field obtaining the proper crystal structure with a bond length 

of 1.9 Å. Keeping the lowest layer of the cluster fixed we apply a field and find that up to 

a field of about 2 V/Å little happens to the cluster apart from a small upward move of the 

Mg atoms. Things change drastically beyond 2.5 V/Å when a Mg has been removed as 

Mg²⁺ and the top two layers "melt" without reaching a stable equilibrium except when 

only the lowest fixed layer remains. Typical snapshots during the iterative procedure are 

shown at 2.5 V/Å in Figure 3.3. The first picture in the top row is the starting 

configuration at field zero with the second image showing the upward buckling of the Mg 
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atoms in the top layer. A few iterations later, image three, the first Mg leaves the cluster 

as Mg²⁺. This is followed in the last image of the top row with a situation where the top 

layer has more or less disintegrated leading to the evaporation of a second Mg²⁺ in the 

first image of the bottom row, and further re-arrangements in the following two pictures. 

It is crucial to note that the negative charge left on the cluster after the Mg²⁺ evaporations 

resides in the centre of the leftover cluster, and no oxygen has left the cluster at this stage. 

Of course in the APT experiment an MgO layer is deposited on a metal tip. This allows 

the negative charge to flow into the tip. In addition, negative O⁻ can also migrate down 

the metal shaft. To see what happens if the leftover negative charges were removed from 

the cluster we do this manually and take the last (now neutral) structure in the top row of 

Figure 3.3 as the starting point for further iterations, see Figure 3.4. 

 

 

Figure 3.3 3 × 3 × 3 cluster of MgO in a field of 2.5 V/Å. Shown are snapshots during the 

DFT iterations leading to the evaporation of Mg²⁺ and melting of the top row. The O atoms are 

red and the Mg are yellow-green. 
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Figure 3.4 Further iterations beginnning with the last structure in the top row of Figure 3.3 

with two electrons removed to make it neutral. The O atoms are red and the Mg are yellow-green. 

 

After several iterations another Mg⁺² ion is removed and the stretched structure left over 

breaks up further with singly charged MgO₂⁺ and MgO⁺ leaving. 

Next we look at the same cluster but this time tilted so that an apex shows in the field 

direction to mimic a protrusion or an edge showing again evaporation events while 

iterations proceed, this time in a field of 3 V/Å, see Figure 3.5. Similarly to the cluster in 

the top row of Figure 3.3 we see in the top row of Figure 3.5 the upward buckling of the 

center Mg atom and its evaporation as Mg²⁺. After that, new phenomena appear. In the 

iteration represented by the first image in the second row we note an O atom moving up 

as a positively charged ion. Another effect takes place after that, namely that an O atom 

moves downward on the side of the cluster to begin its journey down the shaft. 
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Figure 3.5 3 × 3 × 3 cluster of MgO tilted into a field of 3 V/Å. Shown are snapshots during 

the DFT iterations leading to the evaporation of Mg²⁺ and melting of the top row. In addition to 

the evaporation of Mg²⁺ also O⁺ evaporates at a later stage, and a O⁻ migrates down the cluster. 

The O atoms are red and the Mg are yellow-green. 

 

Lastly, we look at a larger cluster of four 3 × 3 layers in a field of 4 V/Å, see Figure 3.6. 

Buckling of Mg in the top layer is again the initiation of field evaporation. Soon two 

corner Mg atoms get loose and evaporate as Mg²⁺. Shortly thereafter, a positively 

charged O⁺ moves towards the detector. In addition, a negatively charged Mg⁻ migrates 

down the cluster. Unfortunately, the size of this cluster prevented further iterations in a 

reasonable time. Similarly, one should examine the effects of charging and de-charging 

the cluster. 
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Figure 3.6 4 × 3 × 3 cluster of MgO in a field of 4 V/Å. Shown are snapshots during the 

DFT iterations leading to the evaporation of Mg²⁺ and melting of the top row. The O atoms are 

red and the Mg are yellow-green. 

 

3.2.3  Local fields and HOMO-LUMO gaps 

 

Density functional theory has also been used to calculate the field distribution inside a 

dielectric cluster. As an example we considered a small MgO cluster of 3 x 3 x 3 atoms. 

The left layer of the cluster was fixed to prevent its drifting in the field as a homogeneous 

external field was applied to it. Figure 3.7 shows the electric field profile along the central 

atomic chain inside the cluster through an O atom in the left layer, a Mg atom in the 

middle and O atom again in the right layer. One can see that the field is enhanced above 

the first O atom by a factor similar to that as above a metallic adatom. It is interesting to 

note that at a higher external field the MgO cluster is rearranged in such a way that the 

enhancement factor is higher (1.5 at E = 0.5 V/Å and 1.8 at E = 1 V/Å) and the average 

field in the middle of the cluster is lower. At a field of 0.5 V/Å the average internal field 

(between -2 and 2 Å) corresponds approximately to the external field divided by the 

dielectric constant of MgO ( ϵr = 10). At a field of 1 V/Å the internal field is decreased by 
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a factor of 100, demonstrating that in such high electric fields the dielectric behavior 

departs from that predicted by classical electrostatics. This strong screening of the 

external electric field by the bound charges can also explain the absence of the large 

potential drop at the atom-probe tip apex, mentioned in section 1.2. 

 

 

Figure 3.7 Electrostatic field distribution in and around a MgO cluster. 

 

One question remains as to whether or not field-induced metallization is a surface 

phenomenon or affects the entire bulk. Figure 3.8 shows the induced electric field 

through a 3x3x3, 4x4x4, 2x2x6, and 2x2x10 MgO cluster in an applied field of 1.0 V/Å. 

The field is calculated along a hollow site i.e. between the atoms in the cluster and not 

through any atoms. The average internal induced field was found to be reduced by 

approximately 2, 26, 9, and 44 for the 4x4x4, 3x3x3, 2x2x10, and 2x2x6, respectively. 

The 4x4x4 has two layers between the hollow site and the outside whereas the others 

only have one. We see that the field reduction increases as the cluster gets smaller or as 

the layers decrease. While a more exhaustive analysis across different sites, cluster 

thicknesses, and field strengths needs to be performed, we can take this as an indication 

that field-induced metallization is a surface phenomen restricted to the first few 

monolayers. 
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Figure 3.8  The induced electric field through a hollow site of a MgO cluster in an applied 

field of 1.0 V/Å.  

 

 

In Figure 3.9 we plot the HOMO–LUMO or band gap, for Si6 and also for MgO 3x3x3 

cluster, as a function of field strength. It decreases steadily and drops to zero at the 

predicted evaporation field strength as an indication that in such fields Si and MgO, and, 

by implication, all semiconductors and insulators, become conducting. This effect was 

first observed some years ago that the disintegration of polymers such as poly-thiophene 

in high fields was also accompanied by the closing of the HOMO–LUMO gap, i.e. the 

molecule disintegrated while it became conducting [83]. This, in our opinion has far-

reaching implications to understand APT of insulators and semiconductors as we will 

discuss in the next two chapters. 
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Figure 3.9 HOMO–LUMO gap for Si and MgO clusters. 

 

For MgO, 14 systems of varying size and basis set have been calculated and are shown in 

Figure 3.10, note the number in brackets indicates multiplicity. 

 

Figure 3.10 HOMO-LUMO gaps vs. electric field strength for different size MgO clusters. 

The numbers in brackets indicate the multiplicity. 
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The HOMO-LUMO gaps can increase or decrease due to structural changes caused by 

the electric field. Instead of following the ups and downs, so to speak, of the gaps, we 

focus on the effects of cluster size on the gap at zero field and the critical evaporation 

field strength. Figure 3.11 shows the HOMO-LUMO gap at zero field vs. the number of 

atoms n. For the singlet systems (3-21G, 3-21G*, and 6-31G*) the HOMO-LUMO gap 

increases in general with the number of atoms. Interestingly enough for the triplet 

systems the opposite is true. Most likely this is due to the fact that the HOMO-LUMO 

gap for anything other than a singlet isn’t well defined. For a triplet system there are 4 

possible gaps one could look at: α-α, β-β, α-β, and β-α. The α-α gap was chosen here 

because when one changes the wavefunctions from unrestricted to restricted for the MOs, 

it is the α-α gap that is left. None of the systems have a HOMO-LUMO gap equal to the 

bulk MgO bandgap of 7.8 eV but that isn’t surprising. It has been found that 3 nm MgO 

nanocubes absorb light at 5.6 eV and 4.6 eV [84]. A 3 nm cube would be about 15 atoms 

across where as the largest cluster calculated here is 4 atoms across. More clusters should 

be calculated to see when the HOMO-LUMO gap approaches that of the bulk and 

nanocubes. All that being said, a 3x3x3 (Mg13O14) triplet system does have a HOMO-

LUMO gap of 4.6 eV, see Figure 3.9. As for closure we see that approximately half of 

the gaps close completely (MgO, Mg14O13, Mg13O14, and Mg32O32) with most of the rest 

decreasing to less than 0.5 eV at evaporation. It is quite possible they would close as well 

if the optimizations were run further. Due to time constraints this was not done. 
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Figure 3.11 HOMO-LUMO gap at zero field vs. number of atoms in a MgO system. 

 

Looking at the critical evaporation field strength, Eev, we find that for systems of low 

coordination, such as with one Mg atom adsorbed on the face of a cube, the strength is 

1.5 V/Å < Eev ≤ 2.0 V/Å (Mg14O14). The evaporation field strength for a MgO molecule 

and the Mg10O9 cluster are 3.5 V/Å < Eev ≤ 4.0 V/Å and 2.5 V/Å < Eev ≤ 3.0 V/Å, 

respectively. The reason for this is due to charge separation. In Gaussian all charges 

(including electrons) must be based on atoms, thus when an electron comes off a Mg 

atom in a MgO molecule it goes onto the O atom and stays there regardless of field 

strength. There is now an ionic attraction working against the applied field. As we 

increase the layers or charge separation distance, the ionic attraction gets weaker causing 

the evaporation field strength for a singly bonded Mg atom to decrease from > 3.5 V/Å to 

> 1.5 V/Å as we go from a single molecule to a 3x3x3 cube. 

The evaporation field strength for higher coordination atoms such as on the edge, atomic 

terraces, or corners are 2.5 V/Å < Eev ≤ 3.0 V/Å for a 4x4x4 (Mg32O32) cluster, 2.6 V/Å < 

Eev ≤ 2.8 V/Å for a 3x3x3 (Mg14O13), 2.4 V/Å < Eev ≤ 2.5 V/Å for a 3x3x3 (Mg13O14), 

and 3.0 V/Å < Eev ≤ 3.5 V/Å for 2 layers of 3x3 or 3x3x2 (Mg9O9). So we see that the 

evaporation field strength for an atom will depend on coordination i.e. geometry (as will 

be discussed in Chapters 4 and 6) and the local charge distribution i.e. charge screening. 
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3.3 Discussion and Outlook 

 

The crucial difference in field evaporation of metals and insulators is the basic fact that 

metals expel electrostatic fields and insulators allow them full penetration, with 

semiconductors somewhat in between. This has a direct consequence for the operation of 

the Atom Probe. (a) Metals: the fields penetrate less than the first atomic surface layer 

and are enhanced by up to a factor of three at protrusions, corners and edges. Thus atoms 

at these exposed sites are removed first, exposing atoms in the layer below and thus 

achieving layer-by-layer compositional analysis in Atom Probe Tomography of metals 

and alloys. (b) Insulators: electrostatic fields penetrate insulators whether they are 

isolated species or grown on a metal substrate. The immediate consequence is that the 

field attacks the complete crystal simultaneously with perhaps some more action on the 

surfaces with fewer bonds and mobility out of the surface. However, if large fields are 

used the whole crystal structure will change much akin to melting so that site specificity 

could be lost. We have demonstrated in this chapter that the HOMO-LUMO gap closes 

with two consequences: if it goes to zero the tip becomes metallic. This is beneficial for 

at least two reasons: (i) charge accumulation inside the cluster is avoided, and (ii) the 

field is actually expelled, at least partially, from the cluster. Both effects will aid APT. If 

the gap does not close completely we still get a narrow gap semiconductor instead of an 

insulator with the effects just discussed for a metallic tip at least partially invoked. The 

fact that APT can be applied to non-metallic systems is perhaps clear evidence of the 

field screening. The field penetration may be very limited even in dielectrics. Of course, 

using laser irradiation either resonantly or thermally, will aid the evaporation process as 

well and is possibly the reason why fields used in the experiment are smaller than the 

ones used in our calculations. 

 

Our cluster calculations also suggest that in addition to Mg²⁺ one should also see MgO⁺, 

MgO²⁺, MgO₂⁺, and O⁺ ions in the mass spectrometer in fields of more than 2 V/Å. 

These ions have recently been observed in APT mass spectra by Chen et al. [75] and 

Larson et al. [77]. In this paper we have only addressed static questions but did not 

address the kinetics of field evaporation. This can be done using the framework worked 
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out 20 years ago for field evaporation of metals provided one has the right computational 

equipment [21], [30]. 
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CHAPTER 4 Field evaporation of ZnO: theoretical insights 

 

This chapter has been published in Ultramicroscopy (vol. 159, pp. 156–161, Dec. 2015) 

as an article with the title “Field evaporation of insulators and semiconductors: theoretical 

insights for ZnO”[85]. The authors are Markus Karahka and Hans Jürgen Kreuzer. 

Markus Karahka’s contribution to this work consists of all calculations and drafting 50% 

of the manuscript. Permission to use this work has been granted by the editor of 

Ultramicroscopy, a copy of the permission letter is attached to this thesis.  

Section 4.4 of this chapter has been adapted from an article published in the Journal of 

Applied Physics (vol. 118, pp. 025901–7, July 2015) with the title “Field evaporation of 

ZnO: a first-principles study [86]. The authors are Yu Xia, Markus Karahka and Hans 

Jürgen Kreuzer. Markus Karahka’s contribution to this work consists of assistance with 

the calculations and drafting 25% of the manuscript. Permission to use this work has been 

granted by the editor of Journal of Applied Physics, a copy of the permission letter is 

attached to this thesis. 

 

Abstract 

 

We look at the new challenges associated with Atom Probe Tomography of insulators 

and semiconductors with regard to local fields inside and on the surface of such 

materials. The theoretical discovery that in high fields the band gap in these materials is 

drastically reduced to the point where at the evaporation field strength it vanishes will be 

crucial in our discussion. To understand Atom Probe results on the field evaporation of 

insulators and semiconductors we use density functional theory on ZnO clusters to follow 

the structural and electronic changes during field evaporation and to obtain potential 

energy curves, HOMO-LUMO gaps, field distributions, desorption pathways and 

fragments, dielectric constants, and polarizabilities. Our results also help to explain 

problems related to stoichiometry in the mass spectra measured in atom probe 

tomography. We also examine the effects of electric field reversal on the evaporation of 

ZnO and compare the results with Si.  
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4.1 Introduction 

 

Field evaporation of insulators, and oxides in particular, needs certain considerations as 

discussed in section 1.2 on APT and 3.1 on APT of MgO. To establish the large fields 

necessary for field evaporation one needs a metallic field emitter tip. On this, layers of 

oxide or any other insulator are formed using various methods of oxidation. As a result 

the electric field penetrates the insulating layer and is further modified by its dielectric 

constant. What is observed in the laser assisted APT of ZnO are mostly Zn²⁺ ,Zn⁺, O₂⁺ 

ions with other combinations such as Zn₂O²⁺ present to a lesser degree [49], [75], [87]. 

However, there is an overlap of O₂⁺ and Zn²⁺ in the mass spectra making it difficult to 

determine which is the dominant ion. Our ab initio cluster calculations will reproduce 

these findings, give explanations, and also answer questions such as what happens to the 

evaporation process if the field direction is reversed and whether the predominant ion 

seen in the mass spectra of ZnO is O₂⁺ or Zn²⁺? 

 

The chapter is structured as follows: In section 4.2 we start with a single ZnO molecule in 

a field to establish that we have the correct level of theory for the ZnO clusters. Next in 

section 4.3 we look at pyramidal clusters, Zn₁₀O₇ and Zn₉O₇, to see how cluster size and 

applied field direction influences field disintegration of these clusters and compare our 

results with an Si₁₈ conical tip. Then we investigate a “large” Zn26O26 cluster under high 

electric field conditions in section 4.4. A criteria for the size of the smallest cluster is that 

a unit cell should be fully enclosed by another layer with the proper structure and 

stoichiometry, the volume is very critical especially if a large concentration of holes is 

needed on the surface to screen the fields. By using such a cluster we are able to look at 

the local field distribution inside the cluster and the stoichiometry of the evaporated ion 

species. We will show evidence for field-induced metallization of the cluster at the 

evaporation field strength i.e. expulsion of the electrostatic fields, divergence of 

polarizability and dielectric constant, and closure of the HOMO-LUMO gap. Lastly we 

will summarize our findings and add some ideas concerning missing oxygen in APT. 
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4.2 ZnO molecule 

 

We study the effect of a large electric field on the structure and energetics of a ZnO 

molecule with the aim to establish the correct level of theory such that the molecule is 

well characterized and therefore the clusters are as well. The computational method as 

outlined in Chapter 3.1-3.2.1 is used and the basis set B3LYP/6-311G∗. 

 

We investigate the electronic structure of the ZnO molecule by looking at the singlet 

(double bond) and triplet (single bond) cases. For ZnO in a field we fix the position of the 

oxygen to avoid that the molecule as a whole drifts down the field. In Figure 4.1 we show 

the potential energy curves V(d) = - [Eel(ZnO,d) - Eel(Zn) - Eel(O)] of the singlet(triplet) in 

panel a(b). Here Eel(ZnO,d) is the total electronic energy of the molecule with its 

constituent atoms separated by a distance d, and Eel(Zn) and Eel(O) are the respective 

energies of the isolated atoms. In the absence of a field we find a bond length d₀=1.8 Å 

(2.0 Å) ± 0.09 Å and a dissociation energy Ediss = 2.8 eV (0.65 eV) for the singlet (triplet) 

case. The bond lengths are in reasonable agreement with experimental values of d₀=1.95 

Å for ZnO wurtzite, and the singlet dissociation energy is within the experimental value 

of Ediss = 2.8 ± 0.2 eV [88]. The calculated Ediss of 0.65 eV for the triplet is much lower 

than the value reported above by Wicke et al [88] but in theoretical agreement with Ediss 

=0.66 eV calculated by Dolg et al [89]. We define the evaporation field Eev as the field 

strength at which the molecular structure is unstable and an ion moves down the field. 

For the singlet Eev =4.7 V/Å and the molecule breaks apart into O²⁻ and Zn²⁺, and for 

triplet Eev =2.5 V/Å with O⁻ and Zn⁺ as the evaporation products; in essence the field 

strength required to break a double bond is almost twice that to break a single bond. 
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Figure 4.1 Potential energy curves of a ZnO molecule in a field of 0, 0.5, 1.0, 1.5, 2.0, and 

2.5 V/Å (top-to-bottom) indicated by light blue, blue, pink, red, light green, and green colours, 

respectively. Panel (a) is the singlet and panel (b) is the triplet. 

 

As we are interested in the effect of external electrostatic fields on properties of ZnO, the 

optical mode with a vibration component in the direction of the external electrostatic field 

is presented in Figure 4.2. For both the singlet and triplet the frequency increases slightly 

and then starts to decrease ever more rapidly until reaching zero at Eev. Physically what 

occurs is that the bond is stretched in the field direction causing a decrease in the 

frequency until the bond breaks at which point the frequency is zero. The singlet has a 

higher frequency mode due to its shorter bond length. Finally we calculated the dipole 

moment of the singlet (triplet) and found that in both cases it increased linearly from 6 D 

(3.5 D) to 15.1 D (8.8 D) with a slope, i.e. molecular polarizability, of ≈ 1.8 DÅ/V (2.0 

DÅ/V) until Eev when it drastically increases due to the large separation of the charges.  
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Figure 4.2 Vibrational modes of ZnO in a field. 

 

4.3  Zn₁₀O₇ and Zn9O₇ clusters 

 

On our quest to understand field evaporation of solid ZnO we start with a small 

pyramidal cluster of Zn₁₀O₇ arranged in a wurtzite structure as shown in Figure 4.3. 

Keeping the lowest layer of the cluster fixed we apply a positive field (pointing up in the 

side view) and let the top 5 atoms relax in the field. We first follow the changes in 

Zn₁₀O₇ in a positive field and find that the top 5 atoms stretch upwards in the field until 

Eev = 1.7 V/Å when the top Zn evaporates and leaves as Zn⁺ which then post-ionizes in 

the uniform field into Zn²⁺, as shown in Figure 4.4. 
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Figure 4.3 Side and top down view of the Zn₁₀O₇ cluster in its initial geometry. The red 

atoms are O and the grey are Zn with applied field direction indicated on the left. The locations of 

the underlying O are indicated by red circles in the top down view. 

 

 
Figure 4.4 Dissociation of Zn₁₀O₇ in a field: (left) Stable configuration in a field of 1.6 

V/Å; (right) Evaporation of the cluster in a field of 1.7 V/Å into Zn⁺ and Zn₉O₇. 
 

Increasing the field rapidly to 2.5 V/Å results in the direct evaporation of Zn as Zn²⁺. 

After a Zn cation has evaporated there is a negative charge build up in the remaining 

cluster modifying the local electric field. In reality this negative charge would move into 

the metallic emitter tip and flow down the circuit. To recreate this situation we start the 

calculations again from a neutral Zn₉O₇ cluster, i.e. the same configuration as Zn₁₀O₇ 

minus the top Zn. A positive field is applied and there is a slight stretching of the top 

three Zns and a lowering of the top O until 2.5 V/Å when the stretching of the zincs 

appears to break their bonds to the oxygens on the lower layer but the stucture is still 

stable until Eev =3.1 V/Å. At this stage a Zn²⁺ evaporates first followed by a 

Zn₂²⁺together with an O⁻ which however combine into a Zn₂O²⁺. Shown on the left in 

Figure 4.5 is the last stable configuraton for Zn₉O₇ in a field of 3.0 V/Å and on the right 

the cluster after evaporation at 3.1 V/Å with charges indicated by the atoms. 
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Figure 4.5 Dissociation of Zn₉O₇ in a field: (left) Stable configuration in a field of 3.0 V/Å; 

(right) Evaporation of the cluster in a field of 3.1 V/Å into various ions. 

 

Now we answer the question of what would happen if we reverse field directions instead 

of continuing to apply a positive field to Zn₉O₇ after evaporation of the topmost Zn. As 

before, we neutralize Zn₉O₇ but now apply a uniform negative (pointing down) field. As 

the field increases rapidly the cluster goes through a series of different structures as 

shown in Figure 4.6. The top 4 atoms become increasingly open until they form a linear 

structure at 1.5 V/Å which persists until 2.1 V/Å. This opens a bit more at 2.2 V/Å with a 

Zn below the O separating (not shown) but then the 4 atoms form a small pyramid above 

the bottom layer from 2.3-2.5 V/Å with Eev =2.6 V/Å. Alternatively if the field were to 

increase more slowly i.e. allowing the atoms to relax before increasing the field, then the 

structures from 0.1-0.7 V/Å are identical with a transition to the structure in the lower left 

of Figure 4.6 occuring at 0.8 V/Å instead of 1.5 V/Å and persisting until 2.1 V/Å. The 

evaporation products seen are ZnO²⁻, Zn₂O²⁻, O²⁻, and Zn⁻ at field strengths up to 3.2 

V/Å. 
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Figure 4.6 Changes in the structure of Zn₉O₇ in a negative field. 

 

For a singlet the HOMO-LUMO gap is well defined but for triplets, such as the larger 

clusters, there are three gaps to consider: α (spin up electrons), β (spin down electrons), 

and a mix of α and β. In Figure 4.7 we plot the HOMO-LUMO gaps of the singlet ZnO 

molecule, Zn₁₀O₇ (β), ± Zn₉O₇ (α) with ± indicating applied field directions, and Si₁₈ (α) 

up to Eev. As we have discussed in the previous chapter the closure of the α or β HOMO-

LUMO gap indicates that the insulator becomes conductive or metallizes with the result 

that an atom is field evaporated. This behaviour can be seen in Figure 4.7 with full 

closure of the gap for the Si₁₈ cluster and partial closure of the gap for the ZnO clusters. 

 

 
Figure 4.7 HOMO-LUMO gaps of a ZnO molecule, ZnO clusters, and a Si cluster in a field. 
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As discussed in the previous chapter the induced internal electric field will be reduced by 

more than the dielectric constant given in the classical electrostatic case, for ZnO 

(ϵr=8.5). Figure 4.8 shows the induced electric field profile along the central axis inside 

the pyramid cluster of Zn₁₀O₇ from the bottom layer through an O atom approximately 

3.5 Å from the bottom and a Zn atom approximately 6 Å from the bottom; the fields for 

Zn₉O₇ and Si₁₈ are qualitatively similar. The induced electric field is calculated using Eq. 

27 in Chapter 1. One can see that the field is enhanced above the top Zn atom by a factor 

of three as above a metallic adatom [24]. The oscillations in the induced internal field are 

due to insufficient cancellation of the fields close to the position of the nuclei. At a field 

of 0.1 V/Å the average internal field (between 0 and 5 Å) corresponds approximately to 

the external field divided by the dielectric constant of ZnO (ϵr =8.5). At a field of 1.0 V/Å 

the internal field is decreased by a factor of 20. The Si₁₈ cluster in a field of 2.0 V/Å has 

the internal field decreased by a factor of 1000, demonstrating that in such high electric 

fields the dielectric behaviour departs from that predicted by classical electrostatics. 

 

 
Figure 4.8 Induced electric field through the central axis of the Zn₁₀O₇ cluster caused by an 

applied field of 1.0 V/Å. The position of the Zn (grey) and O (red) atoms are shown. 

 

Although the field is greatly reduced along a given axis we can also calculate the 

dielectric constant and polarizability of the entire cluster as a function of the applied 

electric field using a simple model. In this model the dielectric constant ϵr is given by  



 

 68 

 

𝜖𝑟 = 1 +
𝑝⃗⋅𝐸⃗⃗

𝜖0𝑉𝐸⃗⃗⋅𝐸⃗⃗
      (42) 

where p is the calculated induced dipole moment of the cluster, ϵ₀ is the permittivity of 

free space, V is the volume of the cluster, and E is the applied electric field. In Figure 4.9 

we see that the dielectric constants of the ZnO (Si) clusters are within 10% of their 

experimental values of ϵr =8.5(11.7) at low fields (< 0.6 V/Å) with greater variation for 

different clusters at higher fields. If the structure becomes more open, such as in the 

lower left panel of Figure 4.6, then the dielectric constant will be reduced. Abrupt 

changes in the dielectric constant indicate field-induced changes in the geometry of the 

small clusters and will most likely be smoothed for larger clusters. As the dielectric 

constant is a bulk parameter, and these are nanoclusters, one should not expect the 

dielectric constant to be the same for bulk and clusters. More importantly, upon field 

evaporation of an atom from a cluster the dielectric constant heads to infinity i.e. to that 

of a metal indicating metallization of the semiconductor or insulator. 

 

Figure 4.9 The dielectric constants of ZnO and Si clusters in a field with experimental 

values indicated by dashed lines. 
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The atomic (molecular) polarizability is given by 

𝛼 =
𝑝⃗⋅𝐸⃗⃗

4𝜋𝜖0𝑛𝐸⃗⃗⋅𝐸⃗⃗
      (43) 

where n is the number of atoms (molecules). As one can see in Figure 4.10 we obtain 

good agreement with the experimental values of α=4.47 (5.38) Å³ for the Z₉O₇ cluster 

and Si cluster, respectively. The polarizability of the Zn₁₀O₇ and - Zn₉O₇ clusters are 

higher than the experimental values due to the lone Zn at the top of the cluster which is 

easier to polarize than a Zn with higher coordination. The polarizability also increases 

dramatically upon field evaporation. 

 

 
Figure 4.10 Atomic (molecular) polarizability of Si and ZnO clusters in a field with 

experimental values given by the dashed lines. 

 

4.4 Zn26O26 Clusters 

A Zn26O26 cluster arranged in a wurtzite structure is used as a model of the oxide layers 

on the metallic tip. To prevent drifting of the whole cluster in the applied electric field 

and to simulate the bulk we fix the geometry of the bottom half of the Zn26O26 cluster 

allowing however the electronic structure to reach self-consistency in the iterations. The 

top half of the cluster, which is allowed to relax, transforms to a graphitic-like structure 

in zero field, consistent with previous DFT calculations [90]–[93]. As the applied field 

increases the cluster is stretched but remains stable up to 2.5 V/Å. 
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To understand the mechanism of the strong field expulsion we look at the dielectric 

constant of the cluster, which can be estimated by applying the Clausius-Mossotti 

equation 

𝜖𝑟 =
1+8𝜋𝛼/3𝑉

1−4𝜋𝛼/3𝑉
,      (44) 

where α is the polarizability per molecule in the cluster for the applied field given by the 

second derivative of the energy with respect to the applied field, and V is the volume per 

molecule, which we simply take as the volume of the unit cell of the wurtzite bulk 

(containing 4 atoms) divided by 2 to account for 2 molecules per unit cell. The 

polarizability and the dielectric constant are presented in Figure 4.11, respectively. At 

fields lower than 2 V/Å, α and ϵr are within a factor of two of the experimental values of 

4.01 Å
3
/mol. and 8.81 [94] respectively at E = 0. As the field is increased from zero, α 

and ϵr decrease due to the fact that the static dipole moment of the cluster is in the same 

direction as the applied field. From 0.5 to 0.7 V/Å there is an increase in the 

polarizability and dielectric constant which is caused by a simultaneous field-induced 

vertical expansion (stretching) and horizontal contraction of the cluster. At 0.8 V/Å this 

trend changes and the cluster undergoes expansion vertically and horizontally. The 

external positive field has to counteract the inherent negative field. As the evaporation 

field strength is approached α and ϵr increase rapidly and eventually approach infinity as 

an indication of an insulator-to-metal transition. 
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Figure 4.11 The polarizability (black) and dielectric constant (red) of the Zn26O26 cluster. The 

straight lines are the experimental values of ZnO wurtzite bulk [94]. 

 

In the previous section on small conical Zn10O7 and Zn9O7 wurtzite tips we found that the 

polarizability of the Zn10O7 cluster is approximately twice the experimental value, due to 

the dominant number of Zn atoms. Compared to that, the polarizability of the Zn26O26 

cluster here is close to bulk values; this is important from a practical point of view, 

namely as a justification to use “small” clusters to simulate bulk properties. The criterions 

for how small a cluster can be are simply that (a) there is at least one additional layer 

around a unit cell, and (b) it must be stoichiometric. 

 

An additional indication of metallization is the fact that the strong applied field leads to a 

shrinkage of the HOMO-LUMO gap of the cluster, as discussed in Chapter 3 and the 

previous section [10], [70], [85]. In Figure 4.12 we plot the HOMO-LUMO gap as a 

function of applied field strength. After an initial rise, the gap decreases steadily and 
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eventually drops to zero as the evaporation field is approached similar to the smaller 

clusters. 

 

 

Figure 4.12 The HOMO-LUMO gap of the Zn26O26 cluster. 

 

The HOMO-LUMO gap of a cluster is the equivalent of the band gap of the 

corresponding bulk material. For the bulk, the applied field leads to a band-bending in the 

surface region. Experimental evidence of the shrinkage of the band gap can also be 

inferred from the strong enhancement of the optical absorption, observed recently in 

MgO which will be discussed in the next chapter [95]. 

 

Next we look into the field evaporation process of ZnO itself. At the evaporation field 

strength the cluster is no longer stable and DFT geometry optimization does not converge 

to a stable minimum. What is observed as the iterations proceed is the motion of ions 

away from the surface. This is demonstrated in Figure 4.13 for a field of 2.6 V/Å. Note 

that the snapshots of the iterations do not stand for the exact evaporation pathway. 

However, they can still be used to obtain information on the evaporated species and also 

on the time scale of field evaporation. In the beginning the edge of the cluster is stretched 



 

 73 

 

strongly and disintegration starts at the corner. Initially only Zn atoms evaporate as Zn
2+

, 

as shown in the first row. After that an O2
+
 evaporates followed by a Zn2O

3+
 which is 

post-ionized and breaks down into a Zn
2+

 and a ZnO
2+

 at a height of ~4 Å where there is 

still sufficient overlap between the wave functions on the ion and the cluster. At the next 

stage more Zn
2+

, ZnO
2+

 and O2
+
 are produced. 

 

Figure 4.13 The evaporation of the Zn26O26 cluster at a field of 2.6V/Å. Shown are snapshots 

of the iterations during the calculation. The arrow indicates the direction of the applied electric 

field. The bottom two layers are fixed. 

 

To obtain information on the time scale involved in the field evaporation we follow the 

energy V of a Zn atom at the corner of the cluster as a function of its position z from the 
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geometry optimization as it evaporates (Figure 4.14). The force f can be approximately 

given by f ≈ ΔV/Δz amounting to about 1.0 eV/Å. According to Newton's equation of 

motion a mass m will travel under a constant force f a distance Δz in a time t = [2mΔz/f]
1/2

 

which gives the time scale it takes for the Zn atom to be evaporated of ~10
-14

 s. The Zn is 

partially charged at the surface (due to the internal polarization) and becomes a Zn
2+

 

during the evaporation. To estimate the ionization time scale we look at the electron 

potential energy through the corner of the cluster at field strength of 2.4 and 2.5 V/Å 

showing also the two highest HOMOs (Figure 4.15). The tunneling time of the electron to 

tunnel from the Zn to the cluster in 2.4 V/Å calculated using the WKB approximation 

[96] is ~10
-16

 s, two orders of magnitude faster than the evaporation time; at 2.6 V/Å the 

electron is free to travel through the “metallic” cluster.  

 

Figure 4.14 Potential energy of the first evaporated Zn as a function of the position z during 

the evaporation at a field of 2.6 V/Å. 
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Figure 4.15 The electron potential energy through the corner of the cluster. The HOMOs are 

indicated by the dashed lines. The dotted line is the second-HOMO at 2.4 V/Å. 

 

In our calculations the first evaporated atom is always a Zn at the corner of the top layer, 

which has a coordination of 2 and a binding energy of 6.4 eV. In comparison with this, 

the other Zn has a coordination of 3 and a larger binding energy of 7.6 eV. The binding 

energies of the outer O and the central O are 10.5 eV and 12.1 eV, respectively. The local 

induced field is also dependent on the coordination. At the evaporation field Eev = 2.5 

V/Å, the field enhancement factor at the corner Zn is ~2.5, resulting in a local field of ~6 

V/Å. Meanwhile, the enhancement factor at other atoms is ~1.5 and the local field is ~4 

V/Å. This is consistent with previous calculations on the conical ZnO tips [85] and 

single-walled carbon nanotubes [97]. 

 

The evaporated species we get are Zn
2+

, ZnO
2+

, O2
+
 and O

+
, all of which have been 

observed in various APT experiments [49], [75], [87], [98]. Looking in detail at the 

various experiments one notes that their mass spectra differ significantly in the 

abundance of the various ions. Based on our results we can speculate about a possible 
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cause for these discrepancies: they might be simply due to the fact that in the experiment 

it is difficult to determine the local field strength accurately, because it depends crucially 

on the tip shape and the thickness of the oxide layer. Another cause for the difference is 

the fact that the dissociation field of a ZnO
2+

 molecule is only 0.5 V/Å so that the ion can 

break apart on its way away from the surface and be observed in some of the experiments 

as additional Zn
2+

; this again may be more likely for some tip shapes than others. 

 

4.5 Conclusions 

We have demonstrated the field-induced insulator-to-metal transition of a ZnO wurtzite 

cluster as the applied field strength approaches the evaporation field strength. This can be 

seen in the reduction of the internal field by a factor greater than the dielectric constant, 

20 instead of 8.5 for the Zn₁₀O₇ cluster, 1000 instead of 11.7 for the Si cluster, and 100 

instead of 10 for a MgO cluster, see Chapter 3. The field above the top zinc in Zn₁₀O₇ is 

enhanced by a factor of three in an applied field of 1.0 V/Å which is the same 

enhancement for a metal tip. Using a simple model we showed that one can calculate 

bulk quantities such as the dielectric constant and polarizability from small clusters with 

reasonable accuracy. The rapid increase of the dielectric constant to infinity upon field 

evaporation of an atom confirms metallization of the semiconductor or insulator. The 

HOMO-LUMO gap declines towards zero. This behaviour is seen for the Si cluster and 

ZnO clusters with closure and partial closure of the gaps at evaporation. Such a transition 

for a MgO cluster was shown in the previous chapter.  

 

We also analyze the optical phonon spectrum of ZnO molecules that is varying with the 

applied field. It is found that the normal frequencies decrease first smoothly and then 

exponentially as the electric field increases, with the frequencies going to zero upon 

fragmentation. Reversal of the applied electric field on Zn₉O₇ produces ZnO²⁻, Zn₂O²⁻, 

O²⁻, and Zn⁻ ions and looks like an interesting option to remove O from the material. 

However, the effects of field emission are not taken into account with this DFT model. 

Our cluster calculations also show that the evaporated species in a positive field are Zn
+
, 

Zn
2+

, Zn₂O
2+

, ZnO
2+

, O2
+
 and O

+
. These ions have been observed in APT mass spectra 
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[49], [75], [87], [98]. We also observe the fragmentation of ionic compound molecules 

such as Zn2O
3+

 and ZnO
2+

. 

 

One of the current issues in the APT of oxides is the difficulty in measuring the accurate 

stoichiometry, for instance, due to the overlap of Zn
2+

 and O2
+
 in the mass spectra. Our 

calculations suggest that the peak is Zn
2+

, in agreement with Mancini’s experiments [98] 

using different Zn isotopes. A serious problem with APT experiments on ZnO is the fact 

that the ion yield is not stoichiometric with oxygen ions missing in mass spectra. Our 

calculations confirm this finding: we see that field evaporation always starts with the Zn 

atoms at the corner of the top layer desorbing first, due to the fact that field enhancement 

is largest there. After Zn ions evaporate, the cluster becomes O-rich, and surface 

diffusion of O is effective above 100K. This leads to associative thermal desorption of 

neutral molecular oxygen which cannot be detected in APT. However, some O2 can get 

field-ionized showing up in APT measurements but not enough for stoichiometry. 
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CHAPTER 5 Field-induced metallization of semiconductors 

 

This chapter has been published in NanoLetters (vol. 14, pp. 6066–6072, 2014) as an 

article with the title “Do Dielectric Nanostructures Turn Metallic in High-Electric dc 

Fields?” [95]. The authors are E. P. Silaeva, L. Arnoldi, M. L. Karahka, B. Deconihout, 

A. Menand, H. J. Kreuzer, and A. Vella. Markus Karahka’s contribution to this work 

consists of the DFT calculations and drafting 10% of the manuscript. Permission to use 

this work has been granted by the editor of NanoLetters, a copy of the permission letter is 

attached to this thesis. Reprinted (adapted) with permission from (NanoLetters (vol. 14, 

pp. 6066–6072, 2014)). Copyright (2014) American Chemical Society. 

 

Abstract 

 

Three-dimensional dielectric nanostructures have been analyzed using field ion 

microscopy (FIM) to study the electric dc field penetration inside these structures. The 

field is proved to be screened within a few nanometers, as theoretically calculated, taking 

into account the high-field impact ionization process. Moreover, the strong dc field of the 

order of 0.1 V/Å at the surface inside a dielectric nanostructure modifies its band 

structure leading to a strong band gap shrinkage and thus to a strong metal-like optical 

absorption near the surface. This metal-like behavior was theoretically predicted using 

first-principle calculations and experimentally proved using laser-assisted atom probe 

tomography (APT). This work opens up interesting perspectives for the study of the 

performance of all field-effect nanodevices, such as nanotransistor or super capacitor, and 

for the understanding of the physical mechanisms of field evaporation of dielectric 

nanotips in APT. 

 

Do Dielectric Nanostructures Turn Metallic in High-Electric dc Fields? 
 

Nanostructures are rapidly making inroads into advanced device systems wherein they 

could be subjected to high current densities, electric fields as well as thermal transients 

due to their typical geometries and size-dependent properties [99]–[101]. In the device 
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context, the latter mostly include electronic, optical, or optoelectronic properties that are 

also mutually intertwined in interesting ways on such tiny length scales. In many cases, 

the modifications are so dramatic that none of the bulk considerations seem to have any 

relevance to the device functionalities. Thus, in the emergent and futuristic 

nanoelectronic devices a precise and direct understanding of the properties on that 

specific length scale is a must. Among various issues that are important to nanodevices, 

the implications of very high electric fields for the electronics states (band structure), 

carrier transport, and optical excitation are perhaps the most relevant because in many 

devices such as field-effect transistors and supercapacitors, geometry effects lead to 

highly enhanced local fields. Although several phenomena pertaining to the effects of 

high fields on solids have been addressed theoretically and experimentally in the past 

[55], [102]–[104], understanding of the dramatic changes in the response and properties 

of a dielectric subjected to high electric fields is severely lacking, especially insofar as 

the intriguing observation of their metal-like behavior is concerned. Because the 

consequences of enhanced local fields can be easily examined in the case of metallic 

nanostructures via field emission, one could envision the application of this method in the 

case of dielectric as well. This is nontrivial however in view of the possibility of 

dielectric breakdown effects. Thanks to the recent developments in the use of laser-

assisted atom probe 3D tomography technique, it is now possible to control these 

phenomena to unprecedented accuracy and address issues that could not be otherwise 

addressed before. In this work, we apply this technique to the observation of high electric 

field-induced metal-like behavior of dielectrics that has been a subject of a long debate. 

 

Depending on the field strength, several different physical processes can be responsible 

for this behavior. At fields of the order of 0.01–0.1 V/Å, light absorption was predicted to 

be enhanced due to the Franz-Keldysh effect, when photon-assisted tunneling leads to a 

decrease of the band gap of the dielectric [105], [106]. Higher fields (0.1–1 V/Å) cause 

the recently predicted adiabatic metallization and increased polarizability of the dielectric 

films due to Wannier–Stark localization [107], [108]. Above 1 V/Å, Zener interband 

tunneling takes place [55], [102], injecting a substantial number of free electrons into the 

conduction band of the dielectric. High-field band-bending can cause the accumulation of 



 

 80 

 

high (semimetallic) densities of free carriers at the surface of a semi-infinite low-

resistivity semiconductor [11], [17], [109]. All of these phenomena were predicted 

theoretically in the references cited above but never confirmed experimentally in the case 

of strong dc field. In this work, to create a strong dc field dielectrics are nanostructured in 

the form of nanotips, such as samples used in field ion microscopy (FIM) and APT [11]. 

Note that these nanotips have a typical size and shape of a functional nanostructure found 

in many nanoscale devices and in many high-field applications. Moreover, the nanotips 

are not only subjected to strong electrostatic fields but can also be illuminated with light 

to trigger field emission. Hence, the change of the optical properties of the sample under 

a high field can easily be probed. 

 

In this chapter, we show by a combination of experiment and theory that (i) internal fields 

of the order of 0.1 V/Å are generated at the apex of a dielectric nanotip when biased to a 

high voltage; (ii) this field penetrates a few nanometers into the tip surface; (iii) such a 

high field causes the band gap to decrease leading to metallization of the dielectric tip 

surface, thus, strongly enhancing its optical absorption. Using APT, we follow these 

changes of the optical properties. DFT calculations are also reported that confirm this 

new picture of dielectrics behavior in high dc fields. 

 

This work opens a new understanding of the role of the electric field in laser-matter 

interaction and in the laser-assisted field evaporation of nonmetallic materials. This work 

also closes a long debate inside the APT community on the light absorption process and 

the following field evaporation of dielectric samples. Although APT is experimentally 

quite successful in applications for atom-resolved material analysis [76], [110]–[115], the 

mechanisms of laser-assisted field evaporation, the fundamental process that forms the 

basis of APT, of nonmetallic tips remained unclear. 

 

To characterize the tips and map out the field distribution we use FIM, a projection 

microscope able to image the surface of the sample with atomic resolution [11]. The 

sample is introduced into a high vacuum chamber and is cooled down to a temperature of 

T = 20 K. A schematic representation of the chamber is shown in Figure 5.1a. An 
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imaging gas, Ne, at a pressure of about 10
–5

 mbar is field ionized close to the tip surface 

due to tunneling, provided the field at the tip apex is higher than the ionization field of Ne 

(Ei = 3.5 V/Å). Positive ions of Ne
+
 are, then, projected onto the detector and an image of 

the surface of the sample with atomic resolution is obtained, as shown in Figure 5.1b for 

MgO. More details on the Experimental Method are reported in the supporting 

information [95]. This measurement shows that the field inside the MgO tip is on the 

order of Ei/ϵr = 0.35 V/Å, where ϵr = 10 is the relative dielectric constant of MgO. A 

scanning electron microscope (SEM) image of the MgO tip is reported in Figure 5.1c. 

 

 

Figure 5.1 (a) Schematic diagram of FIM experimental setup,Vdc = 8 kV. (b) FIM image of 

MgO at 20 K with 10
–5

 mbar of Ne as imaging gas.(c) SEM image of MgO tip used in the 

experiments. 

 

The field at the apex of the MgO tip can be calculated by solving the Laplace equation 

for the geometry in Figure 5.1a. For an applied voltage of Vdc = 8 kV we get a field inside 

the tip of about 0.05 V/Å, see Figure 5.2a at 0 ns. It is several times lower than the value 

obtained experimentally [10], [62]. In reality, under this field the free carriers move 

inside the tip to screen the field in the bulk of the tip and increase the field at its apex, 

which is not accounted for in the classical electrostatic picture. 

 



 

 82 

 

 

Figure 5.2 (a) Field distribution along a MgO tip axis of symmetry in vacuum (white) and 

inside the tip (gray zone) at different times after application of voltage, obtained from the 

numerical solution of eqs 45. (b) Time evolution of average current (solid red line), average 

carrier (electron and hole) density in the bulk of MgO tip (solid blue line), and surface carrier 

density (dashed line) at the surface of MgO tip after application of voltage. 

 

The screening of the field can be described using a simplified, that is, one-dimensional 

model (parallel to the tip axis of symmetry) valid for 3D spherical geometries with radius 

of curvature not much less than 20 nm [109]. To reproduce the same initial field in 1D as 

obtained by solving the Laplace equation in 3D, the tip is represented by a short vacuum 

region (300 nm) and a long MgO “line” (13 μm); a positive potential difference Vdc is 

applied between the ends. Then we solve numerically the drift-diffusion equations for the 

density of electrons ne and holes nh together with the Poisson equation for the potential V 

to obtain the evolution in time t of the field inside this system along its axis of symmetry 

z: 
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      (45) 

 

where e is the absolute value of electronic charge and ϵ0 is the vacuum permittivity. The 

electron and hole current densities Je and Jh, respectively, are given by 

  (46) 

 

with the field E = −∂V/∂z. The diffusion coefficients Dh, De and mobilities μh, μe of holes 

and electrons are considered for Fermi–Dirac statistics [54]. The equilibrium values are 

taken to be μh = μe = 10 cm
2
/(Vs) [116] and Dh = De = μekBT/e where kB is Boltzmann 

constant. 

 

The recombination time τ = 300 ms is obtained experimentally as reported in the 

supporting information [95]. The generation rate of holes Sh and electrons Se depend on 

the presence of the high dc field inside the dielectric. The initial field inside the tip (0.05 

V/Å) is lower than the typical field for metallization that has been shown to happen at 

internal fields higher than 0.1 V/Å [107]. Moreover, this field is lower than the critical 

field needed for the Zener-type interband tunneling [103], [108] 

 

𝐸crit =
𝜀gap

𝑒𝑎
~1.8 VÅ−1     (47) 

 

where gap = 7.8 eV is the band gap of MgO and a = 4.2 Å is its lattice constant. 

However, this field is high enough to cause carrier generation by impact ionization [117] 
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𝑆h = 𝑆e =
𝜅

𝑒
(|𝐽e| + |𝐽h|)    (48) 

where κ is the coefficient of impact ionization given by [118] 

𝜅 = 𝜅0exp (−
𝐻

𝐸
)     (49) 

Unfortunately, the constants κ0 and H are not known for MgO. We take κ0 = 6.5 × 10
13

 

m
–1

reported for SiO2 [118]. The value of H is determined experimentally to be 1.5 × 10
10

 

V/m, see the supporting information [95]. Now, the system of eqs 45-49, describing the 

field screening inside the tip, can be solved numerically. The initial carrier density is 

taken to be 6 × 10
2
 cm

–3
. This value is calculated from the reported value of resistivity of 

MgO 10
13

 Ohm·m [119]with the known mobility. The potential is fixed to zero at the left 

boundary and to 8 kV at the right boundary. 

 

At the initial time, the drift current of carriers is strong enough to cause the generation of 

electron–hole pairs through impact ionization. This leads to a rapid increase of the 

average carrier (electron and hole) density up to 10
17

 cm
–3

 and current density in the bulk 

of MgO tip (Figure 5.2b) and, thus, the increase of surface hole density up to a 

semimetallic value of 3 × 10
21

cm
–3

 and rapid field screening (Figure 5.2). 

 

The field in the bulk of MgO tip decreases below 10
–5

 V/Å leading in turn to the decrease 

of impact ionization rate, and the carrier generation stops. The average carrier current 

also decreases because diffusion tends to balance the drift current. At the same time, the 

surface field in vacuum increases from 0.5 V/Å up to 3 V/Å (Figure 5.2a). After the 

establishment of a stationary condition, the recombination of the excess carriers takes 

place everywhere inside the sample except at the surface due to charge separation [56]. 

The electron and hole densities have then the spatial profiles typical for stationary band-

bending in semiconductors under high positive dc field [54]. The holes accumulated at 

the surface of MgO can also be trapped at low coordinated sites [120]. Note also that 

while screening is going on the electric current is very high. However, it does not lead to 

the breakdown of the tip due to its very short duration (∼100 ps). 
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The field is quite strong within the screening distance of a few nanometers (Figure 5.2a) 

where it can strongly affect the optical properties of the dielectric. To understand this 

phenomenon we use DFT [40] to investigate the electronic structure of a MgO cluster of 

3 × 3 × 3 atoms in the presence of external electrostatic fields, see Figure 5.3. In Figure 

5.4a, we plot the HOMO–LUMO gap of the cluster as a function of field strength; the 

HOMO–LUMO gap in clusters translates into the band gap in bulk. The HOMO–LUMO 

gap strongly decreases with the field and shrinks to zero at the evaporation field strength, 

calculated here to be E = 2.6 V/Å, which is in agreement with Durach et al [107] where 

the band gap collapses and resulting metallization of the dielectric is found to be at an 

internal field of E/ϵr = 0.1 V/Å or greater. Further increasing the field leads to cluster 

disintegration and the evaporation of a Mg atom as an Mg
2+

 ion. We have made several 

checks to ensure that our cluster is sufficiently large. (1) We repeated the calculations for 

a larger 4 × 4 × 4 cluster (Figure 5.3) and found a similar evaporation field strength and 

the similar band gap dependence on the field but a larger HOMO–LUMO gap of 5.3 eV 

at zero field as expected, see Figure 5.4b. (2) From the electric dipole moment, we 

extracted the polarizability in small fields to be 3.1 Å
3
 for both cluster sizes, which is in 

good agreement with the experimental value 3.3 Å
3
. (3) From the DFT calculations, we 

can also determine the static dielectric constant to be 8.5 for the small cluster and 9.5 for 

the large cluster, again in excellent agreement with experiment. (4) It is noteworthy that 

the polarizability and dielectric constant go to infinity at the evaporation field strength as 

an indicator of metallization, see Figures in the supporting information [95]. 

 



 

 86 

 

 

Figure 5.3 Atomic clusters of 3 × 3 × 3 atoms at zero field (left image) and of 3 × 3 × 3 and 

4 × 4 × 4 atoms at field E = 3 V/Å (middle and right image, respectively). Mg is in yellow and O 

is in red. Arrow indicates the direction of the field E, considered in DFT calculations. 

 

 

Figure 5.4 (a) HOMO-LUMO gap of MgO cluster of 3 × 3 × 3 atoms as a function of the dc 

field: external E and internal E/ϵr, calculated by DFT. (b) HOMO-LUMO gap normalized by 

zero-field gap as a function of dc field for 3 × 3 × 3 MgO cluster (black round dots) and for 4 × 4 

× 4 MgO cluster (red square dots). Absolute value of HOMO-LUMO gap of 4 × 4 × 4 cluster at 

zero field is calculated to be 5.3 eV. Dashed curves is a polynomial fitting of the points from DFT 

calculation. 
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To prove experimentally that a high dc field induces strong metal-like optical absorption 

due to the collapse of the band gap at MgO tip apex we use laser-assisted APT [121]. The 

detection rate of field-evaporated ions is measured as a function of laser fluence Flaser of a 

500 fs laser pulse at 343 nm wavelength and 100 kHz repetition rate.  

 

Different physical mechanisms can be responsible for photodesorption of atoms from 

dielectric surfaces [59], [65], [122], [123]. How exactly it happens under high dc field 

during APT analysis has not been yet understood. However, it was experimentally 

demonstrated that the evaporation rate increases nonlinearly with temperature [124]. This 

experimental behavior was explained by different theoretical models [59], [122]. For all 

of them, the evaporation rate follows an Arrhenius law [11] 

 

𝜙 = 𝜈〈𝑁〉𝜏evapexp (−
𝑄n

𝑘B𝑇
)     (50) 

 

where ν is the surface vibration frequency, ⟨N⟩ is the number of kink site atoms within 

the field of view of the detector, τevap is the evaporation time, Qn is the activation barrier, 

and T is the tip temperature at the surface. The detection rate (φ) is lower than the 

evaporation rate due to the detector efficiency (q = 0.5) 

 

𝜑 = 𝑞𝜙     (51) 

 

After the interaction with the laser pulse (for any of the possible mechanisms), the tip 

temperature increases due to laser energy absorption 

 

𝑇 = 𝑇0 + 𝛾𝐹laser     (52) 

 

with γ a proportionality factor related to the absorption properties of the sample. Hence, 

to measure this γ factor the voltage applied to the sample was fixed at Vdc = 9.3 kV 

(Figure 5.5a) and the base temperature at T0 = 80 K. Then, the ion detection rate was 

measured as a function of laser fluence. The same procedure was repeated for T0 = 20 K 

[54], [125]. 
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Figure 5.5 Number of detected ions per pulse as a function of the laser fluence at applied 

voltage of 9.3 kV (a), 10 kV (b), and 10.4 kV (c). Laser wavelength is 343 nm and pulse duration 

is 500 fs. Round red dots (connected by the red line to guide eyes) correspond to data collected 

for a base temperature of 20 K, and square black dots (connected by the black line to guide eyes) 

correspond to a base temperature of 80 K. 

 

As reported in Figure 5.5, for a given value of the detection rate a higher laser fluence is 

required to evaporate the sample at lower temperature. Moreover, by increasing the dc 

field, this difference in the laser fluence decreases from ΔFlaser = 0.65 J/m
2
 at low dc field 

to ΔFlaser = 0.05 J/m
2
 at high field for a detection rate of 0.5 atom/pulse. According to the 

charge-state behavior of Mg ions during the experiment [126] we can deduce the value of 

the external field for the three analysis: E = 0.85Eev = 2.2 V/Å at low field, E = 0.90Eev = 

2.35 V/Å at medium field, and E = 0.95Eev = 2.5 V/Å at high field. 

 

The value of ΔFlaser is the laser fluence necessary to increase the temperature of the 

sample from 20 to 80 K 

 

∫ 𝐶p
80

20
(𝑇)d𝑇 = 𝛼(1 − Γ)Δ𝐹laser    (53) 
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where the left-hand side describes the energy stored in the system due to the change of 

temperature. Taking into account the heat capacity Cp of MgO [127] and the measured 

fluence difference we get an estimate for the absorption α(1−Γ), where α is the absorption 

coefficient and Γ is the reflectivity of the sample for the three values of the dc field, as 

reported in the first line of Table 5.1. 

Table 5.1 Experimental Values of the Absorption, the BandGap Shrinkage, the Effective 

Photon Energy, and the Theoretical Value of the Absorption for Three Values of the dc Field
a
 

 

 

 

These values of absorption are extremely high and correspond to the ones typically 

observed for metals [128]. This cannot be explained by considering the optical properties 

of a MgO nanostructure in field-free case. The bulk MgO is transparent to the laser light 

used in our experiment: the linear absorption coefficient is only 0.4 cm
–1

 [128] at the 

given laser wavelength (343 nm) and the nonlinear three-photon absorption coefficient is 

negligible at the given laser intensity (<10
9
 W/cm

2
). The defects of MgO surface can 

absorb such light better [129]. However, the absorption of the last atomic layer does not 

increase the tip temperature at the surface sufficiently to observe the temperature-related 

changes reported experimentally. 

 

The DFT calculation predicts field evaporation of the MgO cluster at a field Eev = 2.6 

V/Å. At the dc fields of the experimental analysis, the DFT calculation shows that the 

gap decreases from 4.6 down to 1.7 eV at low field and to 0.5 eV at high field, as 

reported in Figure 5.4a. This corresponds to a relative band gap shift of 60% at low field 

and 90% at high field (Figure 5.4b). For the bulk MgO band gap of 7.8 eV, this 

corresponds to an absolute band gap shrinkage Δ gap reported in the second line of Table 

5.1. The change of the absorption coefficient for a photon of energy ω due to the band 
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gap shrinkage can be estimated from the corresponding shift of the absorption spectrum 

of MgO: α(ℏω + Δ gap). The same is valid for the reflectivity value. Thus, for the given 

wavelength 343 nm (ℏω = 3.6 eV), we have to consider the absorption coefficient and the 

reflectivity of MgO at the photon energy of ℏωeff = ℏω + Δ gap, reported in Table 5.1. 

Using the values of α(ω) and Γ(ω) reported in Palik [128], the theoretical values of 

α(1−Γ) are calculated; they are within an order of magnitude to the ones obtained in our 

experiment, as reported in Table 5.1. 

 

Moreover, the dependence of the absorption on the dc field can be experimentally 

proved, looking at the voltage necessary to obtain a given detection rate as a function of 

the laser fluence. For each value of the laser fluence, the dc voltage applied to the tip is 

adjusted to evaporate the tip at a detection rate of 0.5 atom/pulse.  

 

As reported in Figure 5.6, the voltage dependence on the laser fluence is nonlinear. This 

is unexpected because, for dc field in the range of 80–95% of Eev, the energy barrier Qn in 

Eq. 50 is a linear function of the dc field [130] 

 

𝑄n = 𝑄0
′ (1 −

𝐸

𝐸ev
)     (54) 

 

with Q0
′
 a proportionality factor resulting from the linearization of Qn(E) with E. The 

field E at the tip surface is controlled by the applied voltage Vdc according to the relation 

 

𝐸 =
𝑉dc

𝛽𝑟tip
     (55) 

 

where rtip = (50 ± 5) nm is the tip apex radius of curvature and β is a dimensionless factor 

that varies with the exact geometry of the tip within the range of 2 to 8. From eqs 50-55, 

for a constant detection rate the voltage applied to the sample becomes a linear function 

of the laser fluence 

 

𝑉dc

𝑉ev
= 1 −

ln(𝜑)−ln (𝑞𝜈〈𝑁〉𝜏evap

𝑄0
′ (𝛾𝐹laser + 𝑇0)     (56) 
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This linear behavior was already reported on metals [131]. In the case of MgO, however, 

this dependence is not linear, and for high laser intensity the laser contribution to the 

evaporation saturates. As discussed before, this saturation is related to the decrease of the 

dc voltage. At lower voltage (and thus field), the band gap shrinkage and thus the 

absorption will be lower. Therefore, to evaporate the sample a much higher intensity is 

required. 

 

 

Figure 5.6 The dc voltage as a function of the laser fluence at a detection rate of 0.5 

atom/pulse for a MgO tip. Full squares (connected by the black line to guide eyes) correspond to 

data collected using a UV laser (wavelength of 343 nm), open squares (connected by the gray line 

to guide eyes) using a Green laser (wavelength 515 nm). Dashed lines indicate the values of the 

voltage corresponding to the field values of (2.5, 2.35, 2.2 V/Å) from the higher to the lower. The 

laser pulse duration is 500 fs for both wavelengths. 

 

The change in the laser wavelength from UV (343 nm) to green (515 nm) does not affect 

the behavior of the dc voltage as a function of the laser fluence, as shown in Figure 5.6. 

At dc field higher than 0.95 Eev (Vdc > 10.4 kV), laser light is absorbed with the same 
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efficiency at both wavelengths because the band gap shrinkage is so strong that the 

surface behaves like a metal. 

 

However, at lower field values the laser fluence required to obtain a fixed detection rate 

is now higher for Green laser. We indicate in Figure 5.6 with dashed lines the values of 

the voltage corresponding to the three values of the field considered before (2.5, 2.35, 2.2 

V/Å). For each dc field value, we report in Table 5.2 the ratio of the laser fluence used 

during green and UV analysis. Moreover, as explained before, we calculate the 

theoretical value of the absorption at two laser wavelengths, considering the band gap 

shrinkage, reported in Figure 5.4. Comparing the experimental values of the ratio of the 

laser fluences with the ratio of the calculated values of the absorption, we can note a good 

agreement between experimental and theoretical results. Note that at a dc field of 

0.85 Eev using green laser, the evaporation is not reported experimentally, as predicted by 

the extremely low value of the calculated absorption. 

 

Table 5.2 Experimental Value of the Ratio of UV and Green Laser Fluences and the Ratio 

of the Theoretical Values of the Absorption Calculated for UV and Green Light for Three Values 

of the Dc Field
a
 

 

 

In summary, we have performed the first experiments proving that high electrostatic 

fields of the order of 0.1 V/Å inside a dielectric nanostructure strongly enhance its laser 

absorption up to the value typical for metals (∼10
5
 cm

–1
), as was recently predicted 

theoretically [107], [108]and proved experimentally only for high optical fields [103], 

[104]. We have also performed a first-principle DFT calculation for atomic clusters of 

MgO crystal showing that a high dc field modifies the band structure of a dielectric 

nanostructure and in particular its band gap decreases significantly down to total band 

gap collapse, which is in very good agreement with experimental data. 
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Atom probe tomography (as well as field ion microscopy) has been shown to be a unique 

technique to study high-field phenomena. In practice, the high dc field penetrates inside 

the dielectric samples of APT or FIM, but it does not lead to its damage because the 

electric current inside the tip is controlled charge by charge. 

 

The phenomenon of the band gap collapse and further metallization of dielectric 

nanostructures in high dc fields has important consequences on the performance of field-

effect transistors and supercapacitors. It has to be taken into account as one of the reasons 

(besides Zener tunneling and avalanche ionization) of their breakdown. The high-field 

metal-like properties of dielectric nanotips also strongly influence the field ionization and 

field evaporation processes in FIM and APT of dielectrics. In APT of nonmetallic tips, 

two scenarios were proposed to explain these processes: thermal activation and field-

assisted evaporation [54], [62]. In the former, laser energy is absorbed by the tip 

generating hot carriers that migrate to the apex of the tip due to the applied field. Here, 

the hot carriers relax their energy, heating the apex region sufficiently for evaporation to 

become efficient [54]. On the other hand, in the field-assisted scenario a high density of 

positive charges, generated by laser absorption, is accumulated at the surface due to drift 

in the field leading to field enhancement sufficient to field-evaporate ions [62]. In both 

models, high dc field inside the nanotip drives the free carriers generated by the laser to 

the surface. Our work shows that this hypothesis is wrong because the dc field is screened 

inside the dielectric nanotip. Moreover, the strong metal-like optical absorption (even for 

sub-band gap photon energies) of the extreme surface finally explains the ultimate depth 

resolution of laser-assisted atom probe tomography achieved for nonconductive materials 

and therefore the exceptional analytical performances at an atomic scale of this technique 

[50], [52], [58]. 
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CHAPTER 6 The mystery of missing species in Atom Probe 

Tomography of composite materials 

 

This chapter has been published in Applied Physics Letters (vol. 107, pp. 062105–4, 

August 2015) as an article with the same title [132]. The authors are Markus Karahka, Yu 

Xia, and Hans Jürgen Kreuzer. Markus Karahka’s contribution to this work consists of 80 

% of the calculations and drafting 40% of the manuscript. Permission to use this work has 

been granted by the editor of Applied Physics Letters, a copy of the permission letter is 

attached to this thesis.  

 

Abstract 

 

There is a serious problem in Atom Probe Tomography of composite materials such as 

oxides that, even from stoichiometric samples, one observes non-stoichiometric ion 

yields. We present a quantitative model that explains the non-stoichiometry allowing a fit 

to experimental data of ion yields as a function of applied field to extract activation 

barriers and prefactors and compare with density functional theory. We also show that for 

oxides the missing oxygen is thermally desorbed as neutral O₂, either directly or 

associatively. Finally we suggest methods to improve the experimental setup. 

 

The mystery of missing species in Atom Probe Tomography of 

composite materials 
 

The atom probe, developed by Müller et al in 1968 [7], allows for the identification of the 

atomic composition of micro- and nano-specimens, see section 1.2. Although originally 

developed for metallic tips and used extensively for the study of the atomic composition 

of steels and other alloys it has also been adapted for the study of semiconductors and 

more recently for insulators through the assistance of ultrafast laser pulses. A number of 

outstanding issues have recently been resolved for APT of insulators and semiconductors 

including the discovery that at high fields the bandgap in semiconductors and insulators 

goes to zero leading to their metallization [10], [95]. 
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A very interesting puzzle, however, remains unsolved, namely that even in stoichiometric 

samples of oxides, as an example, one observes non-stoichiometric ion yields, namely 

that there are missing oxygen ions depending on the field strength and on the oxide itself 

with e.g. different behavior for MgO and ZnO as examples. Similarly, for AlN and GaN 

the nitrogen yields are always less [98], [133], and in alkali halides there are less halide 

ions [134]. This is a serious problem as it precludes a proper compositional analysis of 

oxides and other insulators and semiconductors by APT. In this chapter we will give a 

quantitative model that explains the non-stoichiometry and show where the missing 

oxygen goes. The reader may refer to Mancini et al [98] for other models. Our picture 

will also suggest methods to improve the experimental setup. 

 

To simplify matters we write the ion yield per surface site in the Arrhenius 

parametrization 

 𝑌 = 𝜈exp[−Δ𝑉/𝑘B𝑇]     (57) 

 

We have shown elsewhere that the activation barrier is well approximated by [135] 

 

𝛥𝑉 = 𝑉₀(1 − 𝐸/𝐸ev)2    (58) 

 

where V₀ is the binding energy of the atom to be removed and Eev is the maximum 

evaporation field where the barrier ΔV disappears. The prefactor ν=ν(E) is a function of 

the field strength and temperature. The prefactor also contains a kinetic coefficient (such 

as the sticking coefficient in thermal desorption) which accounts for the ionization 

process whether it is by tunneling or by laser excitation. We mention that the binding 

energy and the evaporation field strength are functions of the binding sites, being weaker 

for single atoms on flat surfaces and on corners and edges where local field enhancement 

occurs [1], [27], [28], [85]. 

 

We define the relative metal ion yield 
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𝑓𝑀 =
𝑌𝑀

𝑌𝑀+𝑌𝑂
      (59) 

 

Thus the ratio of metal to oxygen yield is given by 

 

𝑅 =
𝑓𝑀

𝑓𝑂
=

𝑌𝑀

𝑌𝑂
=

𝜈𝑀

𝜈𝑂
exp (−

𝑉𝑀(1−𝐸 𝐸𝑒𝑣
(𝑀)

⁄ )
2

−𝑉𝑂(1−𝐸 𝐸𝑒𝑣
(𝑂)

⁄ )
2

𝑘𝐵𝑇
)   (60) 

 

With fM + fO = 1 we have fM = R / (1+R). We look at two situations, namely (1) that at the 

evaporation field the ion yield is stoichiometric as in ZnO but not at lower fields, and (2) 

at the highest fields the ion yield is not stoichiometric like for MgO. 

 

To simplify the model further we assume that the evaporation fields for the metal and 

oxygen components are equal. This is not the case for most oxides and needs further 

discussion below where we show explicitly that for instance for MgO not only are the 

fields for Mg and O different but even for different geometrical sites. We then imply that, 

for the ion yield to be stoichiometric at the evaporation field, we need νM(Eev) = νO(Eev) 

and Eq. 60 leads to 

 

𝑓𝑀 = {1 + exp (
(𝑉𝑀−𝑉𝑂)(1−𝐸 𝐸𝑒𝑣⁄ )2

𝑘𝐵𝑇
) }

−1

   (61) 

so that for VM < VO the metal ion fraction is larger than that of oxygen , and v.v. As an 

example we know from DFT calculations that for both ZnO and MgO the metal atoms 

are weaker bound than oxygen, see Chapters 3 and 4 [85]. And for both materials the 

metal fractions are larger. The important point here is that even for this simple model the 

ion yields are only stoichiometric at the highest fields but not at smaller fields. 

 

We next look at situations where even at the evaporation fields there is no stoichiometry 

in the ion yields, i.e. the ratio 𝑅̃ (E = Eev) = YM / YO = νM / νO ≠ 1, and the metal fraction 

becomes 
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𝑓𝑀 = {1 + 𝑅̃−1exp (
(𝑉𝑀−𝑉𝑂)(1−𝐸 𝐸𝑒𝑣⁄ )2

𝑘𝐵𝑇
) }

−1

   (62) 

 

To have the metal fraction larger than the oxygen fraction we need 𝑅̃ (E = Eev) > 1. The 

various scenarios for 𝑅̃ =1, ≶ 1 are shown schematically in Figure 6.1. 

 

 

Figure 6.1 Schematic of ion fractions versus normalized field E = E/Eev, upper curves 

(solid lines) for metal ions and lower curves (dashed lines) for oxygen ions, 

for different values of 𝑅̃. 

 

Next we apply our model to experimental data for MgO and ZnO [98]. MgO field 

evaporation has 𝑅̃ (E = Eev) = 1.5. A fit of Eq. 62 is shown in Figure 6.2; it yields a 

binding energy difference (VO-VM) = 0.30 eV and an evaporation field strength of Eev = 

1.74 V/Å. The electronic structure calculations are based on DFT as implemented in the 

Gaussian 09 software package. We choose the B3LYP exchange-correlation functional, 

the 3-21G* basis set, and default convergence criteria [40]. Our calculations for a cubic 

4×4×3 MgO cluster, based on density functional theory yielded values for the binding 



 

 98 

 

energies of corner atoms of VMg = 10.62 eV and VO = 10.88 eV in very good agreement 

with the fit to the experimental data. The evaporation field obtained from the DFT 

calculations in chapter 3 is 2.4 V/Å for a 3 layer cluster, [70], quite different from the 

experimental field of ~1.6 V/Å [98]. However, this discrepancy is irrelevant for the fit to 

the data because the fit is done with the normalized field E = E/Eev. We comment on the 

uncertainties of the experimental determination of evaporation field strengths below. 

 

 

Figure 6.2 Atomic fractions of Mg (black curves) and O (red curves) from a MgO tip. 

Dashed lines from fitting Eq. 62 to the experimental data; solid curve calculated with DFT 

parameters. The experimental data points were taken from [98]. Those authors used a commercial 

APT instrument from CAMECA which records mass/charge ratios of species arriving in the 

detector which also counts them. 

 

For ZnO measured with constant flux[98], Figure 6.3, we have 𝑅̃ (E = Eev) = 1 and the 

analysis (VO-VM) = 0.25eV for a nanowire and 0.12eV for a bulk tip and Eev = 2.27 V/Å 

and 2.50 V/Å, respectively. 
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Figure 6.3 Atomic fractions of Zn (black curves) and O (red curves) from a ZnO tip. Dashed 

lines from fitting Eq. 61 to the experimental data; solid curve calculated with DFT parameters. 

The experimental data points were taken from [98]. Those authors used a commercial APT 

instrument from CAMECA which records mass/charge ratios of species arriving in the detector 

which also counts them. 

 

We calculated evaporation fields and binding energies for a Zn₂₆O₂₆ wurtzite cluster as 

shown in Chapter 4 [86]. We note that obviously corner atoms are least bound, e.g. a 

corner Zn is bound by 6.42 eV and a corner O by 7.68 eV whereas those atoms in the 

interior of a surface plane are more strongly bound by an additional 2 eV. The 

evaporation field was determined by calculating the disappearance of the activation 

barrier as a function of field strength. As a result the evaporation field of the corner Zn 

and O is 2.6 V/Å and 3.2 V/Å, respectively. Neither of these would field evaporate at 

temperatures around 50K. We have therefore repeated the calculations for a pyramidal 

cluster with Zn and O on top finding binding energies of 1.24 eV and 1.45 eV which 

would be in agreement with the experimental result for a nanowire but not for bulk. The 

pyramid structure is appropriate for calculating the effects of low coordination on binding 

energies such as would be found on jagged edges, kinks, and O or Zn-rich surfaces versus 

the bulk crystal. Experiments with constant laser power for a nanowire [98] yield a 
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binding energy difference of 1eV which would agree with DFT calculations for corner O 

and Zn of the large Zn₂₆O₂₆cluster. This confirms our earlier observations in chapters 3-4 

that atoms at different lattice sites have different binding energies and evaporation field 

strengths. More experiments are needed. 

 

In laser-assisted APT of insulators and semiconductors there is no direct evidence that the 

laser energy is coupled into the phonon degrees of freedom thus heating up the tip above 

the base temperature. If this were the case the tip could be heated by up to 100K which 

would lead to significant thermal effects such as desorption of neutral species. However, 

it has recently been argued that the laser energy is used to create electron-hole pairs that 

aid in field ionization [95]. In this scenario any heating would be minimal. There is an 

additional uncertainty in APT, namely in the determination of the field at the tip. In APT 

of metals this can be determined quite accurately from the shape of the tip. However, the 

situation is almost unresolvable for insulators: They are deposited on a metal tip which is 

needed for a contact to apply the voltage. However, neither thickness nor morphology of 

these insulating layers are known to any accuracy. Thus values of local fields in 

experimental papers are not reliable and vary greatly for different groups.This is usually 

done based on the Kingham post-ionization model [126]. It turns out that the so-

determined field variation from 1.9 to 2.2 V/Å in the ZnO experiments, as an example 

[136], is smaller by at least 10% than what one would naïvely expect from the variation 

of the applied DC voltage. Our DFT calculations in Chapter 4 [85], [86] also suggest that 

the evaporation field is about 2.5 V/Å. As to the use of the Kingham post-ionization 

model we want to make two cautionary comments: (1) APT of ZnO yields Zn²⁺ ions that 

are created instantly as the ion moves away, i.e. it is not a spatial sequence where first 

Zn
+
 is created that further away is post-ionized [85], [86]. So it is not surprising that a 

Kingham analysis for ZnO does not produce consistent results. (2) The Kingham model, 

originally developed for metals, is based on largely classical arguments without taking 

any account of quantum chemistry in high electrostatic fields: (i) The metal surface is 

treated using a jellium model so no account is taken of the surface density of states and 

the local environment at the surface is ignored. (ii) No account is taken of the observed 

crystallographically dependent variation in the proportions of various ion charge states. 
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(iii) Variations in the field strength due to different crystal faces and distance from the 

surface are ignored. (iv) The theory assumes initial evaporation is due to the image-hump 

model or the charge-exchange model. (v) All the approximations result in uncertainties of 

the order of at least 20% for the critical field strengths required for post-ionisation 

according to Kingham [126]. 

 

Because APT yields non-stoichiometric ion yields from oxides we need to find a second 

channel by which O is removed. There are two options: negative O ions can migrate 

down the surface of the tip and eventually desorb thermally after forming O₂. With 

atomic O accumulating at the tip, we have, in addition to surface diffusion, two possible 

desorption channels for its removal: (i) molecular oxygen forms on the surface; this 

seems to be the case for ZnO [85], or (ii) associative desorption, i.e. 2Oad→O₂(gas)
 where 

two adsorbed O atoms need their surface binding energy VO(E) to break their surface 

bonds and gain the molecular binding energy or dissociation energy DO₂ in the gas phase. 

 

The desorption rate constant (desorption rate per site) for an adsorbed molecule is [137] 

 

𝑟𝑑𝑒𝑠
(𝑚𝑜𝑙)

= 𝑆(𝑂2)(𝑇)
𝑎𝑆

𝜆𝑡ℎ
2

𝑘𝐵𝑇

ℎ

𝑍𝑖𝑛𝑡

𝑞3𝑧𝑖𝑛𝑡
exp[−𝑉𝑂2

𝑘𝐵⁄ 𝑇]   (63) 

 

Here as is the area of the adsorption site of one molecule on the surface, λth = 

[h/(2πmO₂kBT)
1/2

 is the thermal wavelength of the molecule, Zint and zint are the partition 

functions for the internal vibration and rotations of the molecule in the gas phase and 

adsorbed, respectively, S
(O₂)

(T) is the sticking coefficient of O₂, and q₃ is the partition 

function of the translational motion of the molecule parallel and perpendicular to the 

surface. We have done DFT calculations and found that O₂ adsorbs on a ZnO wurtzite 

surface in the absence of a field with a binding energy of about 1.2 eV in agreement with 

earlier results [138]. Of more relevance for the present discussion is the fact that this 

binding energy is reduced to about 0.2 eV in fields above 2 V/Å. A Mulliken population 

analysis [44] shows that the adsorbed molecule is neutral; in addition, its bond length and 

internal vibration is very similar to that in the gas phase, and the vibrational frequencies 

relative to the surface, needed for the calculation of q₃, are "normal", i.e. of the order of 
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10¹² s⁻¹. We then find that the desorption rate at temperatures around 80K is of the order 

of 10² s⁻¹. We can thus conclude that for fields above 2 V/Å molecular oxygen forms on 

the surface but desorbs rapidly at temperatures above 80K as a neutral species and is thus 

not detected in APT. 

 

Next we consider associative thermal desorption for which the desorption rate is given by 

[137] 

 

 𝑟𝑑𝑒𝑠
(𝑎𝑠𝑠)

= 2𝑆(𝑂)(𝑇)
𝑎𝑆

𝜆𝑡ℎ
2

𝑘𝐵𝑇

ℎ

𝑍𝑖𝑛𝑡

𝑞3
2 exp[−(2𝑉𝑂 − 𝐷𝑂2

) 𝑘𝐵⁄ 𝑇]   (64) 

 

This rate constant differs drastically from the molecular rate constant in several factors: 

(i) There is an overall factor 2 to account for the fact that two adsorption sites are emptied 

to form a gas phase molecule, (ii) the translational partition function appears twice, and 

(iii) the activation energy involves the atomic surface binding energy VO and the gas 

phase dissociation energy DO₂. In a stoichiometric ZnO surface both Zn and O are bound 

very strongly. However, in an O-rich surface left by the field desorption of Zn, we find 

from DFT calculations that at corners or at the apex of a small pyramid the binding is 

reduced to less than 1eV so that the desorption energy 2VO-DO₂ is less than zero because 

the dissociation energy of molecular oxygen is 5.1eV. This is not yet the end of the story 

because for two atoms to desorb associatively they must first come together on the 

surface by diffusion. For oxygen atoms on the surface of ZnO this is possible because 

from DFT calculations we know that at 2 V/Å the diffusion or hopping barrier is reduced 

to 0.2 eV. Thus at temperatures around 80K two oxygens on the surface are removed 

instantly through associative desorption as neutral O₂, again avoiding detection in APT. 

 

Trying to demystify the issue of missing oxygen in APT ion yields of oxides we have 

shown: 

(1) Metal atoms in an oxide are typically less bound than O and thus can be field 

evaporated at lower fields. 

(2) Although some O can be field evaporated e.g. as O₂⁺ the surface will be enriched with 

O which however, is not bound too strongly at high fields and can easily migrate over the 
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surface. Thus thermal desorption of preexisting neutral molecules or associatively from 

atomic O will remove the excess O. However, these species, being neutral, will not be 

detected as ions. 

(3) If metal atoms field-desorb preferentially, one would obtain an oxygen-rich surface 

which could be cleared by a burst of oxygen. Such bursts have not been reported and if 

they were to take place a layer-by-layer analysis would be impractical. 

(4) Increasing the field above the evaporation field strength of the metal component is 

usually not an option to obtain stoichiometry as the higher fields will "melt" the surface 

structure invalidating the claim that APT can obtain site-specific atomic maps layer-by-

layer. 

 

The question then remains on how to make APT work stoichiometrically for oxides. We 

have several suggestions: 

(a) For some, but not all oxides there seems to be an optimal field where stoichiometry 

can be maintained, e.g. the maximum field for the ZnO-like system depicted in Figure 

6.3, or the cross-over field in Figure 6.1. 

(b) Block's pulse mode [139] will clean the surface during the high field pulses which 

would come off as ions although no longer site specific. 

(c) As our results in this chapter and in previous publications have made amply clear 

DFT calculations can provide guidelines on optimal fields and also on the binding 

characteristics that ultimately dictate which ions come off and which desorb thermally as 

neutrals. Ideally a comprehensive catalogue of relevant atomic data would be generated 

and made available. 

These remedial methods may however distort the surface themselves so some serious 

testing is required. 

 

As a final statement we would like to repeat the obvious: Although we have dealt 

exclusively with oxides in this chapter our approach also explains the absence of 

stoichiometry in nitrides (GaN, AlN etc.) and in alkali halides. 
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CHAPTER 7 Field-induced polymerization of water 

 

The contents of this chapter have been published in two journals: Physical Chemistry 

Chemical Physics (vol. 13, no. 23, pp. 11027–11033, May 2011) as an article with the 

title “Water whiskers in high electric fields” [140] and Biointerphases (vol. 8, no. 1, p. 

13, Jun. 2013) as an article with the title “Charge transport along proton wires” [141]. 

The authors are Markus Karahka and Hans Jürgen Kreuzer. Markus Karahka’s 

contribution to this work consists of all calculations and drafting 60% of the manuscripts. 

Permission to use this work has been granted by the editors of Physical Chemistry 

Chemical Physics and Biointerphases. 

7.1  Water Whiskers 

 

Water is no doubt the most important molecule for life and its structure and dynamics 

have thus been explored extensively in natural selection and in the pursuit of intellectual 

curiosity. An unexpected discovery was made in the late 80s and early 90s by Block and 

his colleagues[142]–[146] that exposing Ni, Ag and W field emitter tips in the field ion 

mode to water vapor lead to the adsorption of a water layer that desorbed under high 

fields and in photodesorption as protonated water clusters as demonstrated in the mass 

spectrum in Figure 7.1. Such clusters had been observed earlier by Beckey[147], [148], 

Schmidt[149], and Tsong and Liou[150]. It was speculated on the basis of a simple model 

by Anway[151] that in high electric fields water aggregates become linear and the 

formation of long chains of water is triggered. Outside the small community of the field 

emission society this work remained unnoticed. So it is no surprise that recent 

papers[152]–[154] do not discuss all this information as we will detail below. In passing 

we should also note that Block and associates demonstrated the polymerization of sulfur 

chains, avoiding the closure of the sulfur ring at 8 atoms and producing linear chains of 

up to twelve sulfur atoms[2], [155]. 

 

The inference of water whiskers was originally made on the basis of a simple 

argument[143], [151]: the water molecule has a dipole moment μwater= 1.85 Debye. Thus 
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aligning a water molecule in an electric field E at an angle γ leads to an energy gain of 

μwaterEcosγ. To maintain one hydrogen bridge bond between two successive water 

molecules in a linear array the dipoles are at an angle relative to the axis of the linear 

array. If the latter is also the direction of the electric field we need γ = 75⁰. Thus this 

alignment results in an energy gain of about 0.26 eV per molecule in a field of 1 V/Å. 

This is larger than a hydrogen bridge bond which is typically 0.05-0.25 eV. In the surface 

layer of a water film adsorbed on a metal the coordination is typically between one and 

three. Thus, the formation of chain molecules of water or water whiskers in a field of 1 

V/Å is plausible. 

  

Figure 7.1 Time-of-flight spectrum of water clusters from a water-covered silver field 

emitter, obtained by photon-stimulated field desorption [145]. 

 

We now come to a review of recent theoretical work on small water clusters in a uniform 

electric field. James and Wales[153] used classical rigid-body models of the TIPnP 

family of effective pair potentials to study the energy landscape for an investigation of 

stability and diffusion pathways. Similar calculations were done earlier by Dykstra for 

the water trimer[156]. Such models ignore all effects of field-induced chemistry which 

are of utmost importance at fields of the order of V/Å. Because classical models are 

based on fixed charges within the molecules they cannot account for the fact that in 

strong fields there is a substantial re-distribution of charges within a water molecule as 

well as between molecules in a whisker, as an example. Thus to retain the utility of 

classical models one needs to re-fit the charges as a function of the field, of course again 
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based on ab initio calculations. A detailed discussion of this point, relevant for water 

clusters as well, has been presented for the behavior of a more complicated molecule, 

poly(ethylene glycol) [157], [158]: there is a significant modification of the local 

electronic structure including a large charge transfer down the electric field that cannot be 

described by polarization alone. Such effects are accounted for in quantum mechanical 

calculations. This was done for water clusters by Choi et al [152] who calculated the 

structure of water clusters of up to 6 molecules and found that some alignment into a 

linear molecule occurred. A follow-up paper [154] extended the calculations to clusters 

of up to 8 molecules finding similar results. Unfortunately the authors of both papers do 

not refer to the experimental facts. As a result they also missed a few important details 

that we will address in this work: (1) What are the lower and upper threshold fields for 

water whiskers of different lengths? (2) How valid is the dipole alignment argument 

presented above? 

(3) What is the effect of protonation? In field-induced desorption of water from a field 

emitter the clusters are protonated. How does the presence of a charge at one end of the 

cluster affect its stability and how does a protonated cluster change into a hydration shell 

around the ion as it enters a field-free region? 

(4) How does the field-aligned whisker re-adjust when it is taken out of the high field 

region? 

(5) What are the electronic mechanisms such as charge transfer that result in the 

formation of water whiskers, and how does the whisker disintegrate at the highest fields?  

 

Once we have the answers to these questions we will also address the question whether a 

water whisker in a high enough field will become conducting. This is motivated by the 

recent discovery that polythiophene, which is a semiconductor with a gap of about 2.5 

eV, closes the gap and becomes conducting in fields around 1.5 V/Å [83], [159]. 

 

Because field emitter tips have typical radii of curvature of 100Å the field produced by a 

voltage drop to a counter-electrode is up to several V/Å, large enough to field-desorb 

surface atoms as ions. Also, because of the large curvature these fields decay within a 

few 100Å by several orders of magnitude so that the ions traverse an almost field-free 
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region on their way to the detector. It should also be pointed out that there is a significant 

field enhancement at step sites and above individual metal atoms on flat facets of the 

field-emitter tip by as much as a factor of three [27], [28]. 

 

As for the theoretical approach to field-induced chemistry we will base our calculations 

on density functional theory with a large basis set as used in previous studies of water. As 

shown elsewhere [160], a reliable choice for an exchange/correlation potential and basis 

set for water is B3LYP/6-311++G∗∗. In this work we will only deal with isolated water 

clusters not in contact with a surface. The bottom oxygen is held fixed to avoid the 

structure drifting with the applied field. For each cluster size and external field strength, 

one starts from an initial geometry guess for which Gaussian calculates the electronic 

structure. This in turn is used to calculate internal forces on the atoms as a basis for the 

next geometry guess. Depending on the initial geometry one may wind up in a local 

minimum of the geometrical optimization which defines a conformer of higher energy 

than the absolute minimum of the ground state, see section 1.6 for details of geometry 

optimizations. 

 

In the next subsection we start with a water trimer in a field and identify the molecular 

mechanism for the formation of a "linear" conformation followed by a look at how the 

cluster disintegrates in a field above 2 V/Å. Then we look at larger clusters, octamers and 

decamers and follow their field fragmentation. At the end of this chapter we will give 

answers to the questions asked above and add some speculative ideas. 

 

7.1.1  Trimer 

 

In the absence of an electric field the lowest energy conformation of a trimer is a triangle 

as depicted in the first column of Figure 7.2. Note that this molecule is not planar and 

thus not rotationally symmetric. This is well demonstrated by the distribution of the 

HOMO in contrast to the LUMO which looks almost symmetric. As we apply a "small" 

field up to 0.1 V/Å (pointing up according to the arrows in Figure 7.2) we can reach two 

local minima depending on the initial geometry we choose. If we start from the zero field 
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configuration we wind up in a similar, i.e. almost planar configuration; a side view is 

given in the second column in Figure 7.2. However, if we start the calculation from a 

strictly linear configuration the self-consistent end result of the geometry optimization is 

a stretched molecule of almost the same energy, more precisely within 1 meV, similar to 

the third column in Figure 7.2. This configuration persists up to a field of 0.5 V/Å. What 

is apparent in this conformation is a significant shift opposite the applied electric field 

direction for the HOMO and up for the LUMO, see the third column in Figure 7.2, as 

indicated graphically by enlarged molecular orbitals. 

 

 

 

Figure 7.2 A water trimer at various field strengths with the field pointing parallel to the 

arrows. The O (H) is coloured red (white). Also shown are the orbitals of the HOMO and LUMO 

and their energy difference. The color coding (red-green) indicates two different phases of the 

molecular wave functions [140]. 

 

For fields above 0.5 V/Å the trimer stretches more and the HOMO and LUMO 

enhancements above reverses direction as evidenced by the difference between the third 

and fourth column in Figure 7.2. Although puzzling at first, the explanation is simple: for 
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"low" fields (< 0.6 V/Å) the HOMO-LUMO gap is quite large, i.e. around 8 eV. All that 

a low field does is orient the molecular dipoles in the field direction. This can be 

interpreted as simple polarization. However, for high fields the MO energy level at the 

top of the trimer is raised relative to the MO at the bottom and becomes the HOMO, 

while an electron will want to move against the applied field to the bottom of the trimer 

and fill the LUMO. The gap closes quickly; this leads to field-induced re-hybridization as 

discussed for the AB molecule in Chapter 2. The field dependence of the HOMO-LUMO 

gap is plotted in Figure 7.3 as the top curve which also gives the gap in the pseudo-planar 

configuration (crosses at low fields). Of note is the fact that the gap gets larger for fields 

up to 0.5 V/Å after which it starts to close. If all the field does is raise the HOMO relative 

to the LUMO one would expect the slope to be given by -qEd where d is the distance 

between the centers of mass of the HOMO and LUMO, i.e. d ≈ 5 Å. In fact it is 

somewhat smaller due to the fact that rehybridization also takes place. Also plotted is the 

dipole moment μ(E) which also rises quickly for weak fields up to 0.5 V/Å after which it 

increases almost linearly with field. The initial rise from E=0.1 to 0.2 V/Å is the result of 

the individual dipole moments on the three water molecules aligning with the field 

direction. The subsequent increase has two contributions: (a) In this field range (0.5-2.0 

V/Å) the dipole moment of a single water molecule increases more or less linearly from 

2.3 to 2.9 Debye with a polarizability of 1.2 × 10⁻⁴⁰ Cm²/V. With 3 molecules in a trimer 

this accounts for a total of 8.7 Debye. (b) As the field increases there is a net negative 

charge transfer down the molecule which rises in this field range from 0.01e to 0.3e, or 

for the dipole moment itself an additional contribution of about 1.5 Debye leaving 1.8 

Debye unaccounted for. As mentioned in section 1.1 the induced dipole moment is linear 

if the field isn’t too strong, but as the applied field is increased past 1.5 V/Å the dipole 

moment increases nonlinearly as seen in Figure 7.3. This could account for the missing 

1.8 Debye. 
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Figure 7.3 Various energies (the HOMO-LUMO difference, the field energy EField(E), and 

the binding energy EB, see text), and the dipole moment μ of the trimer as a function of field 

strength. The crosses in the HOMO-LUMO difference at low fields refer to the planar 

configuration, and the open circles to the whisker [140]. 

 

Also plotted is the field energy EField⁽³⁾(E) = Eel⁽³⁾(E)-Eel⁽³⁾(E = 0) which is the change in 

the electronic energy of the trimer as a function of field; it decreases almost linearly. 

Similarly, the binding energy per molecule EB⁽³⁾ = Eel⁽¹⁾-Eel⁽³⁾(E)/3 remains almost 

constant. For fields above 2 V/Å the stress on the whisker is too large and field-induced 

dissociation or fragmentation occurs associated with the complete closure of the HOMO-

LUMO gap. This can be interpreted as an insulator-metal transition just prior to 

fragmentation. 

 

To get a picture of the fragmentation process we show in Figure 7.4 the molecular 

configuration as a function of the number of iterations in the geometry-optimization 

procedure. It is surprising that already after 10 iterations a proton from the lowest water 

molecule has migrated to the top molecule to form a hydronium ion which, by step 40, 

has separated from the molecule with the remainder disintegrating as well after about 100 

iterations. 
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Figure 7.4 Disintegration of a trimer in a field of 2.1 V/Å. The step number refers to the 

geometry optimization procedure. The O (H) is coloured red (white) [140]. 

 

As a last feature for the trimer we begin with the linear configuration stabilized in a field 

of 0.3 V/Å which we then switch off to see how the trimer returns to its triangular shape 

in zero field. This is shown in Figure 7.5 as a function of the optimization steps in the 

iteration process; we recall that at each geometry Gaussian calculates the electronic 

energy self-consistently. Also plotted is the distance between the oxygen atoms on the 

two end water molecules. In panel (b) we re-plot the energy as a function of the O-O 

distance extended to smaller values to include the potential minimum and repulsion. We 

interpret the initial, almost linear decrease in the energy as the molecule re-arranges itself 

as the origin of a force which is given approximately by f ≈ ΔE/Δd amounting to about 

0.1 eV/Å. According to Newton's equation of motion a mass m will travel under a 

constant force f a distance Δd in a time t = [2mΔd/f]
1/2

 which gives the time scale of re-

arrangement from a linear to a triangular configuration of about picoseconds with an 

average velocity of roughly 100 m/s which is an order of magnitude less than the speed of 

sound in water, 1482 m/s at 293K. The kinetic energy gained in this re-arrangement will 

be dissipated into rotational and vibrational excitations. The calculated rotational 

temperatures of the trimer as a whole are around 0.3 K. In addition to the internal 

vibrational excitations of the individual water molecules (~ 2300 K, 5200 K, 5400 K) 

there are also lower vibrational excitations of the molecules against each other with 
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temperatures of the order of 270 K, 340 K, 500 K, and 1000 K. In contrast with 

experimental values of vibrational frequencies of 813 K, 2298 K, 2340 K, 5047 K, 5323 

K for a water trimer [161]. Several of the calculated values are within 10% of 

experimental values. 

  

Figure 7.5 The linear trimer formed in a field of 0.3V/Å re-arranges itself into a triangular 

trimer after the field has been switched off. Panel (a): The circles (top curve) show the O-O 

separation distance between the top and bottom oxygens as a function of the optimization steps. 

The lower curve shows the change in energy as a function of the optimization steps. Panel (b): 

The potential energy seen by the re-arranging molecule as function of the O-O separation distance 

[140]. 
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7.1.2  Octamer and Decamer 

 

As we increase the number of water molecules in the cluster the minimum field needed to 

form a whisker remains about the same at 0.1 V/Å and the maximum field beyond which 

the whisker is unstable decreases. We therefore skip intermediate cluster sizes and go 

directly to octomers and decamers. The unprotonated species form compact clusters in 

zero field and remain stable whiskers up to fields 0.7 V/Å and 0.5 V/Å, respectively, see 

Figure 7.6. 

 

 

Figure 7.6 Octamer and Decamer as a function of field strength [140]. 

 

Beyond these fields dissociation sets in which we follow again as a function of the 

number of iterations in the geometry-optimization routine, see Figure 7.7. As a result 

smaller clusters, resulting from the dissociation of larger whiskers, become more 

abundant in the mass spectra as seen experimentally, see Figure 7.1. 
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Figure 7.7 Successive field fragmentation of the decamer and Octamer [140]. 

 

The results of a stability analysis are shown in Figure 7.8 for the different size whiskers. 

The monomer number n is plotted as a function of the field strength before fragmentation 

i.e. the last stable whisker configuration. 
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Figure 7.8  Water whisker stability diagram. 

 

To avoid all possible misconceptions we stress again that we can show that water 

whiskers or the formation of chain molecules of water can be induced by strong electric 

fields of the order of volts per Angstrom but that such structures are unstable when taken 

out of the field. In this context it is intriguing to contemplate the role of electric fields in 

proton transfer along water whiskers (called proton wires in biology). With membrane 

potentials of the order of 80 mV and membrane thickness of 3 nm, the fields are at the 

lower end considered here. However, they are strong enough to allow protonated whisker 

formation as a higher energy state. In membrane channels they are of course further 

stabilized by the constraining proteins [162], [163]. This is explored further in the next 

section on proton wires. 

 

7.2  Proton Wires 

 

In 1978 Nagle and Morowitz [164] suggested that linear water structures in membrane 

channels may act as carriers for proton transfer through the membrane wall. They also 

coined the term proton wires for these water whiskers. These proton wires extend through 

membrane channels and connect the enzyme active site with the liquid phase outside the 

cell with enzyme functional groups inside the cell. We list a few examples. In the 

transmembrane channel formed by Gramicidin A proton wires are found within its helical 

structure [165], [166]. Proton wires are also found or suspected in bacteriorhodopsin 

[167]–[170], photosynthetic centers [171], in enzymes [172] and even in viruses [173]. In 

most of these systems amino acid residues (His, Glu, Asp, Ser) act as proton donors and 

acceptors at the respective ends of the water whisker. A comprehensive review, both 

experimental and theoretical, was given by Cukierman [162]. 

 

As an early model of charge transfer in proton wires Nagle and Morowitz [164] adapted 

classical ideas by Grotthuss who, as early as 1806, suggested that in diffusion of protons 

in bulk water an 'excess' proton propagates through the hydrogen-bonded network by 
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repeated cleavage and re-formation of hydrogen bonds [174]. Theoretical efforts since 

then have focused mainly on mixed classical/quantum methods such as a polarization 

model with discretized Feynman path integral-molecular dynamics (FPI-MD) as used by 

Pomès and Roux [175]–[177], an ab-initio FPI Car-Parrinello MD used by Klein et al 

[178], a Born-Oppenheimer local-spin-density MD used by Sadeghi and Cheng [179], a 

multiconfigurational MD with quantum transitions used by Hammes-Schiffer et al [180]–

[182], a MD with a multi-state empirical valence band (EVB) model used by Voth et al 

[183], a quantum/molecular mechanical method used by Nemukhin et al [184], a "real 

time" MD used by de Groot and Grubmüller [185], and an EVB model with Langevin 

dynamics used by Warshel et al [186]. For the most part they are concerned with the 

stabilization of the proton wires by the walls of the membrane channel and also on simple 

kinetic models to describe the proton hopping process. Several groups looked at the 

effects of weak electrostatic fields [163], [180], [182], [186]. Various groups have also 

employed fully quantum mechanical approaches such as the multiconfiguration time-

dependent Hartree method used by Vendrell and Meyer [187], and density functional 

theory [188]–[191]. 

 

We will base our calculations on density functional theory with a large basis set as used 

in the previous section on water whiskers and appropriate gradient-corrected exchange-

correlation functionals as implemented in the GAUSSIAN'09 software package [40]. As 

shown elsewhere [160] a reliable choice for an exchange/correlation potential and basis 

set for water is B3LYP/6-311++G∗∗. 

 

7.2.1  Protonated Tetramer 

 

The existence of stable water whiskers was also postulated in the 1980's in field ion 

microscopy [142], [143]. The evidence was as follows: exposing a field emission tip to 

water vapor with an electric field of the order of volts per angstroms applied and then 

evaporating the water film on the tip by laser pulses or higher electric field pulses 

resulted in mass spectra of protonated water clusters (H₂O)nH⁺ with up to a dozen water 

molecules with n=2-4 being most abundant. Field desorption of an adsorbed molecule 
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occurs when its HOMO is lifted above the Fermi surface of the metal tip resulting in a 

transfer of an electron to the metal. Thus in the mass spectrometer only positive ions are 

detected of the form (H₂O)nH₃O⁺ which one can view, for n = 3, as either a trimer 

attached to a hydronium ion or a protonated tetramer. Its lowest energy state in the 

absence of a field allows for two isomorphic conformations, shown on the left of Figure 

7.9. Note that the proton has moved up to the center of the tetramer. As the field is 

increased up to 0.3 V/Å the straighter geometry remains intact with minor stretching 

diminishing the angle formed by three consecutive oxygen atoms. It begins to field-

dissociate at 0.4 V/Å into a single water molecule and a protonated trimer that moves up 

the electric field for detection in the mass spectrometer. If the field is cranked up quickly 

to values between 0.9 and 1.2 V/Å a neutral water dimer is left behind with a protonated 

dimer moving away. This increase in the field strength must be done quickly enough on 

the time scale of the protonated trimer moving away from the single molecule. The 

sequence of disintegration is shown in Figure 7.10 as a function of the number of 

iterations in the geometry-optimization procedure. It is of note that as the proton moves 

up the whisker its charge becomes more and more delocalized with additional charge 

transfer to the closest oxygens. We recall that protonated trimers and tetramers are the 

most abundant species at fields below 0.5 V/Å in the experimental spectra, see Figure 

7.1.  
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Figure 7.9 Protonated water tetramer in a field [140]. 

 

Figure 7.10 Field fragmentation of the protonated tetramer [140]. 

 

Our results are summarized in Figure 7.11 for both unprotonated and protonated clusters. 

There is unfortunately no systematic experimental study of these threshold fields. Rather 

pulsed field or photodesorption with synchrotron radiation has been used at a fixed field 

strength. Both methods remove the species from the surface as they are present at the 
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given field strength. In our comparison we can therefore only say that our results are in 

general agreement with experiments including the fact that predominantly small 

protonated clusters are seen. Also of note is the fact that protonated clusters are only 

stable for fields well below 1 V/Å in total agreement with the experimental findings. 

 

  

Figure 7.11 Stability diagram for neutral water whiskers (blue cross hatched region under the 

curve with circles) and protonated whiskers (red hatched region under the curve with diamonds) 

as a function of field strength with their regions of stability shaded [140]. 

 

7.2.2  Charge transfer 

 

In this section we intend to elucidate the process of charge transfer along the proton wire 

further. We will present results from density functional calculations on the stability of 

proton wires in weak electrostatic fields of less than 0.1 V/Å as they occur across a cell 

membrane. To simulate the membrane environment we terminate the water whisker with 



 

 120 

 

NH₃ at one end and with a cation Zn⁺⁺(NH₃)₃ as recently used by Isaev [189], [190]. 

Employing a procedure developed in section 7.1.1 [140] we will use the interim 

geometries in the iterations towards the geometry-optimized final result as snapshots to 

track the motion of one positive charge from the cation cluster up the proton wire to the 

ammonia group. By following the energy of the intermediate geometries and the position 

of the center of mass of the charge cloud as a function of the iteration steps we can plot 

the energy as a function of the center of mass position. This curve of course decreases to 

lower energies as the energy minimization proceeds but it also has local maxima at 

certain positions which are interpreted as the barriers that the charge cloud, i.e. the 

proton, must overcome as it moves up the wire. We take this result as the justification of 

the classical proton hopping model. We will also show that proton "hopping" is actually 

the exchange of a proton from one water molecule to the next by moving the electronic 

charge cloud in the opposite direction. Having the energy barriers we can get the transit 

times across the "membrane" and estimate the conductivity of the proton wire 

quantitatively. In addition, our quantum mechanical approach leads to a justification and 

further elucidation of the Grotthuss mechanism of charge transfer along proton wires 

[163]. 

 

In the absence of a field or a confining membrane channel a water cluster will be compact 

with the well known coordination of three to four hydrogen bonds. However, putting this 

cluster into a weak external field will turn it into a quasi-linear water whisker in its 

converged ground state geometry. The field must be weak enough to ensure stability 

because for stronger fields the whisker dissociates into smaller clusters. From our study 

of water whiskers in section 7.1 we know this happens e.g. for a tetramer or an hexamer 

in a field range of 0.01 to 0.1 V/Å i.e. in the range of typical membrane fields. 

 

7.2.2.1 Terminated Tetramer 

 

As indicated in the beginning of this section we will take [Zn⁺⁺(NH₃)₃][H₂O]₄NH₃ as the 

prototype of a short proton wire in a membrane although we have also done calculations 

with more water molecules which however, do not reveal new insights. This aggregate is 
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not linear but in its lowest energy state is globular. However, if we apply a small field of 

0.005 V/Å it will remain straight albeit helical. As the DFT iterations proceed a positive 

charge will be transferred up to the ammonia group at the other end with the lowest 

energy state being a linear cluster [Zn⁺(NH₃)₃][H₂O]₄[NH₃]⁺; this had been the starting 

configuration in Isaev's work [190]. It should be recognized that a doubly charged ion 

generates a field F = 2 × 14.4/r² [V/Å], i.e. about 1 V/Å at the other end of the complex, 

compared to which the field applied in the present work is minimal but still strong 

enough to ensure a linear structure. 

 

  

Figure 7.12 Geometric snapshots during the DFT iterations following the motion of the 

positive charge indicated by the highlighted region up the wire from its original position on the 

Zn-cluster to its final equilibrium position at the terminal ammonia group. The Zn is grey, N are 

blue, H are white, and O are red [141]. 
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In Figure 7.12 we show a series of snapshots in the DFT iterative process with the 

position of the positive charge indicated by the highlighted region. The first image is the 

initial configuration with the terminal groups and the four water molecules clearly 

defined and the final image is the lowest energy state in which one of the positive charges 

has moved up the wire to the ammonia group. This happens as follows: in the second 

picture a hydrogen has already broken its bond with the lowest oxygen and is halfway in 

between it and the next oxygen up the wire. It moves closer creating a Zundel cation 

between the second and third water molecules and, at the same time one of the original 

hydrogens in the second water molecule detaches and moves up to the third oxygen 

[192]. This also results in a re-orientation of the second water molecule by an apparent 

clockwise rotation of about 90°. Note however, that the axis between the oxygen of the 

third water and one of its hydrogens does not change in its orientation. Thus the rotation 

of water molecules in the Grotthuss mechanism is not a rigid rotation but is simply the re-

distribution of one of the hydrogen bonding orbitals. This process repeats itself one more 

time until a hydrogen is located close to the upper ammonia. 
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Figure 7.13 The electronic energy and the charges on the various subclusters along the chain 

as a function of the DFT iterations [141]. 

 

So far, we have deliberately talked about hydrogen moving up the wire and not protons 

because without further information we do not know its charge state or the energetics of 

the process. The latter is of course available as the total electronic energy of the system in 

each iteration step. This is plotted in Figure 7.13, lower curve. Overall the energy 

decreases as the system moves from an initial configuration to its absolute minimum. 

But, as we were anticipating, local barriers clearly show up which the hydrogen must 

overcome on its way from one water molecule to its neighbor up the wire. This is the 

quantum mechanical evidence that proton transfer is an activated process. Moreover, 

because the individual water molecules temporarily change their orientation we can take 

this, together with the re-orientation of the water molecules by bond adjustment, as a 

justification and elucidation of the Grotthuss mechanism of proton transfer in water. 

 

However, at this stage caution is advised because the iterations themselves are purely 

numerical in nature (similar to the steps in Monte Carlo simulations). We need to extract 
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additional information. In section 7.1.1 [140] we suggested following a characteristic 

length scale as a function of the iterations and then eliminating the iteration steps to 

obtain the energy versus this length scale. For a proton wire this is the electronic charge 

cloud ρ(r) around the cluster. To get a single coordinate we take the center of this charge 

cloud in the n
th

 iteration 

 

𝑟𝑐𝑚
(𝑛)

=  ∫ 𝜌(𝑛)(𝐫)𝒓𝑑3𝒓     (65) 

 

A convenient way to evaluate this average efficiently is to use the Mulliken charges qi⁽ⁿ⁾ 

on atom i in the cluster as this is a standard output of the Gaussian software. We would 

then get 

 

𝑟𝑐𝑚
(𝑛)

= ∑ 𝑟𝑖
(𝑛)

𝑞𝑖
(𝑛)

𝑖      (66) 

 

The diffficulty with implementing such an idea is the fact the local atomic charges within 

an assembly of atoms such as molecules are NOT quantum mechanical observables, i.e 

cannot be defined or calculated rigorously. This point is amply demonstrated in the 

present case by the fact that we cannot assign a proton that is halfway between two 

oxygen atoms to either one. Having this ambiguity we simply put forward as a criterion 

that we assign a proton to a given water molecule if it is within half the distance to the 

next oxygen i.e. a distance of about 1.2 Å. In the upper curve of Figure 7.13 we show the 

local charges on the Zn-cluster (including the lowest water molecule, the remaining three 

water molecules and the ammonia group at the other end) as a function of the iterations. 

Anticipating that one charge remains on the Zn cluster we have only plotted the one 

charge that is moving up. As the proton moves across the halfway distance between two 

oxygen atoms the charge drops abruptly on one water molecule and is picked up on the 

next one up the ladder. Noteworthy is the fact that there is never a charge of 1.0e on one 

of the subclusters but approximately 0.8e because the other subclusters continue to carry 

some charge. In other words, the total charge cloud ρ⁽ⁿ⁾(r) is rather diffuse. Yet the 

picture that a "charge" or proton moves up the wire is quite convincing. 
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Figure 7.14 The energy and the subcluster charges as a function of the center of charge.The 

letters a-f refer to the temporary geometries depicted in Figure 7.12 [141]. 

 

To get a length scale we pick a number of points in the charge vs. iteration graph, e.g. the 

local maxima and measure the distance of this maximum from the Zn atom using the 

geometries shown in Figure 7.12. At this stage we can eliminate the iteration number and 

plot the energy as a function of the distance the charge cloud has traveled. This gives us 

the anticipated physical information about the energy landscape seen during charge 

transfer along the wire. This results in the lower curve in Figure 7.14: as the charge 

moves up the wire the electronic energy of the whole system is lowered except when the 

center of charge moves from one water molecule to the next, there is an energy barrier to 

be overcome. The picture of activated proton hopping is complete. 

 

For clarification: the jaggedness within the activation barriers is a reflection that the 

hopping proton will make several attempts to get to the next water molecule, i.e. it is a 

reflection of local fluctuations. This can be taken as evidence of a Bjerrum defect [193] 

as recently discussed again by Pavlenko [163]. A Bjerrum defect is a crystallographic 
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defect which is specific to ice. Normally a hydrogen bond has one proton, but a hydrogen 

bond with two protons (no protons i.e. a hole) is called a Bjerrum D defect (L defect). 

The strain caused by the defect is resolved when a water molecule pivots about an 

oxygen atom to produce hydrogen bonds with single protons. 

 

Looking at the geometries along this energy curve we can now identify what causes the 

barriers. To this end we have plotted in Figure 7.15 five geometries, namely at the 

beginning, at the height and at the end of the green barrier, and at the beginning and at the 

height of the orange barrier. 

 

 

Figure 7.15 Five geometries, namely at the beginning, at the height and at the end of the 

green barrier, and at the beginning and at the height of the orange barrier in Figure 7.13. Changes 

in the hydrogen bonding are indicated via arrows and text [141]. 

 

At the height of the green barrier the hydrogen bonds to the second oxygen are stretched 

which costs energy, i.e. results in a barrier for further migration. One of the two bonds is 

re-formed at the end of the green barrier re-gaining this energy and at the beginning of 

the orange barrier the second hydrogen bond is re-formed. 
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7.2.2.2 Protonated Hexamer 

 

A number of papers on the role of proton wires in biology simplify the model to one 

without terminal donor and acceptor groups [163], [175], [176], [178]–[182], [187]. As 

such a cluster of water molecules, either protonated or neutral, will assume a globular 

structure unless a small electric field is added to keep it in a linear configuration. 

Although we have reported a systematic study of such structures in section 7.1 [140] we 

want to briefly show some results for a protonated hexamer as it shows some surprising 

differences to the terminated whiskers (in a field). We follow the procedure used for the 

latter starting this time from a neutral whisker in a field. Adding a proton we follow the 

motion of the charge cloud up the wire, see Figure 7.16. The fifth and sixth water 

molecules remain neutral and thus are not shown. 

  

Figure 7.16 The energy and the subcluster charges as a function of the center of charge for a 

hexamer [141]. 

 

The most remarkable feature of this graph is the large reduction in the barriers to 0.001 

(0.029), 0.66 (15.19), and 0.09 (1.98) eV (kcal/mol), (apart for the one really high barrier 

around 3 Å) as compared to the terminated whisker. The main reason for this is the fact 

that a whisker without heavy donor and acceptor groups at the ends has greater rotational 
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freedom i.e the two water molecules involved in a particular transfer event can more 

easily rotate at lower energy cost. This is obvious when one examines a series of 

snapshots like those in Figure 7.12. The exceptionally high barrier is associated with an 

attempt by the chain to twist as a whole. 

 

The extra proton moves close to the lowest water molecule forming an H₃O⁺ which in 

turn rotates and loosens its bond to the hydrogen in the direction of the field. This proton 

in turn moves closer to the next water molecule leaving a "neutral" H₂O behind and 

forming a new H₃O⁺ which again rotates to accommodate the extra charge which is by 

now located beyond the second water molecule. This process - motion of the extra proton 

up the wire, rotation of the two closest water molecules and eventual attachment to the 

new host molecule repeats itself until the proton has reached the fourth water molecule in 

the chain. 

 

7.3 Conclusions 

 

We are now in a position to answer the five questions raised in the beginning of this 

chapter: 

 

(1) What are the lower and upper threshold fields for water whiskers of different lengths? 

 

The stability diagram in Figure 7.11 gives the threshold fields for the water whiskers and 

proton wires as a function of monomer number but one can also look at the stability as a 

function of the separation distance between the top and bottom oxygens in the whisker. 

We then see in Figure 7.17 that fitting an exponential to the O-O separation distance vs. 

electric field strength that one can make an estimate of the stable length of a water 

whisker given field strength. The maximum estimated length of a water whisker is 

approximately 33 angstroms. Of course, more calculations should be done to confirm the 

behavior still holds in this region. 
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Figure 7.17 The separation distance of the top and bottom oxygens in the  water whisker vs. 

the last field strength at which the whisker is stable. The calculated lengths are indicated by the 

open circles and the exponential fitting by the solid line with the fitting equation shown in the 

figure. 

 

(2) How valid is the dipole alignment argument presented above? 

 

In the Anway model it is assumed that the oxygen atoms lie in a straight line with the two 

hydrogen atoms oriented at some angle to facilitate energy gain through the field but 

maintain some possibility for hydrogen bonding as well. This picture is acceptable at 

small fields if it is modified by the fact that a lower energy state can be achieved by a 

staggered arrangement. Such an arrangement is also not planar but forms a helical 

conformer much akin to polymers. In this sense one might be tempted to call this field-

induced polymerization. In addition, a simple classical dipole model does not allow for 

the transfer of charge down the field. In other words, a classical model does not allow 

field-dissociation. 

 

(3) What is the effect of protonation? 

 

Protonation has important consequences in that it destabilizes the whiskers earlier, simply 

because the additional proton moves up the field leading also to a re-arrangement of the 
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electrons. The ultimate consequence is that small protonated clusters are much more 

abundant in the mass spectrometer than larger clusters. 

 

(4) How does the field-aligned whisker re-adjust when it is taken out of the high field 

region? 

In field-induced desorption of water from a field emitter the clusters are protonated. As 

they move away from the high field region close to the field emitter tip and into regions 

of low or no field the whisker re-adjusts into a more compact structure with a hydration 

shell around the ion. 

 

(5) What are the electronic mechanisms such as charge transfer that result in the 

formation of water whiskers and how does the charge transfer in a proton wire? 

 

We have delineated two effects; (i) polarization and field alignment at small fields, and 

(ii) charge transfer and re-hybridization due to field modification of the molecular level 

structure at high fields that ultimately lead to field fragmentation at the point when the 

HOMO-LUMO gap closes and the whisker becomes conducting and field expulsion from 

the region of the whisker occurs. 

 

Figure 7.18 shows the HOMO-LUMO gap vs. electric field strength for water whiskers 

consisting of n monomers (n=2-12). Across all the whiskers we see an initial rise in the 

H-L gap followed by a monotonic decrease up to the last stable configuration indicated 

by the last data point above the x-axis. At dissociation the H-L gap is negative indicating 

closure. There is a sudden change in the H-L gap from 0 to 0.1 V/Å if the structure 

changes from a globular cluster to a linear whisker. The calculated values of ~7-8 eV at 
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zero field are close to the experimental values of 6.9, 7.0, 8.7, 8.9, and 9.0 eV [194].

 

Figure 7.18 The HOMO-LUMO gap vs. electric field strength for water whiskers consisting 

of n water molecules (n=2-12). 

 

The addition of a proton to a water whisker creating a proton wire causes the behaviour 

of the HOMO-LUMO gaps to change as shown in Figure 7.19. Firstly, the wire breaks 

apart at lower field strengths as discussed earlier in this chapter. Secondly, the H-L gaps 

do not go to zero upon dissociation, the last data point is when the proton wire 

dissociates. They do decrease rapidly however. This partial closure could be an artifact 

from the calculations because once the structure dissociates, there is no final optimized 

structure and the MOs change with each iteration of the optimization. It is possible that 

the gaps may close completely given enough iterations of the optimization. Another 

interesting feature is the higher H-L gap due to the proton and as the number of water 

molecules increase the gap moves closer to that of a water whisker. 
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Figure 7.19 The HOMO-LUMO gap vs. electric field strength for proton wires consisting of 

n water molecules (n=2-10). 

 

Charge transfer along a proton wire is an atomic exchange mechanism in which a proton 

moves the short distance of less than the O-O distance leaving behind a quasi-neutral 

water molecule and forming a temporary diffuse hydronium ion H₃O⁺. 

What is then the overall picture of charge or proton transfer through a membrane 

channel? We start from the equilibrium configuration [Zn⁺(NH₃)₃][H₂O]₄[NH₃]⁺. At 

some point in time a proton or hydronium ion, getting close to the Zn cluster will accept 

an electron getting neutralized and turning the Zn⁺ into Zn²⁺. If in a time interval before 

this charge transfer is reversed by another fluctuation, an electron is transferred from a 

water molecule on the other side of the membrane to the ammonia molecule a charge 

transfer has occurred across the membrane with the proton now on the other side. This 

results in the configuration [Zn⁺⁺(NH₃)₃][H₂O]₄[NH₃] which will trigger the next round 

of charge transfer. 
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We stress again that a protonated water whisker without acceptor and donor groups has 

negligible activation barriers i.e. typically of the order of thermal energy at room 

temperature. This obviously casts doubt on the validity of classical Ising-type chain 

models in which one postulates well-defined and permanent minima along the chain for 

the extra proton which then hops over a barrier in the same way as an adsorbed particle 

hops from one adsorption site to the next in lattice gas models for surface diffusion. What 

emerges from our quantum mechanical calculations is a picture in which the transfer of a 

charge cloud from one water molecule to the next creates a local minimum and a barrier 

that disappears as soon as the charge has moved on. 

 

Having dynamic information about the proton transfer mechanism we can estimate the 

transfer time and also the conductance of the proton wire. For the transfer time τ we note 

that it is limited by the sum of the inverse of the hopping rates over the barriers 

 

τ = ∑ ri⁻¹      (67) 

 

Because the transfer time is much longer than any thermalization we can write 

 

ri = 
𝑘𝐵𝑇

ℎ
𝑒𝑥𝑝[

−𝑄𝑖

𝑘𝐵𝑇
]     (68) 

 

where the barrier heights can be read off from left to right in Figure 7.13 to be 0.45 

(10.39), 0.04 (0.89), 0.48 (11.07), 0.22 (5.02), and 0.33 (7.71) eV (kcal/mol) in 

agreement with the measured values for carbonic anhydrase of 0.043-0.11 eV (1.0-2.5 

kcal/mol) for proton transfer and an overall energy barrier of 0.42-0.47 eV (9.8-11.0 

kcal/mol) [195]–[197]. Because the transit time from one barrier to the next one a 

distance of a few angstroms away is less than a picosecond the proton arrives with some 

kinetic energy that has not been completely thermalized leading to a small reduction in 

the barrier heights. Taking this into account we get overall transit times of the order of 

microseconds, and possibly nanoseconds. 

For the total current we get 
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I = 
𝑒

𝜏
 = GVmem      (69) 

 

Here Vmem is the membrane potential. For the two estimated transit times we get 

conductances of nS down to pS. We could not find measured values for isolated proton 

wires but note that for proton channels in Gramicidin A one finds 1.5 nS [198]. One 

should note that in a Gramicidin A channel the transit time is on the order of nanoseconds 

in the range of our estimates. 

 

Our final comments concern the relation of this work with previous studies. In his 

quantum mechanical studies of proton wires Isaev [189], [190], using the same cluster 

and the same DFT framework apart from a somewhat smaller basis set, rightly observes 

that without a field an extra proton will settle in the middle of the wire, i.e. at equal 

distances from the acceptor and donor which are both charged. He examines extensively 

the variation in hydrogen bond lengths along the cluster which he finds are within a few 

hundredth of an angstrom. This is also what we find but do not put any emphasis on it as 

such a small variation is easily within the thermal fluctuations of the hydrogen bond at 

room temperature. In the classical Ising-type model of proton hopping Pavlenko [163] 

assumes that the hydrogen has four well-defined adsorption sites between any two 

oxygens along the chain. Such an assignment assumes that there are energy barriers on 

either side of these sites. We see some evidence for that, see Figure 7.14. 
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CHAPTER 8 Conclusions 

 

The questions considered in this thesis revolve around the effects of high electrostatic 

fields on various materials. Density functional theory is extensively used to calculate ab 

initio the behavior of the materials in the electric field. A water whisker is quite different 

from a MgO cluster but the fundamental approach to these problems is the same. The 

starting point is looking at the structure in field-free conditions. Once this is done, an 

electrostatic field is applied and the changes in the geometry of the material are tracked 

through the iterations in a geometry optimization. Various quantities such as energy, 

force, charge, electric field, etc. can be extracted or calculated depending on the question 

at hand. These are then used to explain experimental observations. 

 

The physical picture begins quite simply with a high electric field applied across a 

material. As discussed in Chapter 2, the electric field E applied across a material will 

raise the energy levels of a MO up the field to another MO down the field by a factor of 

qEd where d is the separation distance between the relevant atoms. This rearrangement of 

the bonding and antibonding orbitals can cause: (i) the electronic transformation of one 

material into another such as N2 into CO as discussed in Chapter 2 on field-induced 

chemistry, (ii) the formation of new structures which are stable in the field such as the 

water whiskers discussed in Chapter 7. The electric field will also drive charge down a 

water whisker turning it into a proton wire. We calculated the stability of protonated 

water whiskers and found agreement with experimental results that whiskers consisting 

of 3-4 molecules were abundant at the given field strength. We also confirmed the 

Grothuss mechanism as a method of charge transfer down a proton wire and calculated 

the energy barriers. 

 

The changing MO energy levels not only can cause new structures but also aid in their 

dissociation. As shown in Figures 2.4, 2.5, and 4.15 the tunneling barrier for an electron 

decreases while the HOMO level is raised relative to the barrier, with an increasing field. 

Thus, from the perspective of the electron, field ionization, dissociation, and evaporation 
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are all due to the raising of the electrons energy level while the tunneling barrier is 

reduced or removed entirely. As seen in Figure 4.15, an electron at the HOMO level, at 

field strengths close to the evaporation field strength, has few barriers inside the ZnO 

cluster, in effect acting like a free electron in a conductor. This metallization of the 

surface is responsible for the effectiveness of laser-assisted APT of semiconductors and 

insulators. 

 

After looking at 4 different materials in 41 configurations we see that in the majority of 

cases the HOMO-LUMO gap closes or partially closes upon field evaporation or 

dissociation of the material indicating field-induced metallization and the effects of 

raising MO energies.  

 

Other indicators of field-induced metallization as discussed previously are rapid increases 

in the polarizability and dielectric constant of a material as shown in Figure 8.1 for MgO, 

ZnO, and Si. They were calculated using the methods of Chapter 4. The experimental 

values are indicated by the dashed black lines. There is good agreement with 

experimental values for small fields for several of the systems. 

 

 

Figure 8.1 The polarizabilty and dielectric constant of MgO, ZnO, and Si clusters as a 

function of the electric field. Experimental values are indicated by the dashed lines. 

 

Further work that can still be done are: 

 Using Time dependent DFT to look at the kinetics and excited states during the 

evaporation process to calculate the ion yield and compare with experiment. 
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 The role of spin multiplicity in terms of calculated evaporation products should be 

investigated further to make sure the various compound ions seen in experiment 

can be reproduced. 

 Calculate the depth of field-induced metallization through the layers of a 6x6x6 

cluster; in effect sweeping from the surface to middle of the cluster.  

 Given that APT reconstructions are based on the assumption that an ion will 

follow a field line from the evaporation site to the detector, it would be possible to 

calculate the degree of lateral motion during the evaporation process and test that 

assumption to improve reconstructions.  

 It would be useful to construct an evaporation atlas so to speak consisting of 

calculations using multiple levels of theory of the evaporation field strength of 

each element, that can be shaped into a tip of course. To be consistent in terms of 

geometry one should probably use a unit cell. This can then be compared with or 

replace the results from the Image hump model and Kingham curves. 

 A cluster model can be used to investigate the underlying physics of APT hybrid 

systems, for e.g., dielectrics with embedded metallic nanoclusters, or metals with 

embedded dielectric or oxide clusters by encasing an oxide cluster with two layers 

of a metal and studying the evaporation process. 
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