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Abstract

In this thesis we first give a brief introduction to the application of dynamical systems to cosmology. This enables us to study spherically-symmetric cosmological models in Einstein-aether theory with a scalar field. The models depend on the time-like aether vector field through the expansion and shear scalars, and we focus on some special cases of the models. This leads to a compact phase space. From the evolution equations we obtain a three-dimensional dynamical system in terms of expansion-normalized variables. The aim of studying this system is to find the local stability of the equilibrium points of the dynamical system corresponding to physically realistic solutions. As an application we study spherically symmetric Einstein-aether Kantowski-Sachs cosmological models with a scalar field using the dynamical systems theory. In general, we found that there always exists an future attractor for the points \( +P_1, \pm P_2, \pm P_4 \) for different values of the parameters \( k > 0 \) and \( c > 0 \) and \( -\infty < \alpha < \infty \).
**List of Abbreviations Used**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR limit</td>
<td>Infrared Limit of Horava Gravity</td>
</tr>
<tr>
<td>CMB</td>
<td>Cosmic Microwave Background</td>
</tr>
<tr>
<td>$u_a$</td>
<td>The Aether Velocity Vector Field</td>
</tr>
<tr>
<td>$g_{ab}$</td>
<td>The Metric Tensor</td>
</tr>
<tr>
<td>$V$</td>
<td>Potential</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Energy Density</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>DE</td>
<td>Differential Equation</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Scalar Field</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Expansion of the Aether</td>
</tr>
<tr>
<td>$\sigma_+$</td>
<td>Shear of the Aether</td>
</tr>
<tr>
<td>$\dot{u}^a$</td>
<td>Acceleration of the Aether</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$k$</td>
<td>Curvature Parameter</td>
</tr>
<tr>
<td>$a(t)$</td>
<td>Expansion Scale Factor</td>
</tr>
<tr>
<td>$ds^2$</td>
<td>The line element</td>
</tr>
<tr>
<td>$A$</td>
<td>Matrix</td>
</tr>
<tr>
<td>$R_1(x,a)$</td>
<td>The error term</td>
</tr>
<tr>
<td>$Df(a)$</td>
<td>Derivative Matrix</td>
</tr>
<tr>
<td>$e^{tA}$</td>
<td>The Linear Flow</td>
</tr>
<tr>
<td>$\gamma(a)$</td>
<td>The Orbit</td>
</tr>
</tbody>
</table>
\(\gamma^+(a)\) The Positive Orbit

\(J\) Jordan Canonical Form

\(\lambda\) Eigenvalue

\(\Re(\lambda_i)\) Real Part

FLRW Friedmann-Lemaitre -Robertson-Walker

\(N\) Non-negative Function

\(\mu^\phi, p^\phi, q_1^\phi, \pi_1^\phi\) The Aether Energy Momentum Components

\(\mathcal{L}_u\) The Einstein-Aether Lagrangian
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Chapter 1

Introduction

1.1 Application of Dynamical Systems in Cosmology

Dynamical systems are helpful in the study of the Universe on the largest scales, where galaxies are taken to be the constituents. Studies show that galaxies are distributed fairly uniformly, so we can assume that the cosmological models are spatially homogeneous and the Einstein field equations of General Relativity are ordinary differential equations. As a result, using dynamical systems theory we can study the qualitative features of such models.

Several models of early universe cosmology, including the Einstein-aether theory [1, 2] and the IR limit of Horava gravity [3, 4], break Lorentz invariance. There are some theories where the physical laws are measured to be the same for all observers that are moving uniformly with respect to each other. These are called the Lorentz invariant theories. When Einstein-aether theories are studied, it is assumed that the rest frame (which is usually chosen) matches with the Hubble law expansion of the universe and the CMB. On the other hand, it has been shown [5] that a cosmological rest frame does not exist, and as a result there is no point in assuming that the aether should match such a cosmological rest frame.

Einstein-aether theory joins General Relativity with the aether, a dynamic unit time-like vector field. An Einstein-aether solution is a Horava solution if the aether vector field is hyper-surface orthogonal. In Einstein-aether theory, the local time structure consists of the aether vector field $u_a$ and the metric tensor $g_{ab}$. We can illustrate much of the physics of the early universe in conventional cosmology by knowing the impact of inflation on the Lorentz violation [6, 7]. In this thesis, we analyze the late time behaviour of the dynamics of Einstein-aether cosmological models. Researchers predict that in aether theory the Lorentz violation vector may be the reason for inflation without the scalar field potential, changing the dynamics of the chaotic inflationary
model [8–10].

1.2 Einstein-Aether Cosmology

Recently, the use of aether theories of gravity in cosmological models has become more popular in research. In [1, 11–15], an Einstein-aether gravity theory is improved with a Lorentz-violating dynamic field that conserves both locality and covariance with an additional aether vector field. The aether vector field will coincide with the cosmic frame and the expansion rate of the universe in an isotropic, homogeneous Friedmann universe, with the expansion scale factor $a(t)$ and the proper time $t$. The Einstein equations can be generalized by adding a stress tensor for the aether field which has the form:

\[
T^{ac}_{ab} = 2c_1(\nabla_a u^c \nabla_b u_c - \nabla^c u_a \nabla_u u_b) - 2[\nabla_c(u_{(a}J_{b)}^c) + \nabla_c(u^cJ_{ab}) - \nabla_c(u_{(a}J^c_{b)})]\]

\[-2c_4u_a u_b + 2\lambda u_a u_b + g_{ab}L_u\]

where

\[
K^{ab}_{cd} \equiv c_1 g^{ab} g_{cd} + c_2 \delta^a_c \delta^b_d + c_3 \delta^a_d \delta^b_c + c_4 u^a u^b g_{cd},
\]

\[
J^a_m = -K^{ab}_{mn} \nabla_b u^n,
\]

\[
L_u \equiv -K^{ab}_{cd} \nabla_a u^c \nabla_b u^d.
\]

We define new expressions $c_\theta = c_2 + (c_1 + c_3)/3$ and $c_\sigma = c_1 + c_3$ [36].

1.3 Self Interacting Scalar Field

If the universe contains a self-interaction potential $V$, which is dependent on a self-interacting scalar field $\phi$, together with the expansion rate $\theta = \frac{3a}{a} = 3H$, the modified stress tensor for the scalar field [1,2] is given by

\[
T_{ab} = \nabla_a \phi \nabla_b \phi - \left( \frac{1}{2} \nabla_c \phi \nabla^c \phi - V + \theta V_{\theta} \right) g_{ab} + \dot{V}_{\theta}(u_a u_b - g_{ab})
\]

where $V_{\theta}$ is the derivative of $V$ with respect to $\theta$. This corresponds to an effective fluid with energy density $\rho^\phi$ and pressure $p^\phi$ that can be expressed as follows:

\[
\rho^\phi = \frac{1}{2} \dot{\phi}^2 + V - \theta V_{\theta} \quad \text{and} \quad p^\phi = \frac{1}{2} \dot{\phi}^2 - V + \theta V_{\theta} + \dot{V}_{\theta}.
\]
The energy-momentum conservation law, or Klein-Gordon equation, is

\[ \ddot{\phi} + \theta \dot{\phi} + V = 0, \]  

(1.2)

the augmented Friedmann equation is

\[ \frac{1}{3} \theta^2 = \rho + \frac{1}{2} \dot{\phi}^2 + V - \theta V_{\theta} - \frac{k}{a^2} \]  

(1.3)

(where \( k \) is the curvature parameter and \( \rho \) is the density of ordinary matter), and the Friedmann metric is defined by the line element

\[ ds^2 = dt^2 - a^2(t)\left( \frac{dr^2}{1 - kr^2} + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right). \]  

(1.4)

We then get the Raychaudhuri equation from differentiating the Friedmann equation.

1.4 Exponential potentials

Exponential potentials of the form \( V = V_0 e^{-\lambda \phi} \) occur in higher dimensional frameworks, Kaluza-Klein theories, and super gravity [16–20]. Although in general relativity the exponential potential of the scalar field does not lead to exponential inflation [6, 7], if the potential is not too steep it can lead to a power law inflation. Ultimately, we restrict the steep potentials by using multiple fields in order to have assisted inflation [21–25]. A late time attractor is a scaling solution for exponential potentials with sufficiently flat potentials [26–30]. The dynamical system with negative exponential leads to rich physics, such as that which is found in Ekpyrotic behaviour [31,32]. The main reason of using this kind of exponential potentials is that the dynamical system that results allows us to use dimensionless variables.
Chapter 2

Theory of Dynamical Systems

If we have a function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ of class $C^1$, we can consider differential equations (DE’s) of the form

$$x' = f(x),$$

(2.1)

where $x = (x_1(t), \ldots, x_n(t))$ is called the state space, a function of time, and $x' = \frac{dx}{dt}$. If $f$ does not explicitly depend on $t$, the DE is called *autonomous*. Therefore, if $f$ is linear then the DE is called *linear*, and is given by $f(x) = Ax$, where $A$ is an $n \times n$ matrix of real numbers. In general, $f$ is a non-linear function. The function $f$ can be interpreted as a vector field, for each point $x \in \mathbb{R}^n$, we identify a vector $f(x) = (f_1(x), \ldots, f_n(x)) \in \mathbb{R}^n$.

We now give some important definitions and notations:

A *solution* of the DE defined above is a function $\psi : \mathbb{R} \rightarrow \mathbb{R}^n$ which satisfies the condition

$$\psi'(t) = f(\psi(t))$$

(2.2)

for all $t \in \mathbb{R}$ in the domain of $\psi$. The orbits of the DE are the images of the solutions $\psi$. The tangent vector to the orbit of some solution $\psi$ at $\psi(t)$ is given by $\psi'(t)$, satisfying (2.2), and so the vector $f$ is tangent to such an orbit. A zero of the vector field is a point $a \in \mathbb{R}^n$ satisfying

$$f(a) = 0,$$

(2.3)

which is called an *equilibrium point* or *equilibrium point* of the DE. $\psi(t) = a$, for all $t \in \mathbb{R}$, is a solution of the DE if and only if $a$ is an equilibrium point, since $\psi'(t) = 0 = f(a)$. Such a constant solution describes a *equilibrium state* of the physical system. It is necessary to examine the behaviour of the orbits of the DE in order to study the stability of equilibrium states near the equilibrium points. Since we are assuming $f$ is
of class $C^1$, we have
\[ f(x) = f(a) + Df(a)(x - a) + R_1(x, a), \quad (2.4) \]
with
\[ \lim_{x \to a} \frac{||R_1(x, a)||}{||x - a||} = 0 \]

Here, $R_1(x, a)$ is called the error term, and $Df(a)$ is the $n \times n$ derivative matrix of $f$ defined by
\[ Df(x) = \left( \frac{\partial f_i}{\partial x_j} \right), \quad i, j = 1, \cdots, n. \quad (2.5) \]

If $a \in \mathbb{R}^n$ is such that $f(a) = 0$, then using (2.4) we can rewrite (2.1) as
\[ x' = f(x) = Df(a)(x - a) + R_1(x, a). \quad (2.6) \]

The linearization of the DE (2.1) is given by the linear DE
\[ u' = Df(a)u \]
for the equilibrium point $a \in \mathbb{R}^n$. Since $f(x) \approx Df(a)(x - a)$ for $x$ near an equilibrium point $a$, solutions of such a linearization will in general approximate the solutions of the original non-linear DE near the equilibrium points.

\section{2.1 Linear Autonomous Differential Equations}

There is a unique solution curve for the linear DE
\[ x' = Ax, \quad x(0) = a \in \mathbb{R}^n, \quad (2.7) \]
where
\[ x(t) = e^{tA}a \quad \text{for all } t \in \mathbb{R}, \quad (2.8) \]
where $e^{tA}$ maps $a \to e^{ta}$ for all $t \in \mathbb{R}$ and $a \in \mathbb{R}^n$, and $A$ is an $n \times n$ real matrix. The linear flow of the DE is a one-parameter family of linear maps, and is denoted by
\[ g^t = e^{tA}. \quad (2.9) \]
The properties
\[ g^0 = I \quad \text{and} \quad g^{t+s} = g^t \circ g^s, \quad \forall \ t, s \in \mathbb{R}, \] (2.10)
hold for both the linear and non-linear flow. Thus the linear flow \( \{ e^{tA} \}_{t \in \mathbb{R}} \) has a group structure under the composition of maps. The evolution of the dynamical system in terms of time can be described by the flow in terms of the physical system. The orbits are subsets of \( \mathbb{R}^n \) divided by the flow of the DE, and are denoted by:
\[ \gamma(a) = \{ g^t a | t \in \mathbb{R} \}. \] (2.11)
This is called the orbit of the DE through \( a \) and is the image of the solution curve \( x(t) = e^{tA}a \). As a result of the uniqueness of the solution, either of the properties:
\[ \gamma(a) = \gamma(b) \quad \text{or} \quad \gamma(a) \cap \gamma(b) = \emptyset \]
hold, for all \( a, b \in \mathbb{R}^n \). A set \( S \) is called an invariant set if for any point \( a \in S \) the orbit through \( a \) remains in \( S \) that is \( \gamma(a) \in S \).

The orbits of the DE can be classified as follows:

1. If \( g^t a = a \) for all \( t \in \mathbb{R} \), then \( \gamma(a) \) is a point orbit.
2. If there exists a \( T > 0 \) such that \( g^T a = a \), then \( \gamma(a) \) is a periodic orbit.
3. If \( g^t a \neq a \) for all \( t \neq 0 \), then \( \gamma(a) \) is a non-periodic orbit.

Definitions

1. Given a linear DE \( x' = Ax \) in \( \mathbb{R}^n \), we can define a new function \( y = Px, \) \( P \) is a non-singular matrix. Let \( \tau = kt \) be a new variable, with \( k > 0 \). It follows that \( y' = By \), where \( B = \frac{1}{k} P^2 A^T P^{-1} \). Moreover, the two linear dynamical systems \( x' = Ax \) and \( x' = Bx \), where \( A = kP^{-1}B \), are linearly equivalent.

(The condition \( A = kP^{-1}B \) means that the linear map \( P \) maps each orbit of the flow \( e^{tA} \) to an orbit of the flow \( e^{tB} \).)

2. We can say that the two linear flows \( e^{tA} \) and \( e^{tB} \) on \( \mathbb{R}^n \) are linearly equivalent if there exists a non-singular matrix \( P \) and a parameter \( k > 0 \) such that \( \forall t \in \mathbb{R}, \ P \ e^{tA} = e^{ktB} \ P \).
From these definitions we can classify the Jordan Canonical forms for any $2 \times 2$ real matrix $A$ as follows:

1. There exists a matrix $P$ such that $J = P A P^{-1}$ if $A$ has two real independent eigenvalues, and so the flow is then denoted by $e^{tJ}$, where

$$J = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}, \quad e^{tA} = \begin{bmatrix} e^{\lambda_1 t} & 0 \\ 0 & e^{\lambda_2 t} \end{bmatrix}.$$  

The eigenvectors are $e_1 = (1,0)^T$ and $e_2 = (0,1)^T$. The resulting solution is $y(t) = e^{tJ}b$, $b \in \mathbb{R}^2$ (i.e., $y_1 = e^{\lambda_1 t}b_1$ and $y_2 = e^{\lambda_2 t}b_2$). Note that the orbits of the DE for the non-zero eigenvalues are given by

$$\left[ \begin{array}{c} y_1 \\ b_1 \end{array} \right]^{\frac{1}{\lambda_1}} = \left[ \begin{array}{c} y_2 \\ b_2 \end{array} \right]^{\frac{1}{\lambda_2}}.$$

2. If there is one real eigenvalue of $A$, then there exists a matrix $P$ such that $J = P A P^{-1}$, and the flow is given by $e^{tJ}$, where

$$J = \begin{bmatrix} \lambda & 0 \\ 0 & \lambda \end{bmatrix}, \quad e^{tA} = e^{\lambda t} \begin{bmatrix} 1 & t \\ 0 & 1 \end{bmatrix}.$$  

The eigenvector is given by $e_1 = (1,0)^T$. Note that the orbits of the DE for the non-zero eigenvalues are of the form

$$y_1 = y_2 \left[ \frac{b_1}{b_2} + \frac{1}{\lambda} \log \frac{y_2}{y_1} \right].$$

3. If the eigenvalues of $A$ are complex of the form $\alpha + i\beta$, then there exists a matrix $P$ such that $J = P A P^{-1}$, where

$$J = \begin{bmatrix} \alpha & \beta \\ -\alpha & \beta \end{bmatrix}.$$  

We adopt the polar coordinates $(r, \theta)$, with $y_1 = r \cos \theta$ and $y_2 = r \sin \theta$, in order to simplify the calculation of orbits. Then the DE becomes $r' = \alpha r$ and $\theta' = -\beta$, implying that $\frac{dr}{d\theta} = -\frac{\alpha}{\beta} r$. Without loss of generality, we can assume $\beta > 0$, since the DE is invariant under the changes $(\beta, y_1) \to (-\beta, -y_1)$. Thus, $\lim_{t \to \infty} \theta = -\infty$. 


2.2 Topological Equivalence of Linear Flows

Linear equivalence acts as a filter; the flow is limited by the number of distinct eigenvectors of the DE. Hence, near the equilibrium points the linear equivalence of the DE can distinguish the behaviour of the orbits. For example, the orbits in the three Jordan Canonical forms approach the origin as $t \to \infty$. On the other hand, we can study the long time behaviour of the DE by eliminating more features.

Definitions

1. A homeomorphism on $\mathbb{R}^n$ is a non-linear map $h : \mathbb{R}^n \to \mathbb{R}^n$, where $h$ is one to one and onto, and $h^{-1}$ is continuous. The orbits of one of the flows can be mapped onto the orbits of the simplest flow using a homeomorphism.

2. Two linear flows $e^{tA}$ and $e^{tB}$ on $\mathbb{R}^n$ are topologically equivalent if there exists a homeomorphism $h$ on $\mathbb{R}^n$ and a positive constant $k$ such that $h(e^{tA}x) = e^{ktB}h(x)$ for all $x \in \mathbb{R}^n$ and for all $t \in \mathbb{R}$.

If the real part of the eigenvalues are all non zero (i.e., $\Re e(\lambda_i) \neq 0, \ i = 1, 2$), then the flow is called hyperbolic. In fact, any hyperbolic linear flow in $\mathbb{R}^2$ is topologically equivalent to the linear flow $e^{tA}$, where $A$ is one of the following matrices:

$$A = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \text{(sink)}, \quad A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \text{(source)}, \quad A = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \text{(saddle)}.$$

2.3 Linear Stability

It is important to determine whether a physical system which is disturbed from an equilibrium state remains close to, or approaches, the equilibrium points as $t \to \infty$.

Further definitions

1. A equilibrium point of the DE is called stable if for all neighbourhoods $U$ of 0, there exists a neighbourhood $V$ of 0 such that $g^tV \subseteq U$ for all $t \geq 0$, where $g^t = (e^{tA})$ is the flow of the DE.

2. A equilibrium point is called asymptotically stable if the equilibrium point is stable, and if for all $x \in V$, $\lim_{t \to \infty} \|g^t x\| = 0$. 
Note if $A \in M_n(\mathbb{R})$ we will see that
\[
\lim_{t \to \infty} e^{tA}a = 0 \quad \text{for all } a \in \mathbb{R}^n \quad (2.12)
\]

if and only if $\Re(e(\lambda)) < 0$ for all eigenvalues of $A$. This implies that $(0,0)$ is a sink in $\mathbb{R}^n$, if the solutions $x(t)$ of the DE approach the equilibrium points $(0,0)$ in the long term behaviour of the dynamical system. On the other hand, if we replace $A$ by $-A$ and $t$ by $-t$, we obtain that $\Re(e(\lambda)) > 0$ for all eigenvalues which are called a source in $\mathbb{R}^n$.

### 2.4 Non-Linear Differential Equations

For non linear DE it is difficult to write down the flow explicitly, so the main aim of the dynamical system analysis is to show the qualitative properties of a non-linear flow without knowing the exact form of the flow.

We shall consider the DE $x' = f(x)$, where $f$ is of class $C^1$. It has a unique maximal solution satisfying $\psi_a(0) = a$. The flow of the DE is defined by the one-parameter family of maps $\{g^t\}_{t \in \mathbb{R}}$ such that $g^t : \mathbb{R}^n \to \mathbb{R}^n$ and $g^t a = \psi_a(t)$, for all $a \in \mathbb{R}^n$. The flow $\{g^t\}$ is defined by
\[
g^t a = \psi_a(t), \quad (2.13)
\]
in terms of the solution function $\psi_a(t)$ of the DE.

Here, $\gamma(a)$, is the notation for the orbit through $a$ and is defined as
\[
\gamma(a) = \{ x \in \mathbb{R}^n | x = g^t a, \text{ for all } t \in \mathbb{R} \}. \quad (2.14)
\]

Furthermore, orbits for non-linear flows can be classified into three types (as for linear flows): point orbits, periodic orbits, and non-periodic orbits.

A positive orbit through $a$, denoted by $\gamma^+(a)$, which we sometimes work with, is defined as
\[
\gamma^+(a) = \{ x \in \mathbb{R}^n | x = g^t a, \text{ for all } t \geq 0 \}. \quad (2.15)
\]
2.5 Linearization and the Hartman-Grobman Theorem

The Hartman-Grobman theorem plays a significant role in dynamical systems theory because it is useful to study the behavior of the stability of any dynamical system near the equilibrium points. Let us state the theorem in general:

**Theorem 1.** Hartman-Grobman Theorem: Let \( \bar{x} \) be an equilibrium point of the DE \( x' = f(x) \) in \( \mathbb{R}^n \), where \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a continuously differentiable map. If all of the eigenvalues of the derivative matrix \( Df(\bar{x}) \) satisfy \( \Re(\lambda) \neq 0 \), then there is a homeomorphism \( h : U \to \bar{U} \) of a neighbourhood \( U \) of \( 0 \in \mathbb{R} \) onto a neighbourhood \( \bar{U} \) of \( \bar{x} \) which maps orbits of the linear flow \( e^{tDf(\bar{x})} \) onto orbits of the non-linear flow \( g^t \) of the DE, preserving the parameter \( t \).

In particular, if \( \bar{x} \) is a hyperbolic equilibrium point then the flow of the DE \( x' = f(x) \) and the flow of its linearization \( u' = Df(\bar{x})u \) are locally topologically equivalent.

Furthermore, if \( \bar{x} \) is an equilibrium point of the DE, and the real parts of the eigenvalues of the matrix \( Df(\bar{x}) \) are all non-zero, then we can study its stability: if the real parts of the eigenvalues are all negative, the equilibrium point is called a sink; if all \( \Re(\lambda) > 0 \), it is called a source. Otherwise, if one eigenvalue is positive and the other negative, it is a saddle point.

2.6 Higher Dimensions

Let give some important definitions:

Hyperbolic equilibrium point: if the real parts of the eigenvalues of the matrix \( Df(\bar{x}) \) are non-zero, the equilibrium point of a non-linear DE is said to be hyperbolic.

Non-hyperbolic equilibrium point: For a one-parameter family of equilibrium points there is at least one eigenvalue which has a zero real part for any equilibrium point in DE, but if all other eigenvalues have a non-zero real part, all points in the set are called non-hyperbolic.

In higher dimensions \( (n > 2) \) many new features are possible, and the Hartman Grobman Theorem can be applied if the equilibrium point is hyperbolic. Otherwise, we use the normally hyperbolic method if the equilibrium point is non-hyperbolic by identify the signs of the other eigenvalues for a curve, in the remaining \( n - 1 \) directions.

Note: all the information in this section is taken from [33].
Chapter 3

Spherically Symmetric Einstein-Aether Kantowski-Sachs Cosmological Models with a Scalar Field

The spherically-symmetric cosmological models in Einstein-aether theory are constructed containing a scalar field, in which the exponential self-interaction potential depends on the time-like aether vector field through the expansion and shear scalars. The derivation of the evolution equations in terms of expansion-normalized variables are presented below, which reduce to a dynamical system. The local stability of some of the equilibrium points of the dynamical system will be investigated in the next chapter.

3.1 Kantowski-Sachs Models

The Kantowski-Sachs models are spatially homogeneous, spherically symmetric cosmological models that have four Killing vectors, the fourth being $\partial_x$ [35]. In coordinates adapted to the symmetries of the models, the metric can be written in the following form:

$$ds^2 = -N(t)^2 dt^2 + (e_1^1(t))^{-2} dx^2 + (e_2^2(t))^{-2} (d\theta^2 + \sin^2 \theta d\phi^2).$$

(3.1)

$N$ is a non-negative function of $t$, which under a time rescaling can be set to one. It is assumed here that the aether field is invariant under the same symmetries as the metric, and therefore is aligned with the symmetry adapted time coordinate. The velocity vector of aether is assumed to satisfy $u^a u_a = -1$ [36]. The expansion scalar is determined via $\theta = \nabla_a u^a$, and the shear scalar is determined via $6\sigma^2_{\perp} = \nabla_a u^b \nabla_b u^a - \frac{1}{3} \theta^2$. The vorticity and acceleration of the aether are zero [34].

3.2 Scalar Field Potential

The scalar field potential $V(\phi, \theta, \sigma_+)$ is assumed to be an exponential function of the scalar field and depends linearly on both the expansion and the shear of the Aether.
Consider the scalar field potential of the form

$$V(\phi, \theta, \sigma) = a_1 e^{-2k\phi} + a_2 \theta e^{-k\phi} + a_3 \sigma e^{-k\phi},$$  \hspace{1cm} (3.2)

in which case

$$\mu^\phi = \frac{1}{2} e_0^2(\phi) + a_1 e^{-2k\phi},$$  \hspace{1cm} (3.3)

$$p^\phi = \frac{1}{2} e_0^2(\phi) - a_1 e^{-2k\phi} - ka_2 e_0(\phi) e^{-k\phi} - a_3 \sigma e^{-k\phi},$$  \hspace{1cm} (3.4)

$$q^\phi_1 = 0,$$  \hspace{1cm} (3.5)

$$\pi^\phi_+ = \frac{a_3}{6} (\theta - ke_0(\phi)) e^{-k\phi}.$$

The aether energy components are derived in [34] where we replace $e_1(\phi) = 0$ and $\dot{u} = 0$. The constants $a_1, a_2$ and $a_3$ are defined such that the potential $V(\theta, \phi, \sigma)$ can be assumed to be a positive definite. We shall assume that $a_1 > 0$ but allow $a_2$ and $a_3$ to be either positive or negative.

### 3.3 Evolution Equations

The evolution equations for the aether-Kantowski-Sachs models with a scalar field are:

$$e_0(e_1) = -\frac{1}{3}(\theta - 6\sigma) e_1^1,$$  \hspace{1cm} (3.7a)

$$e_0(K) = -\frac{2}{3}(\theta + 3\sigma) K,$$  \hspace{1cm} (3.7b)

$$e_0(\theta) = -\frac{1}{3} \theta^2 - 6 \left( \frac{1 - 2c_\sigma}{1 + 3c_\theta} \right) \sigma^2 + \frac{1}{1 + 3c_\theta} (-e_0(\phi) + a_1 e^{-2k\phi} + \frac{3}{2} a_2 ke^{-k\phi} e_0(\phi) + \frac{3}{2} a_3 \sigma e^{-k\phi}),$$  \hspace{1cm} (3.7c)

$$e_0(\sigma_+) = -\theta \sigma_+ + \frac{1}{6(1 - 2c_\sigma)} (a_3 \theta e^{-k\phi} - a_3 k e_0(\phi) e^{-k\phi} - 2K),$$  \hspace{1cm} (3.7d)

$$e_0(e_0(\phi)) = -\theta e_0(\phi) + 2ka_1 e^{-2k\phi} + (a_2 \theta + a_3 \sigma_+) k e^{-k\phi},$$  \hspace{1cm} (3.7e)

with the following constraint:

$$K + \frac{1}{3} (1 + 3c_\theta) \theta^2 = 3(1 - 2c_\sigma) \sigma^2 + \frac{1}{2} e_0^2(\phi) + a_1 e^{-2k\phi}.$$

(3.8)

where $c_\sigma$ and $c_\theta$ are parameters (see chapter one). All evolution and constraint equations are derived in [34].
3.4 Dimensionless Variables

In order to simplify the analysis the following normalized variables (which are bounded for $1 - 2c_\sigma \geq 0$), are chosen:

$$x = \frac{e_0(\phi)}{\sqrt{2}D}, \quad y = \frac{\sqrt{3}\sigma_+}{D}, \quad z = \frac{\sqrt{K}}{D}, \quad Q = \frac{\theta}{\sqrt{3}D}, \quad W = \frac{e^{-k\phi}}{D}, \quad (3.9)$$

where

$$D = \sqrt{K + \frac{\theta^2}{3}}, \quad (3.10)$$

and the new time variable

$$f' = \frac{1}{D}e_0(f) \quad (3.11)$$

is defined. To further simplify the model the following parameter is defined

$$c^2 = (1 - 2c_\sigma).$$

Thus, the evolution equations for the aether-Kantowski-Sachs model with a scalar field can be written with the new variables defined in (3.9):

$$e_0(K) = -\frac{2}{3}\sqrt{3}(Q + y)z^2D^4, \quad (3.12a)$$

$$e_0(\theta) = D^3\left[-Q^2 + \frac{1}{1 + 3c_\theta}\left(-2c^2y^2 - 2x^2 + a_1W^2\right) + \frac{3\sqrt{2}}{2}a_2kxW + \frac{3}{2\sqrt{3}}a_3Wy\right], \quad (3.12b)$$

$$e_0(\sigma_+) = D^3\left[-Qy + \frac{1}{6c^2}\left(\sqrt{3}a_3QW - \sqrt{2}a_3kWx - 2z^2\right)\right], \quad (3.12c)$$

$$e_0(e_0(\phi)) = D^3\left[-\sqrt{6}Qx + 2ka_1W^2 + \sqrt{3}\left(a_2Q + \frac{a_3}{3}y\right)kW\right], \quad (3.12d)$$

with the following constraints:

$$z^2 + (1 + 3c_\theta)Q^2 = c^2y^2 + x^2 + a_1W^2,$$

$$z^2 + Q^2 = 1.$$

The differential equation for each of the normalized variables in (3.9) and with respect to the new time variable in (3.11) is calculated. Thus, the following five dimensional
The variables (3.9) are constrained by the following relations:

\[ -3c_\theta Q^2 + x^2 + c^2 y^2 + a_1 W^2 = 1, \quad Q^2 + z^2 = 1. \]

The restrictions (3.14a), (3.14b) and the dynamical system (3.13) allow the elimination of \( z \) globally, but do not allow the elimination of \( x \) globally. This leads to a four-dimensional dynamical system with one constraint. However, the substitution for \( x \)
locally can be done, via

\[
x = \epsilon \sqrt{1 - c^2y^2 + 3c_\theta Q^2 - a_1W^2},
\]

where \(\epsilon = \pm 1\), obtaining two copies (one for each value of \(\epsilon\)) of the dynamical system [34].

\[
y' = Qy \left[ \frac{-2}{\sqrt{3}} - \frac{\sqrt{3}}{3} yQ - \frac{\sqrt{3}}{3(1 + 3c_\theta)} \left( -2 - 6c_\theta Q^2 + 3a_1W^2 + \frac{\sqrt{3}}{2} a_3 yW \right) \right] \\
+ \frac{\sqrt{3}}{3} \left[ y^2 + \frac{1}{2c^2} \left( -2(1 - Q^2) + \sqrt{3} a_3 QW - \sqrt{2}\epsilon a_3 k yW \sqrt{1 + 3c_\theta Q^2 - c^2y^2 - a_1W^2} \right) \right],
\]

\[
Q' = \frac{(1 - Q^2)}{\sqrt{3}} \left[ Qy + Q \frac{1}{1 + 3c_\theta} \left( -2 - 6c_\theta Q^2 + 3a_1W^2 + \frac{\sqrt{3}}{2} a_3 yW \right) \right],
\]

\[
W' = W \left[ -\epsilon \sqrt{2} k \sqrt{1 - c^2y^2 - a_1W^2} - \frac{\sqrt{3}}{3} Q^2 y + \frac{\sqrt{3}}{3} (Q + y) - \frac{\sqrt{3} Q}{3(1 + 3c_\theta)} \left( -2 + 3a_1W^2 - 6c_\theta Q^2 + \frac{\sqrt{3} a_3 yW}{2} + \frac{\sqrt{3}}{2} a_3 yW + \frac{\sqrt{3}}{2} a_2 k \sqrt{1 - c^2y^2 - a_1W^2 + 3c_\theta Q^2} \right) \right].
\]

### 3.5 Special Case

Let us assume (from [34]) that \(3c_\theta \equiv c_1 + 3c_2 + c_3 = 0\) and \(a_3 = 0\). This leads to a compact phase space. Note that the variables \(y, Q\) and \(W\) are bounded by the conditions \(y \in [-\frac{1}{c}, \frac{1}{c}], Q \in [-1, 1], \) and \(W \in [0, \frac{1}{\sqrt{a_1}}]\) which were obtained from equation (3.14). Also \(a_1, c, k\) are assumed to be positive numbers, while \(a_2\) can be a negative or positive number. The evolution equations from (3.16) for the Kantowski-Sachs Aether
models containing an interacting scalar field simplify, and lead to the three-dimensional dynamical system:

\[
y' = \frac{\sqrt{3}}{3} y \left[ y - Q \left( yQ + 3a_1W^2 + \epsilon \frac{3\sqrt{2}}{2}a_2kW\sqrt{1 - c^2y^2 - a_1W^2} \right) \right] \\
- \frac{\sqrt{3}(1 - Q^2)}{3c^2}, \tag{3.17a}
\]

\[
Q' = \frac{(1 - Q^2)}{\sqrt{3}} \left[ Qy - 2 + 3a_1W^2 + \epsilon \frac{3\sqrt{2}}{2}a_2kW\sqrt{1 - c^2y^2 - a_1W^2} \right], \tag{3.17b}
\]

\[
W' = W \left[ \frac{\sqrt{3}}{3} y(1 - Q^2) + \sqrt{3}Q(1 - a_1W^2) \\
+ \epsilon k\sqrt{1 - c^2y^2 - a_1W^2} \left( -\sqrt{2} - \frac{a_2\sqrt{6}}{2}QW \right) \right], \tag{3.17c}
\]

with the following local definition for the following variable \( x \)

\[
x = \epsilon \sqrt{1 - c^2y^2 - a_1W^2}
\]

where \( \epsilon = \pm 1 \). This is the system which we will study in next chapter.
Chapter 4

The Dynamical System

Define a new parameter $\alpha = \frac{a_2}{\sqrt{a_1}}$ and a new variable $V = \sqrt{a_1}W$. (4.1)

Rewriting system (3.17) we obtain the new dynamical system which only depends on three parameters $\alpha$, $c$ and $k$, where $\epsilon = \pm 1$:

$$Q' = \frac{(1 - Q^2)}{\sqrt{3}} \left[ Qy - 2 + 3V^2 + \epsilon \frac{3\sqrt{2}}{2} \alpha k V \sqrt{1 - c^2 y^2 - V^2} \right], \quad (4.2a)$$

$$y' = \frac{\sqrt{3}}{3} y \left[ y - Q \left( yQ + 3V^2 + \epsilon \frac{3\sqrt{2}}{2} \alpha k V \sqrt{1 - c^2 y^2 - V^2} \right) \right] - \frac{\sqrt{3}(1 - Q^2)}{3c^2}, \quad (4.2b)$$

$$V' = V \left[ \frac{\sqrt{3}}{3} y(1 - Q^2) + \sqrt{3}Q(1 - V^2) + \epsilon k \sqrt{1 - c^2 y^2 - V^2} \left( -\sqrt{2} - \frac{\alpha\sqrt{6}}{2}QV \right) \right], \quad (4.2c)$$

4.1 The Equilibrium Points

4.1.1 Equilibrium Points ($V = 0$):

The following table is a summary of the equilibrium points of the system (4.2) in the $V = 0$ set, which is a two dimensional invariant set of the dynamical system.

Note: We indicate the equilibrium points in the case of $\epsilon = 1$ by a $^+$ superscript on the left corner of the point, as in $^+P_1$, and $^−P_1$ for the case where $\epsilon = −1$, $y^*$ is a parameter and hence the curves $P_{1,2}^*$ represent lines of equilibrium points.
Table 4.1: Equilibrium points for the system (4.2) for both cases $\epsilon = \pm 1$, and their conditions of existence in the $V=0$ invariant set.

### 4.1.2 Equilibrium Points ($y = 0, Q^2 = 1$)

The flat FLRW models are contained in the one dimensional invariant sets $y = 0, Q = \pm 1$. The substitution of $y = 0, Q = \pm 1$, results in a zero for the first two equations of the dynamical system (4.2). Therefore, only the third equation in (4.2) is needed for determining the equilibrium points in the invariant set. When $y = 0, Q = \pm 1$, a non-linear equation is obtained in $V$ as follows:

$$\sqrt{3}Q(1-V^2) = \epsilon \frac{\sqrt{2}}{2} k \sqrt{1-V^2} \left(2 + \alpha \sqrt{3}QV\right).$$

We can see easily that $V = 1$ is an equilibrium point for the above equation, then, other equilibrium points can be found by assuming $V \neq 1$ and dividing (4.3) by $\sqrt{1-V^2}$, we obtain

$$\sqrt{3}Q \sqrt{1-V^2} = \epsilon \frac{\sqrt{2}}{2} k \left(2 + \alpha \sqrt{3}QV\right),$$

where as usual $Q^2 = 1$ and $\epsilon^2 = 1$. Then, by squaring (4.4), we get

$$3(1-V^2) = k^2 \left(\sqrt{2} + \frac{\alpha \sqrt{6}}{2} QV\right)^2.$$

The resulting quadratic equation results after doing some algebraic manipulations:

$$3V^2(\alpha^2k^2 + 2) + 4\sqrt{3}\alpha k^2 QV + 2(2k^2 - 3) = 0,$$

which has two solutions for $V$ as functions of $(\alpha, k, Q)$, given by

$$V_{1,2} = \frac{-2\sqrt{3}\alpha Qk^2 \pm \sqrt{b}}{3\alpha^2k^2 + 2},$$

where $b$ is defined by

$$b = 18k^2\alpha^2 + 36 - 24k^2.$$
Therefore, there is a maximum of four solutions for equation (4.5), two for \( Q = 1 \), which are \( P_7 \) and \( P_8 \), and two for \( Q = -1 \), which are \( P_9 \) and \( P_{10} \).

Note: for additional analysis for these points (\( P_7 \) to \( P_{10} \)) see [34].

<table>
<thead>
<tr>
<th>Eq Pt</th>
<th>( y )</th>
<th>( Q )</th>
<th>( V )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_5 )</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( P_6 )</td>
<td>0</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>( P_7 )</td>
<td>0</td>
<td>1</td>
<td>( V_7 = \frac{-2\sqrt{3}\alpha k^2 + 2\sqrt{18(\alpha^2 k^2 + 2)} - 24k^2}{3(\alpha^2 k^2 + 2)} )</td>
</tr>
<tr>
<td>( P_8 )</td>
<td>0</td>
<td>-1</td>
<td>( V_8 = \frac{2\sqrt{3}\alpha k^2 + 2\sqrt{18(\alpha^2 k^2 + 2)} - 24k^2}{3(\alpha^2 k^2 + 2)} )</td>
</tr>
<tr>
<td>( P_9 )</td>
<td>0</td>
<td>1</td>
<td>( V_9 = \frac{-2\sqrt{3}\alpha k^2 - 2\sqrt{18(\alpha^2 k^2 + 2)} - 24k^2}{3(\alpha^2 k^2 + 2)} )</td>
</tr>
<tr>
<td>( P_{10} )</td>
<td>0</td>
<td>-1</td>
<td>( V_{10} = \frac{2\sqrt{3}\alpha k^2 - 2\sqrt{18(\alpha^2 k^2 + 2)} - 24k^2}{3(\alpha^2 k^2 + 2)} )</td>
</tr>
</tbody>
</table>

Table 4.2: FLRW equilibrium points of the system (4.2) for both cases \( \epsilon = \pm 1 \).

The following section will discuss the behavior of the dynamical system (4.2) at some of the equilibrium points. In this thesis the goal is to analyze the local stability of some of the equilibrium points in the invariant set \( V = 0 \) and the FLRW invariant set.

4.2 Local Stability

4.2.1 For \( P_1^* \) and \( P_2^* \)

\( P_1^* \) and \( P_2^* \) are lines of equilibrium points. Using the normally hyperbolic method discussed earlier (see chapter 2), we can find the stability of these equilibrium points. Moreover, after determining the Jacobian at \( y = y^*, Q = \pm 1, V = 0 \), we get a zero eigenvalue, and therefore the stability can be found by considering the signs of the other eigenvalues in the remaining directions. For example, when looking at \( P_1^* \) when \( \epsilon = 1 \), the non-zero eigenvalues are given by \( \lambda_2 = -\frac{2}{3}\sqrt{3} + \frac{1}{3}\sqrt{3} \) and \( \lambda_3 = \sqrt{3} - k\sqrt{2}\sqrt{1 - c^2 y^2} \), and by applying the normally hyperbolic method we found that if \( c < \frac{1}{2} \), \( 4c^2 + \frac{3}{2k^2} < 1 \) and \( k > \sqrt{\frac{3}{2}} \) then a part of the line \( P_1^* \) is sink if the following condition hold: \( 2 < y^* < \frac{1}{\epsilon} \sqrt{1 - \frac{3}{2k^2}} \); otherwise, it is not stable. By implementing the same calculation we can obtain the behavior for \( P_1^* \) and \( P_2^* \) as shown in the following
Table (4.3) provides the eigenvalues of the equilibrium points $P_1^*$ and $P_2^*$ and their stability.
<table>
<thead>
<tr>
<th>Eq Pt</th>
<th>Eigenvalues</th>
<th>Sink Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>+$P_1^*$</td>
<td>$\lambda_1 = 0$ &lt;br&gt;$\lambda_2 = -\frac{2}{3} y^* \sqrt{3} + \frac{4}{3} \sqrt{3}$ &lt;br&gt;$\lambda_3 = \sqrt{3} - \sqrt{2} \sqrt{1-c^2 y^2 k}$</td>
<td>The only part of +$P_1$ is a sink if &lt;br&gt;$c &lt; \frac{1}{2}$, $k &gt; \sqrt{\frac{3}{2}}$ &lt;br&gt;$4c^2 + \frac{1}{2k^2} &lt; 1$ &lt;br&gt;$2 &lt; y^* &lt; \frac{1}{c} \sqrt{1 - \frac{3}{4k^2}}$</td>
</tr>
<tr>
<td>-$P_1^*$</td>
<td>$\lambda_1 = 0$ &lt;br&gt;$\lambda_2 = -\frac{2}{3} y^* \sqrt{3} + \frac{4}{3} \sqrt{3}$ &lt;br&gt;$\lambda_3 = \sqrt{3} + \sqrt{2} \sqrt{1-c^2 y^2 k}$</td>
<td>No sink from $\lambda_3$</td>
</tr>
<tr>
<td>+$P_2^*$</td>
<td>$\lambda_1 = 0$ &lt;br&gt;$\lambda_2 = -\frac{2}{3} y^* \sqrt{3} - \frac{4}{3} \sqrt{3}$ &lt;br&gt;$\lambda_3 = -\sqrt{3} + \sqrt{2} \sqrt{1-c^2 y^2 k}$</td>
<td>If $c &lt; \frac{1}{2}$ then $-2 &lt; y^* &lt; \frac{1}{c}$ is the only part is a sink. &lt;br&gt;2) If $c &gt; \frac{1}{2}$ then the entire line of +$P_2$ is a sink, $-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td>-$P_2^*$</td>
<td>$\lambda_1 = 0$ &lt;br&gt;$\lambda_2 = -\frac{2}{3} y^* \sqrt{3} - \frac{4}{3} \sqrt{3}$ &lt;br&gt;$\lambda_3 = -\sqrt{3} + \sqrt{2} \sqrt{1-c^2 y^2 k}$</td>
<td>1) If $c &lt; \frac{1}{2}$, $k &gt; \sqrt{\frac{3}{2}}$, $4c^2 + \frac{1}{2k^2} &gt; 1$ then &lt;br&gt;$-2 &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{4k^2}}$ is the only part is a sink. &lt;br&gt;2) If $c &lt; \frac{1}{2}$, $k &gt; \sqrt{\frac{3}{2}}$ then &lt;br&gt;$\frac{1}{c} \sqrt{1 - \frac{3}{4k^2}} &lt; y^* &lt; \frac{1}{c}$ is the only part is a sink. &lt;br&gt;3) If $c &gt; \frac{1}{2}$, $k &gt; \sqrt{\frac{3}{2}}$ then $-\frac{1}{c} &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{4k^2}}$ or &lt;br&gt;$\frac{1}{c} \sqrt{1 - \frac{3}{4k^2}} &lt; y^* &lt; \frac{1}{c}$ are the only parts that are sinks. &lt;br&gt;4) If $c &lt; \frac{1}{2}$, $k &lt; \sqrt{\frac{3}{2}}$ then $-2 &lt; y^* &lt; \frac{1}{c}$ is the only part is a sink. &lt;br&gt;5) If $c &gt; \frac{1}{2}$, $k &lt; \sqrt{\frac{3}{2}}$ then the entire line is sink &lt;br&gt;$-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
</tbody>
</table>

Table 4.3: The behaviour for the line fixed points $P_1^*$ and $P_2^*$
4.2.2 For $P_3$ and $P_4$

When looking at the equilibrium point, $P_3$ (where $y = \frac{1}{\epsilon}$, $Q = 2c$, $V = 0$) for the case $\epsilon = 1$, we will never be able to calculate the Jacobian at this point because the point is non-hyperbolic. Therefore, other methods are needed to determine the stability of the 3-D system shown in (4.2). Let us instead of substituting for $x$ restore $x$ and substitute for $y$ in 4-dimensional dynamical system and then rewrite the system in terms of $(x,Q,V)$ instead of $(y,Q,V)$, to obtain the following:

\[
x' = -2\frac{\sqrt{3}}{3}xQ + \sqrt{2}kV^2 + \frac{\sqrt{3}}{\sqrt{2}}\alpha kQV - \frac{\sqrt{3}}{3}xQ \left[ -2(1 - x^2 - V^2) - 2x^2 + V^2 + 3\frac{\sqrt{2}}{2}\alpha kxV \right] + \frac{\sqrt{3}}{3c}x(1 - Q^2)\sqrt{1 - x^2 - V^2},
\]
\[
Q' = \frac{(1 - Q^2)}{\sqrt{3}} \left[ \frac{Q}{c} \sqrt{1 - x^2 - V^2} - 2 + 3V^2 + 3\frac{\sqrt{2}}{2}\alpha kxV \right],
\]
\[
V' = V \left[ \frac{\sqrt{3}}{3c}(1 - Q^2)\sqrt{1 - x^2 - V^2} + \sqrt{3}Q(1 - V^2) + kx(-\sqrt{2} - \frac{\sqrt{6}}{2}\alpha QV) \right].
\]

After determining the Jacobian at the new equilibrium point $x = 0$, $Q = 2c$, $V = 0$, we get simple eigenvalues which are, $\lambda_1 = \frac{1}{\sqrt{3}} \left[ \frac{1}{c} - 4c \right]$, $\lambda_2 = \frac{\sqrt{3}}{3} \left[ \frac{1}{c} - 4c \right]$ and $\lambda_3 = \left[ \frac{\sqrt{3}}{3c} + 2c\frac{\sqrt{3}}{3} \right]$. From this, it can be seen that $\lambda_3$ is always positive, which implies there is no sink at this point. Performing a similar calculation for $-P_3$ the same eigenvalues and behavior are obtained as $+P_3$. Similarly, for $P_4$ the same eigenvalues and behavior are obtained for $\epsilon = \pm 1$ and $\pm P_4$ is stable (sink) if $0 < c < \frac{1}{2}$; otherwise it is unstable. Table (4.4), illustrates the eigenvalues of the equilibrium points $P_3$ and $P_4$, and their stability.
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<table>
<thead>
<tr>
<th>Eq Pt</th>
<th>$\lambda_1, \lambda_2, \lambda_3$</th>
<th>Sink Conditions</th>
</tr>
</thead>
</table>
| $\pm P_3$ | $\lambda_1 = \frac{1}{\sqrt{3}} (\frac{1}{c} - 4c)$
|       | $\lambda_2 = \frac{\sqrt{3}}{3} (\frac{1}{c} - 4c)$
|       | $\lambda_3 = (\frac{\sqrt{3}}{3c} + 2c \frac{\sqrt{3}}{3})$ | No sink (from $\lambda_3$) |
| $\pm P_4$ | $\lambda_1 = \frac{1}{\sqrt{3}} (\frac{1}{c} + 4c)$
|       | $\lambda_2 = \frac{\sqrt{3}}{3} (\frac{-1}{c} + 4c)$
|       | $\lambda_3 = (-\frac{\sqrt{3}}{3c} - 2c \frac{\sqrt{3}}{3})$ | $0 < c < \frac{1}{2}$ |

Table 4.4: The stability of $P_3$ and $P_4$

4.2.3 For $P_5$ and $P_6$

When looking at the equilibrium point, $P_5$ (where $y = 0$, $Q = 1$, $V = 1$), we will never be able to calculate the Jacobian at this point because the point is non-hyperbolic. Therefore, other methods are needed to determine the stability of the 3-D system shown in (4.2). Looking at the 1-dimensional dynamical system in the invariant set ($Q = 1$ and $y = 0$) and then looking at the 2-dimensional invariant set $Q = \pm 1$ we able to know then the stability of the full 3-dimensional system with knowledge of what happens in the lower dimensional systems.

First: Looking at the $V'$ equation in full (not linearized) when $y = 0$ and $Q = 1$ will determine if $V$ is increasing or decreasing by looking at whether $V'$ is positive or negative (first derivative test in calculus) near to $V = 1$ but less than 1. By applying the first derivative test to the 1-dimensional autonomous differential equation:

$$V' = V \left[ \sqrt{3}(1 - V^2) + \epsilon k \sqrt{1 - V^2} \left( -\sqrt{2} - \frac{\alpha \sqrt{6}}{2} V \right) \right],$$

Observe that the point $V = 1$ is stable for some values of the parameter values $\alpha$ and $k$ but there does exist some parameter values in which it is unstable. So using the derivative of the derivative (i.e., concavity arguments) we are able to find the stability conditions for this point in the $y=0$, $Q=1$ invariant set. The derivative of the right hand side in the previous equation is:

$$\sqrt{3}(1 - V^2) + k \sqrt{1 - V^2} (-\sqrt{2} - \frac{\sqrt{6}}{2} \alpha V) +$$

$$V \left[ -2\sqrt{3}V - kV \frac{(-\sqrt{2} - \frac{\alpha \sqrt{6}}{2} V)}{\sqrt{1 - V^2}} - \frac{1}{2} k \sqrt{1 - V^2} \sqrt{6} \alpha \right].$$
So near $V = 1$, the term $\frac{1}{\sqrt{1-V^2}}$ dominates. The coefficient of it is $[-k(-\sqrt{2} - \frac{\sqrt{6}}{2})]$ which determines the sign of $V''$ near $V = 1$. If $V'' > 0$ for values of $V$ near $V = 1$ but less than 1, then $V'$ is increasing to a value of 0 at $V = 1$. This means that $V'' < 0$ for values of $V$ near $V = 1$ but less than 1, and the point $V = 1$ is unstable. Alternatively if $V'' < 0$, then the point is stable.

Second: Since we now know what happens along the V direction near $V=1$, we expand our analysis to the in 2 - dimensional system in the 2 - dimensional invariant sets $(Q = \pm 1)$. We note that the 1 - dimensional boundary $1 - c^2y^2 - V^2 = 0$ is an invariant set within the 2 - dimensional invariant set. So when $Q = \pm 1$ we will have 2-d dynamical system as follow:

$$y' = \frac{\sqrt{3}}{3}y \left[ -3V^2Q - \epsilon \frac{3\sqrt{2}}{2} \alpha kQV \sqrt{1 - c^2y^2 - V^2} \right], \quad (4.8a)$$

$$V' = V \left[ \sqrt{3}Q(1 - V^2) + \epsilon k \sqrt{1 - c^2y^2 - V^2} \left( -\sqrt{2} - \frac{\alpha \sqrt{6}}{2} QV \right) \right]. \quad (4.8b)$$

Using polar coordinates for $y$ and $V$ as follows

$$y = \frac{r}{c}\cos(\theta)$$

$$V = r \sin(\theta) \quad (4.9)$$

we can determine if the 2 - dimensional dynamical system is stable or not near the point $V = 1, y = 0$. After using polar coordinates the dynamical system will be for $\theta'$ and $r'$. By using the definition of the circle for equations (4.9) which is given by

$$c^2y^2 + V^2 = r^2, \quad (4.10)$$

and then differentiating the (4.10) and using (4.8) we will end up with $r'$ equation as follows:

$$r' = \sqrt{3}r \sin^2(\theta)Q(1 - r^2) + rk \sin(\theta)\sqrt{1 - r^2} \left( -\sqrt{2} \sin(\theta) \right)$$
\[ -\frac{\alpha \sqrt{6}}{2} r \sin^2(\theta) Q - \frac{\sqrt{6}}{2} \alpha r Q \cos^2(\theta). \]

The equilibrium point \( V=1, y=0 \) corresponds to \( r = 1 \) and \( \theta = \frac{\pi}{2} \). We can see easily that \( r' = 0 \) when \( r = 1 \) and that \( r' > 0 \) for \( \alpha < -\frac{2}{\sqrt{3}} \) and \( \theta \) near \( \frac{\pi}{2} \) by using the same analysis that we used in the 1-dimensional invariant set. Finding \( \theta' \) equation was found by using the definition \( \tan \theta = \frac{V}{cy} \) and then do some calculations we will arrive to \( \theta' \) when \( r = 1 \) as follow:

\[ \theta' = \sqrt{3} \sin(\theta) \cos(\theta) Q. \]

Looking at \( \theta' \) will determine if \( \theta \) is increasing or decreasing by looking at whether \( \theta' \) is positive or negative (first derivative test in calculus) near \( \theta = \frac{\pi}{2} \). So when \( Q = 1 \) in \(+P_5\) case we can see that it is a sink point in the 2-dimensional system if \( \alpha < -\frac{2}{\sqrt{3}} \).

Now we can move onto the full 3-dimensional dynamical system after we know what happens in the lower dimensional system by doing some numerical analysis for the 3-dimensional dynamical system. We see that the numerical analysis breaks down which indicates that it is unstable or something else see the following figure.

Figure 4.1: The numerical graph of the solution curves for \(+P_5\) when \( \alpha = -2, k = 1 \) and \( c = 1 \), and with this initial condition \( y(0) = 0.2, Q(0) = 0.9 \) and \( V = 0.9 \).

We now we need to look at the full 4-dimensional dynamical system to study the stability to this point.

\[
x' = -\frac{2\sqrt{3}}{3} Qx + \sqrt{2}kV^2 + \frac{\sqrt{3}}{\sqrt{2}} kV \alpha Q - \frac{\sqrt{3}xQ}{3} \left[ -2c^2 y^2 - 2x^2 + V^2 \right]
\]
\[
\begin{align*}
Q' &= \frac{(1 - Q^2)}{\sqrt{3}} \left[ Qy - 2 + 3V^2 + \epsilon \frac{3\sqrt{2}}{2} \alpha kV \sqrt{1 - c^2 y^2 - V^2} \right], \\
y' &= \frac{\sqrt{3}}{3} y \left[ y - Q \left( yQ + 3V^2 + \epsilon \frac{3\sqrt{2}}{2} \alpha kV \sqrt{1 - c^2 y^2 - V^2} \right) \right] - \frac{\sqrt{3}}{3c^2} (1 - Q^2), \\
V' &= V \left[ \frac{\sqrt{3}}{3} y(1 - Q^2) + \sqrt{3} Q(1 - V^2) + \epsilon k \sqrt{1 - c^2 y^2 - V^2} \left( -\sqrt{2} - \frac{\alpha \sqrt{6}}{2} QV \right) \right].
\end{align*}
\]

From the \( x \) definition we know that it could be positive or negative, \( x = \epsilon \sqrt{1 - c^2 y^2 - V^2} \), but we have assume that the value under the square root should be positive or zero, otherwise the root sign becomes complex. Let us study the 3-dimensional equilibrium point \( (y = 0, Q = 1, V = 1) \) which implies that \( x = 0 \) within this 4-dimensional dynamical system and see what will happen to the system. Looking at the \( x' \) equation when \( x = 0, y = 0, V = 1 \) and \( Q = 1 \) will determine if \( x \) is increasing or decreasing by looking at whether \( x' \) is positive or negative we will get the following:

\[
x' = \frac{\sqrt{3}}{\sqrt{2}} k \left( \frac{2}{\sqrt{3}} + \alpha \right).
\]

From the 2-dimensional dynamical system in the invariant set \( (Q = 1) \) we know that \(+P_5\) is stable only if \( \alpha < -\frac{2}{\sqrt{3}} \) which implies that \( x' < 0 \) when \( x = 0 \) at this \(+P_5\). That means \(+P_5\) is unstable in the 3-dimensional dynamical system. It is the point in which trajectories pass from the positive branch (\( \epsilon = +1 \)) to the other (\( \epsilon = -1 \)). This strange behavior occurs that because we applied a global substitution for \( x \) when it clearly should not have been applied. Similarly, by doing the same method for point \(-P_5\) and \( \pm P_6 \) we will find that they are unstable points.
4.2.4 For $P_7$ to $P_{10}$

The following table is included in this thesis for completeness of presentation; however, the results have not been checked [34].

<table>
<thead>
<tr>
<th>Eq Pt</th>
<th>Existence Condition</th>
<th>Eigenvalues</th>
<th>Sink Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_7^+$</td>
<td>$\alpha &gt; 0 \Rightarrow k &lt; \sqrt{\frac{3}{2}}$&lt;br&gt;2) $\alpha &lt; 0, \alpha &lt; \frac{-2}{\sqrt{3}}$&lt;br&gt;and $k &lt; \sqrt{\frac{3}{2}}$</td>
<td>$\lambda_{1,3} = -\frac{\sqrt{3} V_7 k}{2 \sqrt{1-V_7^2}} \left[ \sqrt{3} \alpha + 2 V_7 \right]$&lt;br&gt;$\lambda_2 = 2 \left[ \alpha k^2 V_7 + \frac{\sqrt{3}}{3} (2k^2 - 1) \right]$</td>
<td>1) If $\alpha &gt; 0, \frac{1}{\sqrt{6}} &lt; k &lt; \sqrt{\frac{3}{2}}$&lt;br&gt;2) If $\alpha &lt; 0$, $\alpha &lt; \frac{-2}{\sqrt{3}}$&lt;br&gt;$\frac{1}{\sqrt{6}} &lt; k &lt; \sqrt{3}$</td>
</tr>
<tr>
<td>$P_9^+$</td>
<td>$\alpha &gt; 0, \alpha &gt; \frac{-\alpha}{\sqrt{3}}$&lt;br&gt;$k &lt; \sqrt{\frac{3}{2}}$</td>
<td>$\lambda_{1,3} = -\frac{\sqrt{3} V_9 k}{2 \sqrt{1-V_9^2}} \left[ \sqrt{3} \alpha + 2 V_9 \right]$&lt;br&gt;$\lambda_2 = 2 \left[ \alpha k^2 V_9 + \frac{\sqrt{3}}{3} (2k^2 - 1) \right]$</td>
<td>No Sink</td>
</tr>
<tr>
<td>$P_7^-$</td>
<td>$\alpha &lt; 0$&lt;br&gt;$\alpha &lt; \frac{-2}{\sqrt{3}}$&lt;br&gt;$k &lt; \sqrt{\frac{3}{2}}$</td>
<td>$\lambda_{1,3} = \frac{\sqrt{2} V_7 k}{2 \sqrt{1-V_7^2}} \left[ \sqrt{3} \alpha + 2 V_7 \right]$&lt;br&gt;$\lambda_2 = 2 \left[ \alpha k^2 V_7 + \frac{\sqrt{3}}{3} (2k^2 - 1) \right]$</td>
<td>No Sink</td>
</tr>
<tr>
<td>$P_9^-$</td>
<td>$\alpha &gt; 0$&lt;br&gt;$k &lt; \sqrt{\frac{3}{2}}$&lt;br&gt;$\alpha &lt; \frac{-\alpha}{\sqrt{3}}$</td>
<td>$\lambda_{1,3} = \frac{\sqrt{2} V_9 k}{2 \sqrt{1-V_9^2}} \left[ -\sqrt{3} \alpha + 2 V_9 \right]$&lt;br&gt;$\lambda_2 = 2 \left[ \alpha k^2 V_9 - \frac{\sqrt{3}}{3} (2k^2 - 1) \right]$</td>
<td>$\alpha &gt; 0$&lt;br&gt;$\frac{1}{\sqrt{6}} &lt; k &lt; \sqrt{\frac{3}{2}}$&lt;br&gt;$\frac{3}{4} &lt; \frac{1}{\alpha^2} &lt; \frac{k^4 (6k^2 - 1)}{2(1-2k^2)^2}$&lt;br&gt;$\alpha^2 &lt; \frac{4}{3} - \frac{2}{k^2}$</td>
</tr>
</tbody>
</table>

Table 4.5: The stability of $P_7$ and $P_9$
4.3 Table of Sinks

Table (4.6) illustrates, for different parameter values, all of the sinks with either \( V = 0 \), or in which \( y = 0 \) and \( Q = \pm 1 \). For lines of equilibrium points, the interval that is a sink is given. The following table shows the sinks when \( c < \frac{1}{2} \) for different values of \( k \) and \( \alpha \).
<table>
<thead>
<tr>
<th>$c, k &gt; 0$</th>
<th>$k : 0 \rightarrow \frac{1}{\sqrt{6}}$</th>
<th>$k : \frac{1}{\sqrt{6}} \rightarrow \sqrt{\frac{3}{2}}$</th>
<th>$k &gt; \sqrt{\frac{3}{2}}$</th>
<th>sink conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha &gt; 0$</td>
<td>$+ P_2$</td>
<td>$+ P_2$</td>
<td>$+ P_1$</td>
<td>$2 &lt; y^* &lt; \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}, 4c^2 + \frac{3}{2k^2} &lt; 1$</td>
</tr>
<tr>
<td></td>
<td>$- P_2$</td>
<td>$- P_2$</td>
<td>$+ P_2$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td>$\pm P_4$</td>
<td>$\pm P_4$</td>
<td>$- P_2$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1) 4c^2 + \frac{3}{2k^2} &gt; 1, -2 &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$2) \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$</td>
<td></td>
</tr>
<tr>
<td>$\frac{-2}{\sqrt{3}} &lt; \alpha &lt; 0$</td>
<td>$+ P_2$</td>
<td>$+ P_2$</td>
<td>$+ P_1$</td>
<td>$2 &lt; y^* &lt; \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}, 4c^2 + \frac{3}{2k^2} &lt; 1$</td>
</tr>
<tr>
<td></td>
<td>$- P_2$</td>
<td>$- P_2$</td>
<td>$+ P_2$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td>$\pm P_4$</td>
<td>$\pm P_4$</td>
<td>$- P_2$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1) 4c^2 + \frac{3}{2k^2} &gt; 1, -2 &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$2) \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$</td>
<td></td>
</tr>
<tr>
<td>$\alpha &lt; \frac{-2}{\sqrt{3}}$</td>
<td>$+ P_2$</td>
<td>$+ P_2$</td>
<td>$+ P_1$</td>
<td>$2 &lt; y^* &lt; \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}, 4c^2 + \frac{3}{2k^2} &lt; 1$</td>
</tr>
<tr>
<td></td>
<td>$- P_2$</td>
<td>$- P_2$</td>
<td>$+ P_2$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td>$\pm P_4$</td>
<td>$\pm P_4$</td>
<td>$- P_2$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1) 4c^2 + \frac{3}{2k^2} &gt; 1, -2 &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$2) \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.6: The table of sinks conditions when $c < \frac{1}{2}$ for different values of $k$ and $\alpha$
Table (4.7) illustrates for different parameter values all of the sinks with either $V = 0$, or in which $y = 0$ and $Q = \pm 1$. For lines of equilibrium, the interval that is a sink is given. The following table shows the sinks when $c > \frac{1}{2}$ for different values of $k$ and $\alpha$. 
<table>
<thead>
<tr>
<th>$c, k &gt; 0$</th>
<th>$k: 0 \rightarrow \frac{1}{\sqrt{6}}$</th>
<th>$k: \frac{1}{\sqrt{6}} \rightarrow \sqrt{\frac{3}{2}}$</th>
<th>$k &gt; \sqrt{\frac{3}{2}}$</th>
<th>sink conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha &gt; 0$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$ $-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$ $\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$ or $-\frac{1}{c} &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
</tr>
<tr>
<td>$\frac{-2}{\sqrt{3}} &lt; \alpha &lt; 0$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$ $-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$ $\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$ or $-\frac{1}{c} &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
</tr>
<tr>
<td>$\alpha &lt; \frac{-2}{\sqrt{3}}$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$ $-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$ $\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$ or $-\frac{1}{c} &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
</tr>
</tbody>
</table>

Table 4.7: The table of sinks conditions when $c > \frac{1}{2}$ for different values of $k$ and $\alpha$
4.4 Alternative Table of Sink

Table (4.8) and (4.9) show that the stability of the equilibrium points do not depend on the value of $\alpha$ at all depend in $c$, $k$ only.

Table (4.9) shows the sink and their dependencies on the parameter $k$ with $c < \frac{1}{2}$ showing the different intervals for the sink.

<table>
<thead>
<tr>
<th>$-\infty &lt; \alpha &lt; \infty$</th>
<th>$k &lt; \sqrt{\frac{3}{2}}$</th>
<th>$k &gt; \sqrt{\frac{3}{2}}$</th>
<th>sink conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c &lt; \frac{1}{2}$</td>
<td>$+P_2$</td>
<td>$+P_1$</td>
<td>$4c^2 + \frac{3}{2k^2} &lt; 1$, $2 &lt; y^* &lt; \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$, $-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td>$+P_2$</td>
<td>$-P_2$</td>
<td>$1) 4c^2 + \frac{3}{2k^2} &gt; 1$, $-2 &lt; y^* &lt; -\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-P_2$</td>
<td>$2) \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td>$\pm P_4$</td>
<td>$\pm P_4$</td>
<td>$-2 &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
</tbody>
</table>

Table 4.8: The table of sinks when $c < \frac{1}{2}$ for different values of $k$

Table (4.9) shows the sink and their dependencies on the parameter $k$ with $c > \frac{1}{2}$ showing the different intervals for the sink.

<table>
<thead>
<tr>
<th>$-\infty &lt; \alpha &lt; \infty$</th>
<th>$k &lt; \sqrt{\frac{3}{2}}$</th>
<th>$k &gt; \sqrt{\frac{3}{2}}$</th>
<th>sink conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c &gt; \frac{1}{2}$</td>
<td>$+P_2$</td>
<td>$+P_2$</td>
<td>$-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td>$-P_2$</td>
<td>$-P_2$</td>
<td>$-\frac{1}{c} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>or $\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} &lt; y^* &lt; \frac{1}{c}$</td>
</tr>
</tbody>
</table>

Table 4.9: The table of sinks when $c > \frac{1}{2}$ for different values of $k$
4.5 Numerical Analysis

This section confirms the existence of all of the sinks numerically by using Maple software.

Figures for $+P_1$:

Figure (4.2) illustrates model (4.2) near $+P_1$ when $c < \frac{1}{2}, \alpha < -\frac{2}{\sqrt{3}}$, and $k > \sqrt{\frac{3}{2}}$.

![Graph of solution curves for $+P_1$](image)

Figure 4.2: The numerical graph of the solution curves for $+P_1$ when $\alpha = -2$, $k = 2$ and $c = \frac{1}{4}$, but with different initial conditions.

It can be seen from figure (4.2), for the values $\alpha < -\frac{2}{\sqrt{3}}$, $c < \frac{1}{2}$ and $k > \sqrt{\frac{3}{2}}$ that, $+P_1$ is a sink because the expected outcome is that $V$ goes to zero, $Q$ goes to one and $y$ goes to a point between $2$ and $\frac{1}{2}\sqrt{1 - \frac{3}{2k^2}}$. Parameter values for this numerical analysis are chosen to be: $\alpha = -2$, $c = \frac{1}{4}$, $k = 2$. Initial Values are $y(0) = 2.5, Q(0) = 0.99, V(0) = 0.001$, $y(0) = 2.8, Q(0) = 0.98, V(0) = 0.003$, $y(0) = 3, Q(0) = 0.97, V(0) = 0.002$. 
Figure 4.3: The numerical graph of the solution curves for $^+P_1$ when $\alpha = -1$, $k = 2$ and $c = \frac{1}{3}$, but with different initial conditions.

It can be seen from figure (4.3), for the values $\alpha > \frac{-2}{\sqrt{3}}$, $c < \frac{1}{2}$ and $k > \sqrt{\frac{3}{2}}$ that, $^+P_1$ is a sink because the expected outcome is that $V$ goes to zero, $Q$ goes to one and $y$ goes to point between $2$ and $\frac{1}{c}\sqrt{1 - \frac{3}{2k^2}}$. Parameter values for this numerical analysis are chosen to be: $\alpha = -1$, $c = \frac{1}{3}$, $k = 2$. Initial Values are $y(0) = 2.3, Q(0) = 0.99, V(0) = 0.001$, $y(0) = 2.2, Q(0) = 0.979, V(0) = 0.03$, $y(0) = 2.21, Q(0) = 0.99, V(0) = 0.01$. 
As can be seen from figure (4.4), for the values $\alpha > 0$, $c < \frac{1}{2}$ and $k > \sqrt{\frac{3}{2}}$ we have that, $^+P_1$ is a sink because the expected outcome is that $V$ goes to zero, $Q$ goes to one and $y$ goes to point between $2$ and $\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}}$. Parameter values for this numerical analysis are chosen to be: $\alpha = 1$, $c = \frac{1}{4}$, $k = 2$. Initial Values are $y(0) = 2.7, Q(0) = 0.99$, $V(0) = 0.01$, $y(0) = 3.1, Q(0) = 0.95$, $V(0) = 0.02$, $y(0) = 3.5, Q(0) = 0.98$, $V(0) = 0.1$. 

Figure 4.4: The numerical graph of the solution curves for $^+P_1$ when $\alpha = 1$, $k = 2$ and $c = \frac{1}{4}$, but with different initial conditions.
Figures for $+P_2$:

Figure (4.5) plots the model (4.2) for $+P_2$ on the interval $c < \frac{1}{2}$ with varying $k$ values.

Figure 4.5: The numerical graph of the solution curves for $+P_2$ when $\alpha = -1$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.

Figure (4.5), illustrates the models with the condition of $c < \frac{1}{2}$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}}$, and $k > \sqrt{\frac{3}{2}}$, respectively. The following parameters for this numerical analysis are chosen to be: $c = \frac{1}{4}$, and $\alpha = -1$ and the initial conditions of $y(0) = -0.89, Q(0) = -0.99$, and $V(0) = 0.01$, $y(0) = -0.99, Q(0) = -0.98$, and $V(0) = 0.02$ $y(0) = -0.98, Q(0) = -0.99$, and $V(0) = 0.03$ were selected. The $k$ values chosen for graphs A, B and C were 0.1, 0.5 and 2, respectively. It can be seen from the graphs that, $+P_2$ is a sink because the expected outcome is that $V$ goes to zero, $Q$ goes to negative one and $y$
goes to point greater than \(-2\) and less than \(\frac{1}{c}\).

Figure (4.6) plots the model (4.2) for \(+P_2\) on the interval \(c > \frac{1}{c}\) with varying \(k\) values.

Figure 4.6: The numerical graph of the solution curves for \(+P_2\) when \(\alpha = 1, c = 1\) and \(k = 0.1\) in figure A, \(k = 0.5\) in figure B \(k = 2\) in figure C, but with different initial conditions.

Figure (4.6), illustrates the models with the condition of \(c > \frac{1}{2}\) and varying values of \(k\). Graphs A, B, and C indicate \(k\) values of \(0 < k < \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}}\), and \(k > \sqrt{\frac{3}{2}}\), respectively. The following parameters for this numerical analysis are chosen to be: \(c = 1\), and \(\alpha = 1\) and the initial conditions of \(y(0) = -0.89, Q(0) = -0.99\), and \(V(0) = 0.001\), \(y(0) = -0.99, Q(0) = -0.98\), and \(V(0) = 0.02\) \(y(0) = -0.98, Q(0) = -0.99\), and \(V(0) = 0.03\) were selected. The \(k\) values chosen for graphs A, B and C were 0.1, 0.5
and 2, respectively. It can be seen from the graphs that $-P_2$ is a sink because the expected outcome is that $V$ goes to zero, $Q$ goes to negative one and $y$ goes to point grater than $-2$ between $-\frac{1}{c} < y^* < \frac{1}{c}$. 
Figures for $-P_2$:

Figure (4.7) indicates the model (4.2) for $-P_2$ on the interval $c < \frac{1}{2}$ and with varying $k$ values.

![Graph A](image1)
![Graph B](image2)
![Graph C](image3)

Figure 4.7: The numerical graph of the solution curves for $-P_2$ when $\alpha = 1$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.

Figure (4.7), illustrates the models with the condition of $c < \frac{1}{2}$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}},$ and $k > \sqrt{\frac{3}{2}},$ respectively. The following parameters for this numerical analysis are chosen to be: $c = \frac{1}{4}$, and $\alpha = 1$ and the initial conditions of $y(0) = 3.4, Q(0) = -0.99$, and $V(0) = 0.001$, $y(0) = 3.5, Q(0) = -0.98$, and $V(0) = 0.02 y(0) = 3.6, Q(0) = -0.98$, and $V(0) = 0.1$ were selected. The $k$ values chosen for graphs A, B and C were 0.1, 0.5 and 2, respectively. It can be seen from the graphs that $-P_2$ is a sink because the
expected outcome is that $V$ goes to zero, $Q$ goes to negative one and $y$ goes to point between $\frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} < y^* < \frac{1}{c}$.

Figure (4.8) indicates the model (4.2) for $-P_2$ on the interval $c > \frac{1}{c}$ and with varying $k$ values.

Figure 4.8: The numerical graph of the solution curves for $-P_2$ when $\alpha = -1$, $c = 1$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.

Figure (4.8), illustrates the models with the condition of $c > \frac{1}{2}$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}$, $\frac{1}{\sqrt{6}} < k < \frac{3}{2}$, and $k > \frac{3}{2}$, respectively. The following parameters for this numerical analysis are chosen to be: $c = 1$, and $\alpha = -1$ and the initial conditions of $y(0) = -0.89, Q(0) = -0.99$, and $V(0) = 0.001$, $y(0) = -0.99, Q(0) = -0.98$, and $V(0) = 0.02$ $y(0) = -0.98, Q(0) =$
−0.99, and \( V(0) = 0.03 \) were selected. The \( k \) values chosen for graphs A, B and C were 0.1, 0.5 and 2, respectively. It can be seen from the graphs that \( -P_2 \) is a sink because the expected outcome is that \( V \) goes to zero, \( Q \) goes to negative one and \( y \) goes to point between \( \frac{1}{c} \sqrt{1 - \frac{3}{2k^2}} < y^* < \frac{1}{c} \).
Figures for \( +P_4 \):  

Figure (4.9) plots the model (4.2) for \( +P_4 \) on the interval \( c < \frac{1}{2}, \alpha < -\frac{2}{\sqrt{3}} \) with varying \( k \) values. 

![Figure 4.9: The numerical graph of the solution curves for \( +P_4 \) when \( \alpha = -2, \ c = \frac{1}{4} \) and \( k = 0.1 \) in figure A, \( k = 0.5 \) in figure B \( k = 2 \) in figure C, but with different initial conditions.](image)

Figures (4.9) illustrates the models with the condition of \( c < \frac{1}{2}, \alpha < -\frac{2}{\sqrt{3}} \) and varying values of \( k \). Graphs A, B, and C indicate \( k \) values of \( 0 < k < \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}} \), and \( k > \sqrt{\frac{3}{2}} \), respectively. The following parameters for this numerical analysis are chosen to be: \( c = \frac{1}{4}, \alpha = -2 \) and the initial conditions of \( y(0) = -3.8, Q(0) = -0.4, V(0) = 0.1, y(0) = -3.6, Q(0) = -0.3, V(0) = 0.2, \) and \( y(0) = -3, Q(0) = -0.2, V(0) = 0.5, \) were selected. The \( k \) values chosen for graphs A, B and C were 0.1, 0.5 and 2, respectively. It can be seen from the graphs that \( +P_4 \) is a sink because the
expected outcome is that $V$ goes to zero, $Q$ goes to $-\frac{1}{2}$ and $y$ goes to $-4$.

Figure (4.10) plots the model (4.2) for $^+P_4$ on the interval $c < \frac{1}{2}$, $\alpha > -\frac{2}{\sqrt{3}}$ with varying $k$ values.

Figure 4.10: The numerical graph of the solution curves for $^+P_4$ when $\alpha = -1$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.

Figures (4.10) illustrates the models with the condition of $c < \frac{1}{2}$, $\alpha > -\frac{2}{\sqrt{3}}$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}$, $\frac{1}{\sqrt{6}} < k < \frac{\sqrt{3}}{2}$, and $k > \frac{\sqrt{3}}{2}$, respectively. In the figures, the same parameters and initial conditions were selected as in figures (4.9), except here $\alpha = -1$, so we have that $^+P_4$ is a sink because the expected outcome is that $V$ goes to zero, $Q$ goes to $-\frac{1}{2}$ and $y$ goes to $-4$. 
Figure (4.11) plots the model (4.2) for $^+P_4$ on the interval $c < \frac{1}{2}$, $\alpha > 0$ with varying $k$ values.

![Graph A](image1)

![Graph B](image2)

![Graph C](image3)

Figure 4.11: The numerical graph of the solution curves for $^+P_4$ when $\alpha = 1$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.

Figures (4.11) illustrates the models with the condition of $c < \frac{1}{2}$, $\alpha > 0$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}$, $\frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}}$, and $k > \sqrt{\frac{3}{2}}$, respectively. In the figures, the same parameters and initial conditions were selected as in figures (4.9), except here $\alpha = 1$, so we have that $^+P_4$ is sink because the expected outcome is that $V$ goes to zero, $Q$ goes to $-\frac{1}{2}$ and $y$ goes to $-4$. 
Figures for $-P_4$:

Figure (4.12) plots the model (4.2) for $-P_4$ on the interval $c < \frac{1}{2}, \alpha < -\frac{2}{\sqrt{3}}$ with varying $k$ values.

Figure 4.12: The numerical graph of the solution curves for $-P_4$ when $\alpha = -2$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.

Figures (4.12) illustrates the models with the condition of $c < \frac{1}{2}, \alpha < -\frac{2}{\sqrt{3}}$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}},$ and $k > \sqrt{\frac{3}{2}}$, respectively. The following parameters for this numerical analysis are chosen to be: $c = \frac{1}{4}, \alpha = -2$ and the initial conditions of $y(0) = -3.8, Q(0) = -0.4, V(0) = 0.01, y(0) = -3.6, Q(0) = -0.3, V(0) = 0.02, and y(0) = -2.5, Q(0) = -0.3, V(0) = 0.04$, were selected. The $k$ values chosen for graphs A, B and C were 0.1, 0.5 and 2, respectively. It can be seen from the graphs that $-P_4$ is a sink because the
expected outcome is that $V$ goes to zero, $Q$ goes to $-\frac{1}{2}$ and $y$ goes to $-4$.

Figure (4.13) plots the model (4.2) for $-P_4$ on the interval $c < \frac{1}{2} \alpha > -\frac{2}{\sqrt{3}}$ with varying $k$ values.

![Graphs showing solution curves for $-P_4$](image)

Figure 4.13: The numerical graph of the solution curves for $-P_4$ when $\alpha = -1$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.
Figures (4.13), illustrates the models with the condition of $c < \frac{1}{2}$, $\alpha > -\frac{2}{\sqrt{3}}$ and varying values of $k$. Graphs A, B, and C indicate $k$ values of $0 < k < \frac{1}{\sqrt{6}}$, $\frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}}$, and $k > \sqrt{\frac{3}{2}}$, respectively. The models take into consideration the sink conditions outlined in table (4.6). In the figures, the same parameters and initial conditions were selected as in figures (4.13) except here $\alpha = -1$, so we have that $P_4$ is sink because the expected outcome is that $V$ goes to zero, $Q$ goes to $-\frac{1}{2}$ and $y$ goes to $-4$.

Figure (4.14) plots the model (4.2) for $-P_4$ on the interval $c < \frac{1}{2}$, $\alpha > 0$ with varying $k$ values.

Figure 4.14: The numerical graph of the solution curves for $-P_4$ when $\alpha = 1$, $c = \frac{1}{4}$ and $k = 0.1$ in figure A, $k = 0.5$ in figure B $k = 2$ in figure C, but with different initial conditions.
Figures (4.14), illustrates the models with the condition of \( c < \frac{1}{2} \), \( \alpha > 0 \) and varying values of \( k \). Graphs A, B, and C indicate \( k \) values of \( 0 < k < \frac{1}{\sqrt{6}} \), \( \frac{1}{\sqrt{6}} < k < \sqrt{\frac{3}{2}} \), and \( k > \sqrt{\frac{3}{2}} \), respectively. The models take into consideration the sink conditions outlined in table (4.6). In the figures, the same parameters and initial conditions were selected as in figures (4.13), except here \( \alpha = 1 \), so we have that \(-P_4\) is sink because the expected outcome is that \( V \) goes to zero, \( Q \) goes to \(-\frac{1}{2}\) and \( y \) goes to \(-4\).
Figures for $^+P_5$:

Figure (4.15) shows the direction field plot for the 2-dimensional dynamical system (4.8) in which $\alpha < -\frac{2}{\sqrt{3}}$ and $k > 0$ in the 2-dimensional set, $Q = 1$. We observe that the point $^+P_5$ is stable in the 2-dimensional invariant set for all values of $k$ provided $\alpha < -\frac{2}{\sqrt{3}}$.

![Direction field plot](image)

Figure 4.15: The numerical graph of the solution curves for $^+P_5$ when $\alpha = -2$, $k = 2$ and $c = 1$.

Graph (4.15) indicates the direction field plot for the 2-dimensional dynamical system (4.8) in which $c = 1$, $k = 2$ and $\alpha = -2$. The initial condition $y(0) = 0.02$ and $V = 0.3$ were selected. It can be seen from the graphs that $^+P_5$ is a sink in the 2-dimensional set, $Q = 1$ when $\alpha < -\frac{2}{\sqrt{3}}$. 
Chapter 5

Conclusion

In this thesis we have studied spherically-symmetric cosmological models in Einstein-aether theory with a scalar field, whose potential depends on the time-like aether vector field through the expansion and shear scalars. Focusing on the special case of the models where we assume that

$$3c_\theta \equiv c_1 + 3c_2 + c_3 = 0$$

and $a_3 = 0$, leads to a compact phase space. From the evolution equations we obtain a three-dimensional dynamical system in terms of expansion-normalized variables, which we used to simplify our analysis and make it easier to study. We studied these models to find that there always exists a future attractor at some equilibrium points at different values of the parameters $k, c > 0$, and $-\infty < \alpha < \infty$. We found that the only equilibrium points which are sink points are $+_P_1, \pm P_2$ and $\pm P_4$. The main mathematical result we get is that the stability conditions depend on the values of $c$ and $k$ but does not depend on $\alpha$, which lead to two cases of $c$.

The first case is when $c < \frac{1}{2}$, we found that $+_P_2$ and $\pm P_4$ are sinks for any values of $k$. $+_P_1$ is a sink only for $k > \sqrt{\frac{3}{2}}$ and satisfy the conditions $4c^2 + \frac{3}{2k^2} < 1$, $2 < y^* < \frac{1}{c}\sqrt{1 - \frac{3}{2k^2}}$. Also, $-_P_2$ is a sink for two different ranges of $k$. To illustrate this more, when $k < \sqrt{\frac{3}{2}}$ we found $-_P_2$ is sink when $-2 < y^* < \frac{1}{c}$. On the other hand, when $k > \sqrt{\frac{3}{2}}$ we found it is a sink for two different ranges which are given by $-2 < y^* < -\frac{1}{c}\sqrt{1 - \frac{3}{2k^2}}$ and $\frac{1}{c}\sqrt{1 - \frac{3}{2k^2}} < y^* < \frac{1}{c}$.

The second case is when $c > \frac{1}{2}$: the entire line of $+_P_2$ is a sink for any value of $k$. In additions, the entire line of $-_P_2$ is a sink for $k < \sqrt{\frac{3}{2}}$, while, $-_P_2$ when $k > \sqrt{\frac{3}{2}}$ is a sink if either one of these conditions satisfied $\frac{1}{c}\sqrt{1 - \frac{3}{2k^2}} < y^* < \frac{1}{c}$ or $-\frac{1}{c} < y^* < -\frac{1}{c}\sqrt{1 - \frac{3}{2k^2}}$. The most interesting result which we found in this thesis
is that $P_5$ and $P_6$ are not equilibrium points of the 4-dimensional dynamical system while they appear to be equilibrium points of the 3-dimensional dynamical system. After studying the stability for $P_5$ and $P_6$ in the 3-dimensional dynamical system we have found that these points are points where the orbit changes from the positive root of $x$ to the negative root of $x$ or vice-versa.

In summary, we have found that there always exists a future attractor for the points $+_P, \pm P_2, \pm P_4$ at different values of the given parameters. The analysis for $P_7$ to $P_{10}$ is taken from [34].

In the future, we recommend additional investigations of the three-dimensional dynamical system, and studying what will happen if $c_\theta$ and $a_3$ are not zero. Moreover, there is one equilibrium point on the boundary of the three dimensional dynamical system which is not in the $V = 0$ invariant set nor in the FLRW set which needs analysis, $Q = \pm 1$, $V = \pm \frac{\sqrt{3a}}{2}$ and $y = \pm \frac{\sqrt{2(2k^2-3)-3k^2\alpha^2}}{2ck}$. In general, in this thesis I have studied the local stability of some of the equilibrium points of the dynamical system corresponding to physical cosmological models.
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