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Abstract

We consider the task of determining the pose of a depth camera based on a single target depth image and a 3D model of the indoor environment that the image was taken in. We identify the quality of a pose estimate with summed differences between depth values in the target depth image and a depth image generated synthetically by using that pose estimate in the 3D model. We then propose an evolutionary algorithm for optimizing pose estimates.

In this thesis, we discuss indoor positioning approaches, introduce our evolutionary algorithm, and then evaluate the performance of that algorithm in three artificial test environments. Finally, we discuss the perspectives for the use of the algorithm in real environments.
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Chapter 1

Introduction

“—yes, that’s about the right distance—but then I wonder what Latitude or Longitude I’ve got to?”
— L. Carroll, Chapter I, Alice’s Adventures in Wonderland

This chapter introduces an overview of the thesis. First, we discuss our motivation and background. Then, we briefly introduce our method. After that, we summarize the main contributions of this thesis. Finally, we illustrate the structure and outline of the thesis.

1.1 Motivation and Background

Similar to the question that Alice asked herself when she entered the wonderland, “—yes, that’s about the right distance—but then I wonder what Latitude or Longitude I’ve got to?”, the problem of localization that we will discuss throughout this thesis is the task of locating objects or people in environments.

With the development of the Global Navigation Satellite Systems (GNSS), estimating the position of objects in an outdoor environment can be performed almost perfectly (7.8 meter horizontal accuracy for civilian usage [10]). At the same time, many indoor localization applications (which we will describe in the following Chapter) are looking for solutions to improve their performance of locating objects or people in indoor environments. Theoretically, most localization systems including GNSS can be used for indoor localization purposes. However, the GNSS is not sufficient for indoor localization tasks for several reasons: 1) GNSS signal will be attenuated and scattered by roofs, walls and other objects; 2) GNSS cannot provide an accurate orientation of objects; 3) positioning accuracy is finer (on a smaller scale) for indoor localization purposes. Therefore, the problem of estimating the position of objects in an indoor environment has become a focus of research during the past decade.
In [23], Mautz summarized many scenarios where the application of indoor localization is needed, such as location based service in indoor environments, context detection and situational awareness, intelligent transportation and police and firefighting work. The task of indoor localization also arises in connection with assembly and maintenance activities, where mechanics or engineers in the interior of the structure face a particular part or parts, and need to look up related information in parts catalogues. Manually looking up parts is tedious and time consuming, and it is desirable to automate the task as much as possible.

Indoor environments have some features [23] that are particularly challenging for localization purposes: 1) the structure of indoor environments (e.g. aircraft, church, museum) can be very different; the presence of people and the change of some movable objects in the environment (e.g. chairs in the classroom) may add more complexities; 2) the demand for precision and accuracy is higher than the demand for precision and accuracy in outdoor environments.

As mentioned in [23], indoor environments facilitate localization in several ways: 1) relatively small searching area; 2) low weather influences (no rain, storm, blizzard etc.); 3) fixed geometric constraints (e.g. walls, ceilings, floors).

1.2 Our Method

We explore opportunities arising from the increasing availability of commercial hardware for depth sensing, variably referred to as depth cameras or RGB-D cameras. A mechanic equipped with an RGB-D camera can take a depth image of the part or parts in question, plus their context in the assembled structure. That image can then be registered against a 3D model of the structure, thus yielding the pose (i.e., location and orientation) of the camera at the time that the image was taken.

We choose to perform registration based on depth images only, rather than additionally relying on RGB data. While discarding potentially useful information, the advantage is simplicity; there is no need to consider illumination conditions, which make colour a challenging issue to deal with. Moreover, as in our case, 3D models do not always have accurate colour information associated with them.

The computational task is closely related to problems in indoor positioning [23], mobile robot navigation [7], and object recognition [25], but it is distinguished from
these in several important respects:

1. We are able to take advantage of the existence of an accurate 3D model of the environment that the depth camera is located in.

2. Positioning must be accomplished based on visual information only. The deployment of hardware for near field communication based approaches is precluded.

3. We strive to compute the camera pose from a single image, as opposed to tracking a path through the environment.

4. We aim to determine the full camera pose (i.e., orientation in addition to location).

While each of these aspects has been considered in related work, we are not aware of approaches for settings where all of them hold simultaneously.

As proposed by Fillingham [8], the quality of a pose estimate is quantified by synthetically generating a depth image of the 3D model with that pose and then computing the sum of squared differences between that depth image and the target depth image. A challenge in developing an evolutionary algorithm for pose estimation is the representation of pose. It is desirable to represent camera orientation using unit quaternions in order to avoid problems with gimbal lock stemming from the use of Euler angle representations, or issues arising from redundancy in representations that use a greater number of parameters. Consequently, the variation operators of the evolutionary algorithm need to be designed to work in unit quaternion space.

1.3 Contributions

First, we present a simple evolutionary algorithm for the optimization of a pose vector. The algorithm is built on the more general approach for optimization on Riemannian manifolds proposed by Colutto et al. [6]. However, it differs in not adapting the full covariance matrix but instead using self-adaptation for controlling a scaling factor between the size of steps in the subspace of locations and those in the subspace representing orientation. Second, we provide a proof of concept for the possibility of inferring camera pose from a single depth image provided that a 3D model of the environment is available.
1.4 Publications

Portions of the work presented in this thesis have resulted in a paper [21], which can be found in the Proceedings of the IEEE Congress on Evolutionary Computation 2016.

1.5 Thesis Outline

The remainder of this thesis is organized as follows. Recent techniques and methods related to indoor localization and pose estimation are listed and discussed in Chapter 2. We divide the various techniques into categories and discuss the merits and limitations for each of them. Chapter 3 describes the representation of the camera, the objective function, and the algorithm we designed for the optimization of a pose vector. The evaluation of our algorithm in a unimodal environment, a classroom environment and a church environment is described in Chapter 4. Results for the various experiments are also explored in Chapter 4. In Chapter 5, we summarize the thesis and suggest possible directions for future work.
Chapter 2

Related Work

“ I believe in God, Mozart, and Beethoven. ”
— R. Wagner, Autobiographic Sketch

In this chapter, different techniques that have been developed for solving indoor localization and related problems are introduced; the advantages and disadvantages of these different techniques are discussed. Radio frequency identification (RFID) based indoor localization techniques are discussed in Section 2.1. A technology that is related to indoor localization and robotic mapping, called Simultaneous Localisation and Mapping (SLAM), is introduced in Section 2.2. In Section 2.3, different methods related to camera pose estimation are discussed. In Section 2.4, we discuss a task which is somewhat related to camera pose estimation in an indoor environment, called object pose estimation. A depth image based indoor localization technique is introduced in Section 2.5. Finally, we introduce the background of evolutionary strategies and discuss two major features in these strategies.

2.1 Radio Frequency Identification

Radio frequency identification (RFID) is a technology that has been designed to uniquely identify an object, animal, or person. RFID technology is widely used in access management, tracking of objects, transportation, identification and security etc. An RFID system consists of a reader and RFID tags. The reader, which has an antenna, can be used to interrogate the nearby RFID tags. An RFID tag is designed to provide data, which is usually used to uniquely identify an object. The data stored in an RFID device can be related to position information. Because of this, RFID has become a competitive technology for indoor localization purposes, even though it is not designed for this.

Ni et al. [26] present an RFID based indoor localization system. In this system,
RFID devices are set up inside a building. While a reader is traveling around the building and interrogating the RFID tags, the system can get the location information of that reader. Typically, the accuracy of an RFID localization system is highly dependent on the density of tags that are set in the environment and the maximal reading ranges of the reader. This system directly provides position information but cannot get orientation information from the sensor.

2.2 Simultaneous Localisation and Mapping

Simultaneous Localisation and Mapping (SLAM) is a category of techniques that has been developed for indoor localization and robotic mapping. It is originally developed by Leonard and Durrant-Whyte in [17]. These techniques help a robot to simultaneously generate a map of environments while it wanders around unknown areas. A SLAM system needs a mobile robot and a range measurement device (e.g. a laser scanner). Many SLAM algorithms have been applied in self-driving cars, robots, underwater vehicles and planetary rovers. Different types of sensors are used in a SLAM algorithm. These sensors can be categorized into laser-based, sonar-based, and vision-based systems. Different algorithms have been invented to manipulate different kinds of input. In [3], Aulinas et al. provide a survey of different types of SLAM techniques.

Zou et al. [40] propose an approach to indoor positioning using depth cameras that does not require a 3D model of the scene. Instead it builds such a model on the fly from the sequence of depth images taken. Depth cameras can provide valuable information for simultaneous localization and mapping, and random sample consensus (RANSAC) is used to establish relative transformations between frames based on point-wise correspondence between feature points. The proposed SLAM approach [40] has been successfully applied in an indoor environment consisting of several rooms connected by hallways. However, the problem considered differs from that faced by us in that we assume the existence of an accurate 3D model, but strive to estimate camera pose from a single depth image rather than tracking a path through the environment.
2.3 Camera Pose Estimation

Since many indoor localization problems focus on extracting the position of viewers, these indoor localization problems are hence similar to the problems of estimating the pose of a camera. One category of techniques that focuses on extracting parameters to describe a camera is called camera pose estimation or camera calibration. To discuss techniques in this category, we start by introducing the camera model that is most used in these techniques. Most cameras described in these related works are pinhole cameras, which can be described by two matrices. The intrinsic matrix contains camera parameters of focal length, aspect ratio and principal point. The extrinsic matrix contains camera position and orientation parameters. Many different methods have been developed to extract both matrices. However, in order to estimate a camera pose, extracting the extrinsic matrix is sufficient.

2.3.1 Reference from Objects

We start by considering what is perhaps the most intuitive technique, estimating the camera pose with the help of a reference object in an environment. In [35], Tsai provides a method to extract these matrices using a monoview coplanar as the reference object. In [38], Zhang introduces a method to extract these two matrices from a one dimensional labeled stick. Although different reference objects may be used in these techniques, one extracting process for each of them is similar. Commonly, an extracting process starts by taking one or more images that contain reference objects from the environment, then detects and extracts the space information that is signed on the object from the images, and then uses this information to estimate camera pose.

2.3.2 Reference from Images

In [22], Luong et al. introduce another similar technique using a sequence of 2D images that are taken from the environment to estimate the camera pose. From a sequence of images (at least three images), the point correspondence between these images provide information that can be used to estimate a camera pose. Many of these methods that can be used to find point correspondence between images are
surveyed by Szeliski in [34]. Generally, one process of estimating camera pose in this category includes the following steps: feature point detection, feature point matching, and camera pose extraction based on matched features. In contrast with previous methods, no reference object with known space information is needed. Instead, a sequence of 2D images is needed to generate 3D point-cloud models which contain both 3D space information of the environment and 2D image feature points. Then the feature points that are extracted from 2D images are used to match the best correspondence in the point clouds to estimate the camera pose.

In [32], Svarm et al. propose a method to solve the pose estimation problem as a registration problem. They use a fast approximate outlier rejection scheme to handle large datasets with large amounts of outliers. This method assumes knowledge about the orientation of the camera relative to the ground plane as many modern cameras and phones have gravitational sensors. In [18], Li et al. describe a method for camera pose estimation on a world wide scale. The method scales to datasets with hundreds of thousands of images and tens of millions of 3D points through the use of two techniques: a co-occurrence based random sample consensus (RANSAC) [9] and bidirectional matching of image features with 3D points. In [29], Sattler et al. present a framework for determining the pose of a query image relative to a point cloud reconstruction of a large scene consisting of more than one million 3D points. This framework actively searches for additional matches, based on both 2D-to-3D and 3D-to-2D searches. This unified formulation of searching allows the framework to exploit the distinct advantages of both strategies.

One interesting application for these techniques is to estimate camera pose from some old movies for which we have lost the information of the camera parameters. However, as described by Lowe in [20], extracting feature points and handling a large number of outliers is time consuming.

2.3.3 Reference from 3D Building Models

Techniques have also been developed to extract camera pose from a 3D model and images. This category includes methods that are closest to our method as both 3D models and images have been used to estimate camera pose.
In [16], Kohoutek et al. provide a method that uses Normal-Distributions Transform (NDT) and Iterative Closest Point (ICP) to estimate the camera pose in indoor environments. The main idea of their method is to find the pose of a Time-of-Flight (ToF) range camera by matching two point clouds. One is acquired from a ToF range camera, another is generated from a 3D environment polygon model. To do so, they designed a coarse-to-fine matching procedure. First, it generates point clouds from both range images (which are taken from a ToF range camera) and a 3D environment polygon model separately. Then a coarse matching process between two 3D models using the NDT algorithm is applied to two point clouds. After that, a fine matching process using the ICP algorithm is applied. The camera pose is estimated when the two matching processes are completed. One major difference between [16] and our method is in the scale and complexity of the 3D model. In [16], the point cloud that is acquired from a ToF range camera may only represent portions of the point cloud that is generated from the 3D environment polygon model. A larger difference between the number of points in two point clouds jeopardize the capability of the NDT algorithm to converge in its best solution. Because of this, the scale and the complexity of the 3D model is limited. In our method, the 3D model of an indoor environment can be larger in scale and much more complicated.

2.4 Object Pose Estimation

A task somewhat related to that of camera pose estimation in an indoor environment is that of pose estimation for objects. That problem forms a cornerstone for many approaches to object recognition [25]. Moreno-Noguer et al. [24] propose an approach for estimating pose from the correspondence between 2D points and a 3D model using a Gaussian mixture model that is progressively refined as new correspondence are hypothesized. Lim et al. [19] address the problems of pose estimation and detection of objects for which accurate 3D models are available. Their approach relies on feature point matching in RGB images. Zia et al. [39] employ 3D geometric object class representations for recognition and evaluate the ability of their approach to accurately estimate pose. Vajramushti et al. [36] present an object retrieval method based on depth information. They employ their approach for retrieval tasks involving over 3,000 3D objects. Finally, Choi and Christensen [5] use an RGB-D camera and
several scanned views of target objects for pose estimation. All of these approaches differ from ours in the quality criteria that they use for alignment, but also in the nature of the underlying search problem. While camera pose estimation in an indoor environment is naturally continuous, object recognition is an inherently discrete task.

2.5 Depth-Image based Indoor Localization

As proposed by Fillingham in [8], the quality of a pose estimate can be quantified by synthetically generating a depth image of the 3D model with that pose and then computing the sum of squared differences between that depth image and the target depth image.

In his method, a depth image which is taken from a target pose is used as input to find the pose of a viewer. Then, a camera is set inside the 3D model to render a depth image. The rendered image is matched against the input image, then the camera parameters are updated iteratively based on matching results to find the most possible pose of the viewer. By varying each of seven parameters of the camera while keeping all the other dimensions constant then plotting fitness landscape, he found that fitness function value decreases monotonically within a range around the global optimum and the fitness landscape is not rugged and has a smooth basin of attraction near the optimum. Because of this, an evolutionary strategy would be a suitable search method for this task.

The algorithm he used in [8] is a two-tier matching strategy to find the target camera pose. In the upper tier, a pose around the global optimum is supposed to be reached as the starting pose for the lower tier. In the lower tier, the Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) algorithm is applied to find the local optimum. His strategy was tested in a 3D model of a classroom which was comprised of 180,518 triangles. Four different target poses were generated for this classroom environment. These target camera poses have been tested in his experiments and resulted in a success rate above 61%. In his method, a seven dimensional vector is used to represent camera pose, an infinite number of vectors may mapping into the same pose which might cause some issues for an evolutionary strategy. In our method, we strive to use the unit quaternion which is a more natural and less redundant way to represent an orientation. The initial height of a camera pose is chosen to be near
eyelevel, which constrains the diversity of initial poses.

2.6 Evolutionary Strategies

The evolutionary strategies (ES) proposed by Rechenberg in [28] and described by Beyer and Schwefel in [4] are optimisation techniques. The idea of these techniques is derived from the principles of biological evolution where recombination, mutation and natural selection happen to a population from generation to generation to gradually improve its fit with the environment. In evolutionary strategies, in the process of each generation, new offspring are generated from their parents with different recombinations and mutations, their fitness is evaluated, and the better offspring are selected to become the parents for the next generation. The better offspring are always preserved in each generation. Within a certain number of iterations, the process gradually improves their fit with the environment. The process stops once it reaches the termination criteria. A question arises consequently: Since mutation is the key to generate better offspring, can we control the mutation process to increase the probability of generating better offspring? This question leads to a need for mutation strength control which is referred to as step size control. We will discuss several topics related to evolutionary strategies in the following section.

2.6.1 Objective Function

In optimization algorithms including evolutionary strategies, an objective function is used to measure the fitness of a given solution and hence formulate the optimization problem. To design an objective function, there are two fundamental requirements: a) the objective function defines the fitness of a candidate solution in a specific problem; b) the objective function be computed quickly. For a specific problem, there could be one or more objective functions that meet these requirements. Intuitively, to select the best objective function (if there is one) from these workable objective functions is crucial in designing a better evolutionary strategy. To do so, we need to evaluate these workable objective functions and select the best one. However, evaluating the performance of these objective functions can be complicated as the performance of an objective function is influenced by many factors during a searching process, such as initialization, initial parameter values, searching environment, and aimed solution.
Even if we can find the best objective function (if there is one), we may notice that the mechanisms being used to measure the fitness of the objective functions are other objective functions, and need other functions to evaluate them. Because of this, many objective functions being used are empirical.

Although it is difficult to find the best objective function (if there is one) in a certain environment, striving for a better evaluating mechanism is possible and worthwhile. In [14], Hillis introduce a co-evolving system that is used to generate minimal sorting networks. Instead of using one objective function, the system uses two objective functions to evaluate the fitness of both the sorting networks and test cases separately. This leads to a co-evolution between the sorting networks and test cases. The benefits of this evaluation mechanism are twofold: first, it helps prevent the system from becoming stuck in local optima; second, the testing becomes more efficient [14]. In this thesis, we did experiments with different objective functions and found these different objective functions influence the searching success rate significantly.

2.6.2 Step size Control

Step size control is key to the design of evolution strategies. The step size controls the mutation strength within each generation. A smaller step size increases the likelihood of generating improvements in each generation (and a larger step size leads to the opposite scenario). In situations where larger step sizes lead to larger expected improvements, a step size control mechanism should focus on increasing the step size (and decreasing it in the opposite situation). The main goal of the step size control is to keep the step sizes close to their optimal values. These optimal step size values can significantly change over time or depending on the position in search space. In the following, the 1/5th success rule, self-adaptation method, and cumulative step size adaptation method (CSA) are introduced.

The 1/5th Success Rule

The 1/5th success rule for step size control is discovered very early in the research of evolution strategies by Rechenberg in [28]. This method has been mostly superseded by more sophisticated methods. However, the conceptual insight in it is still valuable.
As described by Hansen et al. in [12], in the 1/5th success rule, the step size increases if the probability of making improvement in generating offspring is larger than 20%; and it decreases if the probability of making improvement in generating offspring is smaller than 20%. Schumer et al. also found a similar rule independently before in [30].

Self-Adaptation

In self-adaptation, new control parameter settings are generated by recombination and mutation. Hansen et. al. exemplified the concept in [13]. The mutation step from generation $g$ to $g+1$ reads for each offspring $k = 1, \ldots, \lambda$

$$\sigma_k = \sigma^{(g)} \exp(\xi_k)$$

where $\sigma \in \mathbb{R}^+$ denotes step size, $\xi_k \in \mathbb{R}$, for $k = 1, \ldots, \lambda$ independent realizations of a random number with zero mean. Typically, $\xi_k$ is normally distributed with standard deviation $1/\sqrt{2n}$. After $\lambda$ mutation steps are generated, the best offspring are selected and the $\sigma$ is updated as,

$$\sigma^{(g+1)} = \frac{1}{\mu} \sum_{\sigma_k \in \mathcal{P}} \sigma_k$$

where $\mathcal{P}$ is the population of selected offspring, $\mu \in \mathbb{N}$ denotes the number of parents.

However, as described by Hansen in [13], the mutation and recombination on $\sigma$ introduces a moderate bias such that $\sigma$ tends to increase under random selection.

$(\mu/\mu, \lambda)$-ES and Cumulative Step Size Adaptation (CSA)

Our algorithm in this thesis is a $(\mu/\mu, \lambda)$-ES with search path. Figure 2.1 gives pseudocode for a $(\mu/\mu, \lambda)$-ES with search path that is based on an algorithm described by Hansen et al. in [12]. Our only difference is in Line 9, where we use the simplified update of the mutation strength mentioned in [13] that is based on the squared length of the overall path. $\mu \in \mathbb{N}$ denotes the number of parents and $\lambda \in \mathbb{N}$ ($\lambda > \mu$) the number of offspring generated in each iteration (Line 1). A single parental centroid $x \in \mathbb{R}^n$ is initialized as a solution vector, $\sigma \in \mathbb{R}^+$ is step size. (Line 2). Mutation happens to this parental centroid and offspring are generated (Line 6), the
new offspring are selected to form the population \( P \) (Line 7). Recombination happens at the end of the loop and the new centroid is generated (Line 10).

As mentioned in [12], algorithms with a single parental centroid are simpler to formalize, easier to analyze and even perform better in many circumstances as they allow for maximum genetic repair such as parameters recombination.

| 1. given \( n \in \mathbb{N}, \mu \in \mathbb{N}, \lambda \in \mathbb{N}, c \in (0, 1], D \in \mathbb{R}^+ \) |
| 2. initialize \( x \in \mathbb{R}^n, \sigma \in \mathbb{R}^+, s = 0 \) |
| 3. while not meet terminating criteria |
| 4. for \( k \in \{1, \ldots, \lambda\} \) |
| 5. \( z_k = \mathcal{N}(0, I) \) |
| 6. \( x_k = x + \sigma z_k \) |
| 7. \( P \leftarrow \text{select}_{\mu, \text{best}}(\{(x_k, z_k, f(x_k))\}) \) |
| 8. \( s \leftarrow (1 - c)s + \sqrt{c(2 - c)}} \frac{\mu}{\mu} \sum_{k \in P} z_k \) |
| 9. \( \sigma \leftarrow \sigma \exp \left( \frac{\|s\|^2 - n}{2Dn} \right) \) |
| 10. \( x = \frac{1}{\mu} \sum_{k \in P} x_k \) |

Figure 2.1: Pseudocode of a \((\mu/\mu, \lambda)\)-ES with Search Path

Our algorithm uses a CSA method to control the step size, which is also described in Figure 2.1. In self-adaptation, step sizes are connected with individuals and selected based on the fitness of each individual. However, step sizes that serve individuals well may not maximize the progress of the entire population. In a CSA method, a search path carries information of the interrelation between individual steps. With this information, we can improve the step size adaptation and search procedure. The search path is updated by cumulating the actual evolution path in a weighted manner (Line 8), where \( s \) is the search path, \( c \in (0, 1] \) is the cumulation parameter, \( z_k \) is the
single (local) mutation step in each offspring (Line 5). The factors $\sqrt{c(2-c)}$ and $\sqrt{\mu}$ in Line 8 guaranty unbiasedness of $s$ under neutral selection [12]. Then the step size update is accomplished by comparing the length of search path $s$ with the expected length $n$ (Line 9), where $n \in \mathbb{N}$ is the search space dimension, $D \in \mathbb{R}^+$ is a damping parameter. The length of the search path $s$ determines the global step-size change in Line 9. The benefits of using a search path are: a) it implements a low-pass filter for selected mutation vectors ($z$-steps), high frequency information (most likely noisy) is removed. b) it records information of the direction of $z$-steps, because of this even if the steps have the same length, the length of $s$ can be different.

2.6.3 Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES)

As a CMA-ES is applied by Fillingham in [8], a brief introduction of this evolutionary strategy follows. Hansen described a CMA-ES in [11], the offspring in CMA-ES are sampled from the a multivariate normal distribution

$$\mathcal{N}(\mathbf{m}, \sigma^2 \mathbf{C})$$

(where $\mathbf{m}$ is the mean value of the search distribution, $\sigma$ is the global step length and $\mathbf{C}$ is the covariance matrix of the search distribution), which is updated each generation. The mean of the distribution is updated each generation based on the best $\mu$ offspring from the previous generation, according to

$$\mathbf{m}^{(g+1)} = \sum_{i=1}^{\mu} w_i \mathbf{x}^{(g)}_{i;\lambda}$$

where $w_i$ is the weight given to the $i$-th ranked candidate (must sum to 1, a weight of $1/\mu$ for each candidate results in taking the arithmetic mean) and $\mathbf{x}^{(g)}_{i;\lambda}$ is the $i$-th ranked candidate. By adapting the covariance matrix in such a way that successful directions are favoured, the distribution becomes elongated towards more favourable solutions. This is to hopefully decrease the number of generations needed by providing faster convergence. The covariance matrix is updated according to

$$C^{(g+1)}_{\mu} = (1 - c_\mu)C^{(g)}_{\mu} + c_\mu \sum_{i=1}^{\mu} w_i \left( \frac{\mathbf{x}^{(g)}_{i;\lambda} - m^{(g)}}{\sigma^{(g)}} \right) \left( \frac{\mathbf{x}^{(g)}_{i;\lambda} - m^{(g)}}{\sigma^{(g)}} \right)^T$$

where $c_\mu$ is the learning rate for updating the covariance matrix (which is set to adapt how quickly previous generations fall out of influence), and $\sigma$ is the global step length. The global step length is adapted to make the search to converge faster.
Chapter 3

Algorithm

“A curious aspect of the theory of evolution is that everybody thinks (s)he understands it.”
— J. Monod

In this chapter, we propose an evolutionary algorithm that uses a target depth image as input and a 3D model of an environment as the reference to recover the camera pose of the target depth image by registering it against the 3D model.

Our algorithm consists of: the representation of a camera, the objective function, the coordinate systems and the pose optimization method. We will discuss each of them in the following sections.

3.1 Representation of Camera

As this thesis focuses on designing an optical based indoor localization method, selecting a suitable camera model is crucial. Different types of cameras have been developed to meet different requirements (e.g. zenith camera, omnidirectional camera, pinhole camera) [37]. All the cameras described in this thesis are pinhole cameras. A pinhole camera model can be described with two matrices. The intrinsic matrix contains camera parameters of focal length, aspect ratio, and principal point. The extrinsic matrix contains camera position and orientation parameters. In this thesis, we are focusing on extracting camera pose, which includes camera location and orientation information, and hence assuming that the intrinsic matrix is known.

The camera position and orientation information have six degrees of freedom (6-DoF). To represent a camera position in space is straightforward, a three dimensional vector \((x, y, z)\) meets the requirement perfectly. To represent a camera orientation is more complicated, several different expressions are available to represent an orientation, including fixed angle representation, Euler angle representation, and quaternion
representation. Both fixed angle and Euler angle representation use a vector with three dimensions to describe an orientation while quaternion representation needs a vector with four dimensions to do so. However, the first two representations meet the Gimbal lock problem when two axes of rotation are in a parallel configuration which causes a loss of one degree of freedom. In this thesis, we use the unit quaternion to represent the orientation of a camera.

The location information can be directly represented with a three dimensional vector. However, since the unit quaternion is used to represent and update the orientation of the camera, we need to convert the value from the unit quaternion to a 3 by 3 rotation matrix that used to introduce camera orientation, as described by Shoemake in [31] is converted from a unit quaternion \((x, y, z, w)\) as follows,

\[
m = \begin{bmatrix}
1 - 2y^2 - 2z^2 & 2xy + 2wz & 2xz - 2wy \\
2xy - 2wz & 1 - 2x^2 - 2z^2 & 2yz + 2wx \\
2xz + 2wy & 2yz - 2wx & 1 - 2x^2 - 2y^2
\end{bmatrix}
\]

3.2 Objective Function

In this thesis, we consider the problem of registering the target depth image against the 3D model of the environment as an optimization problem in the space of candidate poses. A candidate pose is used to generate a depth image from the 3D model. That depth image is then evaluated against the target depth image, and the resulting score is associated with the candidate pose.

In [33], Szeliski distinguishes between direct (pixel based) and feature-based alignment approaches. Feature based approaches require feature detection, feature selection and establishing correspondence. In this thesis, we employ a direct approach that quantifies the fit of an alignment simply by summing squared differences in depth values between the two images. Compared with feature based approaches, an advantage of a pixel based approach is that it has a less computational cost [20]. The sum of squared differences equation is

\[
S = \sum_{k=1}^{n} \left( I_1(k) - I_2(k) \right)^2
\]

where \(n\) is the number of pixels in the image, \(I_1\) and \(I_2\) are the two depth images, \(S\) is the sum of squared differences value between two depth images. A larger score
indicates a worse candidate. As mentioned in Chapter 2, it is challenging to find the best objective function (if there is one). The further experiment introduced in Chapter 4 indicates weakness of this objective function in some specific situations.

### 3.3 Coordinate Systems

A further important consideration is the choice of a coordinate system to compute differences between depth values. The depth buffer in OpenGL stores the depth value in window coordinates. In order to make the best use of the numerical accuracy provided by the depth buffer, the projective transformation progressively compresses depth values with increasing distance from the near clipping plane. Differences in depth values in greater distance from the camera are thus deemphasized, resulting in a focus of the registration algorithm on nearby objects.

Figure 3.1 illustrates how different coordinate systems influence the scoring result. The top left is a target depth image, top right is a candidate depth image. Bottom images are obtained by computing pixel-wise squared differences. Bottom left is in window coordinates and bottom right is in camera coordinates. With window coordinates, the difference is more emphasised on pixels that are close to the camera (e.g. the chairs and the desks). With camera coordinates, the difference is more emphasised on pixels that far from camera (e.g. the rear wall and the desk). We have found in preliminary experiments that transforming depth value into camera coordinates results in a significantly improved ability of our algorithm to locate the globally optimal solution to the optimization problem. Presumably, different coordinate systems may formulate different local optima in the search space.

In this thesis, we convert the depth value from window coordinates to camera coordinates by performing the following transformation,

$$v' = \frac{2 \times z_{\text{far}} \times z_{\text{near}}}{\left( z_{\text{far}} + z_{\text{near}} (z_{\text{far}} - z_{\text{near}}) \times (1 - 2 \times v) \right)}$$

where $v$ denotes the depth value in window coordinates and $v'$ denotes the depth value in camera coordinates, $z_{\text{near}}$ and $z_{\text{far}}$ are near and far clipping plane separately.
Figure 3.1: A target depth image (top left), a candidate depth image (top right; both with intensities corresponding to depth values in window coordinates) and the images obtained by computing pixel-wise squared differences in window coordinates (bottom left) and in camera coordinates (bottom right; both with intensities normalized).
3.4 Pose Optimization

With the objective of minimizing the distance between the target depth image and a depth image generated using the candidate pose thus defined, the problem of estimating camera pose is an optimization problem over the search space $T_qS^3$ where $S$ is the unit sphere embedded in $\mathbb{R}^4$. A challenge in developing an optimization algorithm is that the search space is not Euclidean but instead a smooth manifold embedded in $\mathbb{R}^7$. When developing an evolutionary algorithm for the problem, care must be taken to design the variation operators in such a way that offspring candidate solutions remain on the manifold without introducing any sort of bias in the search. The algorithm for optimization on Riemannian manifolds proposed by Colutto et al. [6] is immediately applicable. That algorithm is a covariance matrix adaptation evolution strategy (CMA-ES) [13] and as such adapts the full covariance matrix governing its offspring distribution. Mutation vectors are generated in the tangent space at the current population centroid and are mapped onto the search manifold using the Riemannian exponential map. The algorithm uses parallel transport to transform search paths as well the covariance matrix from one iteration to the next.

In the absence of evidence of ill-conditioning of the problem under consideration, we strive for a simpler approach that does not attempt to adapt the full covariance matrix of its mutation distribution. However, as the parametrization of the 3D model is arbitrary, a scale factor that governs the size of steps made in the subspace of locations relative to those in the subspace of orientations needs to be adapted in order to achieve scale invariant performance. The distribution of mutations in our algorithm is thus controlled by two parameters: an overall step size and a scale factor that is used to scale the step size in the subspace of orientations relative to that in the subspace of locations. As Colutto et al. [6] we use cumulative step size adaptation for the control of the overall step size, but we employ self-adaptation for the control of the scale factor. We have conducted experiments with separate paths in the two subspaces but found the self-adaptive approach to be more successful.

Common terminology used in this section is in connection with evolution strategies [12], our algorithm is a ($\mu/\mu, \lambda$)-ES that at each iteration selects $\mu$ out of the $\lambda > \mu$ offspring generated. One generation of offspring conduct both recombination and mutation. For each iteration, the algorithm starts with a centroid pose $\langle x, q \rangle \in$
\( \mathbb{R}^3 \times S^3 \) from previous iteration or initialized one if this is first iteration, step size \( \sigma \in \mathbb{R}^+ \), search path \( (s_{\text{loc}}, s_{\text{rot}}) \in \mathbb{R}^3 \times T_q S^3 \), where \( T_q S^3 \) denotes the tangent space of the unit sphere in \( \mathbb{R}^4 \) at the location of unit quaternion \( q \), and step scale factor \( \alpha \in \mathbb{R}^+ \). A single iteration of the algorithm is described in Figure 3.2.

Step 1) uses the step size \( \sigma \) along with the step scale factor \( \alpha \) to compute the sizes of the mutation steps in the subspaces of location and orientation for each of the offspring to be generated. As we employ self-adaptation, those step sizes undergo multiplication with a lognormally distributed factor. Constant \( \tau \in \mathbb{R}^+ \), which controls the size of the mutations, is set to 0.3. While the exact value is uncritical, smaller values preclude fast adaptation while larger ones render the process unstable.

In Step 2) the pose vectors characterizing offspring candidate solutions are generated by applying mutation to the pose centroid. Mutations in the orientation subspace are implemented by generating steps in the tangent space at the location of the quaternion associated with the current pose centroid. Those vectors can be generated by sampling standard normally distributed vectors \( w \in \mathbb{R}^4 \) and then projecting them onto the tangent space according to

\[
z_{\text{rot}} = w - (q \cdot w)q
\]

where \( \cdot \) denotes the inner product. The Riemannian exponential map, which for the case of \( S^3 \) can be computed as

\[
\exp_q(\sigma z) = q \cos(\sigma \|z\|) + z \frac{\sin(\sigma \|z\|)}{\|z\|}
\]

is used to map the mutations onto the unit quaternion manifold.

Step 3) evaluates the candidate poses thus generated by using OpenGL to generate the corresponding depth images and computes fitness values by summing squared differences to the target across the images. The offspring are then ranked according to their fitness.

The update of the search path in Step 4) is as proposed by Ostermeier et al. [27]. The orientation component of the search path is in the tangent space of the unit quaternion manifold at \( q \). Cumulation parameter \( c \in (0, 1] \) is uncritical and set to 0.25.

Step 5) describes the update of the pose centroid through recombination of the \( \mu \) best of the \( \lambda \) candidate poses. Recombination of the orientation component is
Input: pose centroid \( \langle x, q \rangle \in \mathbb{R}^3 \times S^3 \) 
- step size \( \sigma \in \mathbb{R}^+ \) 
- search path \( \langle s_{\text{loc}}, s_{\text{rot}} \rangle \in \mathbb{R}^3 \times T_qS^3 \) 
- step scale factor \( \alpha \in \mathbb{R}^+ \)

1) For \( i = 1, \ldots, \lambda \) generate offspring scale factors

\[
\beta^{(i)} = \alpha \exp(\tau z^{(i)})
\]

where the \( z^{(i)} \) are standard normally distributed, and let \( \sigma_{\text{loc}}^{(i)} = \sigma \sqrt{\beta^{(i)}} \) and \( \sigma_{\text{rot}}^{(i)} = \sigma / \sqrt{\beta^{(i)}} \).

2) For \( i = 1, \ldots, \lambda \) generate offspring candidate solutions \( \langle y^{(i)}, r^{(i)} \rangle \in \mathbb{R}^3 \times S^3 \) with

\[
y^{(i)} = x + \sigma_{\text{loc}}^{(i)} z_{\text{loc}}^{(i)} \quad \text{and} \quad r^{(i)} = \exp_q \left( \sigma_{\text{rot}}^{(i)} z_{\text{rot}}^{(i)} \right)
\]

where mutation vectors \( z_{\text{loc}}^{(i)} \) are standard normally distributed in \( \mathbb{R}^3 \), mutation vectors \( z_{\text{rot}}^{(i)} \) are standard normally distributed in \( T_qS^3 \), and \( \exp_q(\cdot) \) denotes the Riemannian exponential map.

3) For \( i = 1, \ldots, \lambda \) compute \( f((y^{(i)}, r^{(i)})) \) as the sum of squared differences between the target depth image and the depth image generated with camera parameters \( \langle y^{(i)}, r^{(i)} \rangle \). Let \( (k; \lambda) \) denote the index of the offspring candidate solution with the \( k \)th smallest objective function value.

4) Update the search path according to

\[
s_{\text{loc}} \leftarrow (1 - c) s_{\text{loc}} + \sqrt{c(2 - c) / \mu} \sum_{k=1}^{\mu} z_{\text{loc}}^{(k; \lambda)}
\]

\[
s_{\text{rot}} \leftarrow (1 - c) s_{\text{rot}} + \sqrt{c(2 - c) / \mu} \sum_{k=1}^{\mu} z_{\text{rot}}^{(k; \lambda)}
\]

5) Update the pose centroid according to

\[
x \leftarrow \frac{1}{\mu} \sum_{k=1}^{\mu} y^{(k; \lambda)}
\]

\[
q \leftarrow \exp_q \left( \frac{1}{\mu} \sum_{k=1}^{\mu} \sigma_{\text{rot}}^{(k; \lambda)} z_{\text{rot}}^{(k; \lambda)} \right)
\]

6) Use parallel transport to transform \( s_{\text{rot}} \) from the location of the old pose centroid to the new one.
7) Update the step size and scale factor according to

\[ \sigma \leftarrow \sigma \exp \left( \frac{\|s_{\text{loc}}\|^2 + \|s_{\text{rot}}\|^2 - 6}{12D} \right) \]

\[ \alpha \leftarrow \left( \prod_{k=1}^{\mu} \beta^{(k;\lambda)} \right)^{1/\mu} \]

8) If \( 2\sigma > \sqrt{\alpha} \), then let \( \alpha \leftarrow 2\sigma \sqrt{\alpha} \) and subsequently \( \sigma \leftarrow \sqrt{\alpha}/2 \).

Figure 3.2: Single step of the evolutionary algorithm for pose estimation performed in tangent space and the Riemannian exponential map is used again in order to map onto the unit quaternion manifold.

The use of parallel transport in Step 6) is as proposed by Colutto et al. [6] in order to ensure that the rotational component of the search path remains within the tangent space at the current unit quaternion, which has shifted in Step 5). Huckemann et al. [15] provide a straightforward way of computing the parallel transport.

Step 7) updates the step size according to the prescription of cumulative step size adaptation and the step scale factor by computing the geometric mean of the step scale factors of the successful offspring, thus implementing self-adaptation. The damping factor \( D \in \mathbb{R}^+ \) is rather uncritical and set to 4.0.

Finally, Step 8) implements a cap on the size of steps in the orientation subspace. Arnold [1] shows that if no such cap is imposed, cumulative step size adaptation on spherical manifolds may result in metastable states associated with large steps, leading to many iterations without useful progress. The cap implemented in this step ensures that \( \sigma_{\text{rot}} \) does not grow too large while not affecting the step size \( \sigma_{\text{loc}} \) used in the subspace of camera locations.

We use \( \mu = 3 \) and \( \lambda = 10 \) in all of our experiments. Further initialization condition and termination criteria are discussed in the following Chapter.
Chapter 4

Evaluation

“Sentence first, verdict afterwards.”
— L. Carroll, Chapter XII, Alice’s Adventures in Wonderland

To see whether the algorithm performs as it is designed, we conducted two kinds of experiment. First, we tested the algorithm in a unimodal environment to see whether it works in a simple search space or not. Then we tested the algorithm in two synthetic 3D environments, a classroom environment and a church environment. The following sections discuss the details of these experiments.

4.1 Unimodal Environment

In a unimodal environment, only one global optimum exists in the search space which means there is no other possible optimum for the algorithm to reach. By performing experiments in a unimodal environment, we can see whether the algorithm is solid enough to reach the global optimum consistently when there is no distraction from local optima. By tracing the value of variables introduced in the algorithm during the experiment, we can have a better understanding of the algorithm. There are two major concerns in the unimodal experiment. First, can the algorithm reach the global optima with different initializations? Second, does the self-adaptation of step size between location space and orientation space work as it is designed to? We will discuss the objective function that was used in our unimodal environment and the experiment results in the following sections.

4.1.1 Objective Function

The unimodal environment does not contain 3D models of an indoor environment. It is unnecessary to render depth image nor to transform between different coordinate systems. The objective function used in a unimodal experiment is different from
but simpler than the function we introduced previously. The scoring function in this environment measures the sum of position distance and rotation distance from the current pose against the target one to evaluate the similarity between these two poses. The objective function being used in the unimodal environment to calculate the scoring value is

\[
S = \|x - x_{\text{target}}\| + 2 \arccos |q \cdot q_{\text{target}}| \cdot s
\]

where \(x\) is a three dimensional location vector describing current pose location, \(x_{\text{target}} = (0, 0, 0)\) is the target location vector, \(q\) is a four dimensional unit quaternion vector describing current pose orientation, \(q_{\text{target}} = (0, 1, 0, 0)\) is the target unit quaternion vector, \(s\) is a scalar to orientation distance value; \(q \cdot q_{\text{target}}\) is the dot product of two quaternions. \(S\) is the score evaluating the distance between the current pose and the target one; a smaller scoring value \(S\) indicates two poses are closer. Ideally, the value of this objective function should decrease to as close to 0 as numeric issue permits as the search progresses.

4.1.2 Experiment result

In this thesis, a self-adaptation mechanism is designed to build a connection between the location step size and the orientation step size in order to keep the scale difference between location and orientation vectors in the offspring in a range that improves the probability of generating better solutions. To test this mechanism and the algorithm, we applied experiments in two categories: one has the orientation scale factor value as 1 and the other has it as 1,000. In each of these two categories, we initialized position by uniformly and randomly distributing them within a distance in three types which are 1 unit, 100 units and 10,000 units. The initial orientations are always generated by uniformly and randomly sampling unit quaternions. The initial step size is set to \(\sigma = 1\) and the initial step scale factor to \(\alpha = 1\). The search path is set to 0 initially. All the experiments are terminated when the scoring value is smaller than \(1e^{-6}\). We label runs in which such solutions are found successful. Runs are terminated as unsuccessful if after 1,000 iterations no solution satisfying the criteria for successful termination has been found. For each of these different initialization categories, we conducted 100 individual runs. The following sections discuss the experiments within these two categories.
Orientation scale factor set to 1

Table 4.1 summarizes the experimental results when the orientation scale factor is set to 1. With this orientation scale factor, the tests of all three different initializations for location reached a 100% success rate during experiments. As the initial location range decreases from 10,000 units to 1 unit, the number of iterations that it takes to reach the target pose also decreases from 372.5 to 192.8. It is safe to say, a closer starting pose takes fewer iterations to reach the target pose than one with a larger starting distance. Standard deviation also increases as the starting pose is far from the target one.

<table>
<thead>
<tr>
<th>Location Range</th>
<th>Success Rate</th>
<th>Median</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 unit</td>
<td>100%</td>
<td>194</td>
<td>192.8</td>
<td>10.3</td>
</tr>
<tr>
<td>100 units</td>
<td>100%</td>
<td>252</td>
<td>252.1</td>
<td>16.3</td>
</tr>
<tr>
<td>10,000 units</td>
<td>100%</td>
<td>326</td>
<td>327.5</td>
<td>26.8</td>
</tr>
</tbody>
</table>

Table 4.1: Runs in the unimodal environment with orientation scale factor set to 1

To have a comprehensive understanding of our algorithm, we tracked the value of the objective function score, step size $\sigma$ and step scale factor $\alpha$ for each individual run. Then we analyzed and visualized the behaviour of these parameters by plotting the median run of each set of 100 experiments based on the number of iteration each run takes.

The scoring value directly indicates the fitness of a result that is generated in each iteration along one searching process. The first row of Figure 4.1 shows the median runs of each type of location initialization and illustrates how the scoring value changes within three different types of location initializations. Different initializations lead to different starting scores due to the design of the objective function. All these median runs can converge to the global optimum almost linearly. A closer starting pose has a smaller score to begin with and often leads to a shorter searching process. A more distant starting pose has a larger score to begin with and costs more iterations to reach the target pose.

As the step size $\sigma$ controls the mutation strength in each iteration, a larger $\sigma$ makes offspring more different from their parents. A smaller $\sigma$ makes offspring more similar to their parents. The middle row of Figure 4.1 illustrates the median run of
Figure 4.1: Tracing the objective function value (top row), step size (middle row) and step scale factor (bottom row) during median search processes. Orientation scale factor is set to 1. Initial location within different range scale: 1 unit (left column), 100 units (middle column), 10,000 units (right column)

each type of location initialization and shows how the value of step size $\sigma$ changes during the searching processes. As the searching processes during these three median runs, the step sizes all decrease close to zero. However, there are still some differences: with 1 unit initial location (left), the step size decreases almost constantly; with 100 and 10,000 units initial location (middle and right), the step sizes increase first before decreasing. From certain iterations onward the $\sigma$ starts decreasing continuously. The sooner the searching process and $\sigma$ reach that point, the faster the algorithm can finish its searching process. It can be seen from middle row of Figure 4.1 that
different initial locations also influence the maximum value of $\sigma$ during a searching process. With an initial range for location as 1 unit (left), the starting value of step size is the maximum value during the entire searching process. With a larger initial range for location such as 100 and 10,000 units, the step size increases to $1e1$ and $1e2$ before it starts decreasing. In some cases the step sizes may have other increases or stagnations (middle and right) during a searching process.

Another variable we traced during the experiment is step scale factor $\alpha$. In the algorithm, the step scale factor $\alpha$ is designed to automatically connect the position step size and rotation step size. Since the scale of location search space can be significantly larger than that of orientation, the step scale factor $\alpha$ is designed to balance this difference in the scale of two search spaces. As described in Section 3.4, a larger $\alpha$ decreases the step size in orientation space and increases the step size in location space. A smaller $\alpha$ increases the step size in orientation space and decreases the step size in location space.

The bottom row of Figure 4.1 illustrates the median run of each type of location initialization and shows how the value of step scale factor $\alpha$ changes during searching processes. With an initialization distance around 1 unit (left), the behaviour of the step scale factor fluctuates in a range between 0.5 to 10. Because the initial location is close to the target pose, the optimum mutation strengths for location space and orientation space are close.

A better understanding of step scale factor $\alpha$ comes from a larger initialization of location such as 100 or 10,000 units. In these two initializations, the location search space is far larger than the orientation search space. Therefore, using the same step size for both location and orientation search space is highly biased toward the location search space and hence inefficient. We want to control the step size $\sigma$ in both location and orientation space automatically by introducing the step scale factor $\alpha$. We can see from the bottom row of Figure 4.1 that the step scale factor $\alpha$ increases dramatically within the first 50 iterations before it starts decreasing. During these iterations, a reasonable compromise is made by increasing the step scale factor $\alpha$ to get a larger step size for location search space and meanwhile keep a rather small step size for orientation space. Comparing step size and step scale factor in Figure 4.1 we can see an increasing step size $\sigma$ is desirable for the search space of location. And at the same
time, a large step scale factor \( \alpha \) keeps a relatively small step size \( \sigma \) in the orientation search space.

Comparing the scores in the top row of Figure 4.1, we notice that the stagnations appear at the same period when the \( \sigma \) increases for the second time (right). One possible explanation for this is that the step size \( \sigma \) becomes too small to make any significant progress during this period; by increasing the step size \( \sigma \), the algorithm attains the ability to make significant progress again. Fortunately, after stagnations, the algorithm can converge to the target pose linearly.

**Orientation scale factor set to 1,000**

We also did the experiments with the orientation scale factor set to 1,000. Table 4.2 summarizes the experimental results when the orientation scale factor is set to 1,000. With this orientation scale factor, the tests of all three different initializations for location reached 100% success rate during experiments. As the initial location range decreases from 10,000 units to 1 unit, the number of iterations that it costs to reach the target pose also decreases from 392.5 to 268.5. Compared with Table 4.1 the algorithm with the orientation scale factor set as 1,000 needs more iterations to reach the target pose. In other words, different objective functions influence the efficiency of a searching process in a unimodal environment.

<table>
<thead>
<tr>
<th>Location Range</th>
<th>Success Rate</th>
<th>Median</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 unit</td>
<td>100%</td>
<td>264</td>
<td>268.5</td>
<td>25.4</td>
</tr>
<tr>
<td>100 units</td>
<td>100%</td>
<td>311</td>
<td>313.9</td>
<td>28.7</td>
</tr>
<tr>
<td>10,000 units</td>
<td>100%</td>
<td>390</td>
<td>392.5</td>
<td>25.1</td>
</tr>
</tbody>
</table>

Table 4.2: Runs in the unimodal environment with orientation scale factor set to 1,000

Similar to the previous experiment, we tracked the value of the objective function score, step size \( \sigma \) and step scale factor \( \alpha \) for each individual run. Then we analyzed and visualized the behaviour of these parameters by plotting the median run of each set of 100 experiments based on the number of iteration each run takes.

The top row of Figure 4.2 shows the score of median success runs for each type of location initialization. Different initializations lead to different starting scores. A closer starting pose costs less iterations to reach the target pose than a more distant
Figure 4.2: Tracing the scoring value (top row), step size (middle row), step scale factor (bottom row) during median search processes. Orientation scale factor is set to 1,000. Initial location within different range scale: 1 unit (left), 100 units (middle), 10,000 units (right).

one. Compared with the top row in Figure 4.1, the stagnations in 100 units (middle) and 10,000 units (right) are more significant. The stagnation happens in the median run where the initial location range is set to 10,000; there is no log-linear convergence in the first 100 iterations.

The middle row of Figure 4.2 shows the step size of median success runs for each type of location initialization. Since all the step sizes are set to 1 initially, the change of the step size during the searching process reveals the behaviour of the searching process. For the initial location range set to 1 unit (left), the behaviour of step size is
similar to that in the middle row of Figure 4.2, the step size starts decreasing once the searching process begins. For the initial location as 100 (middle) or 10,000 (right), the behaviour of these step sizes is different from the middle row of Figure 4.2. In the middle row of Figure 4.2, these two step sizes decrease in the first hundred iterations and then increase to their maximum before the linear decrease. One major difference between the behaviour of these two step sizes is their maximum values: the maximum step size in 100 units location initialization (middle) is less than 1, the maximum step size in 10,000 units location initialization (right) is larger than 50. In the middle row of Figure 4.2, these two step sizes increase first then start decreasing linearly.

Figure 4.3 shows the location and orientation distances during a searching process in these median runs. When the orientation scale factor is set as 1 unit (top row), the location distance in all three median runs decreases directly, but in some cases (middle and right) the orientation distance stays in stagnation. This means the algorithm makes some improvement on reaching the target location but not on the target orientation, in the first one hundred iterations. On the contrary, when the orientation scale factor is set to 1,000 units (bottom row), the orientation distance in all three median runs decreases directly, but the location distance stays in stagnation (middle and right) or even increases (left) in the first one hundred iterations. Since the orientation scale factor in the objective function is the only changed variable in these two sets of experiments, it is safe to say that different objective functions influence the performance of a searching process by introducing different weights to their components.

The bottom row in Figure 4.2 shows the step scale factor during a searching process in these median runs. When the orientation scale factor is set to 1,000, the step scale factor increases linearly in the first one hundred iterations. Then the step scale factor fluctuates randomly in a range between 100 to 10,000 units. Compared with the bottom row in Figure 4.1, the step size factor in this case increases dramatically during the first one hundred iterations and stays in a range of value that is larger than the runs in the bottom row in Figure 4.1.
Figure 4.3: Orientation distance and location distance during search processes. Orientation scale factor is set to 1, initial location within different range scale: 1 unit (top left), 100 units (top middle), 10,000 units (top right). Orientation scale factor is set to 1,000, initial location within different range scale: 1 unit (bottom left), 100 units (bottom middle), 10,000 units (bottom right)

Conclusion

From the unimodal experiments with two objective functions, we see the algorithm converges to the target pose linearly with different initializations. During a searching process there are two phrases. In the first phase, the step size and step scale factor adjust to values to generate some meaningful progresses. In the second phase, the step size decreases linearly and the step scale factor fluctuates in a range; the objective function value decreases linearly.

4.2 Experiment in 3D environment

After testing our algorithm in the unimodal environment, we turn to evaluate it in synthetic environment, we conducted experiments in two different indoor environments, one is a classroom environment and the other is the Sagrada Família in Barcelona.

Target depth images are generated from the 3D models using OpenGL as opposed
to using a depth camera in the real environments being modelled. Our target images are thus ideal in that they are noise free, accurate up to the numerical limits of the depth buffer, and taken with the same camera that is used to evaluate candidate pose vectors. The global optimum of the registration problem thus has an objective function value of zero. The initial step size $\sigma$ and mutation scale factor $\alpha$ are set such that the initial standard deviation of steps in any direction of the location subspace is about 1 meter, and the initial value of $\sigma_{\text{rot}}$ is about 1. The search path is zero initially.

### 4.2.1 Classroom environment

For the classroom environment, the 3D model of the classroom we used was obtained from [http://www.blendswap.com](http://www.blendswap.com) created by Andre Schneider under a Creative Commons license. The classroom we used in our project is a rectangular box with furniture (desks, chairs, etc.). The entire model consists of 180,518 triangles. One unit in the 3D model is approximately 1 meter.

We generate initial poses that serve as starting points for the search by uniformly and randomly sampling location from the interior of the classroom, with the constraint that any location has a distance of at least one meter from the walls, floor, and ceiling. The initial orientations are generated by uniformly and randomly sampling unit quaternions.

All runs are terminated when a candidate pose that is within 5 cm in terms of location and within $3^\circ$ in terms of orientation of the target pose are found. We label runs in which such solutions are found successful. Runs are terminated as unsuccessful if after 500 iterations no solution satisfying the criteria for successful termination has been found.

**Classroom experiment result**

To test the algorithm in the classroom environment, we selected four target poses in this environment as shown in Figure 4.4. These four target poses vary from each other, trying to capture a wide range of different perspectives.

For each target pose, we have conducted 100 runs independently. The size of depth image that we used during experiments is 160 $\times$ 120. Table 4.3 summarises the
experimental results. The column labelled “success rate” indicates what fraction of the runs terminated successfully. The remaining columns give the median, mean, and standard deviation of the number of iterations required in those successful runs.

The success rate of each target is between 30% and 40%. An analysis of the unsuccessful runs shows that nearly 60% of the unsuccessful runs were terminated with an orientation of the camera that differs from the orientation of the target camera by an angle very close to 180°.

Figure 4.5 shows the evolution of the objective function value, the step sizes in the subspaces of locations and orientations employed by the evolutionary algorithm, and the distance from the target pose in both of those subspaces for those successful runs for each of the four targets that required the median number of iterations to terminate. The plots of the objective function value suggest that the algorithm
### Table 4.3: Runs in the classroom environment

<table>
<thead>
<tr>
<th>Target</th>
<th>Success Rate</th>
<th>Median</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>31%</td>
<td>309</td>
<td>298.8</td>
<td>93.6</td>
</tr>
<tr>
<td>B</td>
<td>39%</td>
<td>192</td>
<td>217.7</td>
<td>92.0</td>
</tr>
<tr>
<td>C</td>
<td>30%</td>
<td>240</td>
<td>257.1</td>
<td>84.1</td>
</tr>
<tr>
<td>D</td>
<td>35%</td>
<td>214</td>
<td>222.0</td>
<td>73.9</td>
</tr>
</tbody>
</table>

Figure 4.5: Median successful runs in the classroom environment. Shown are traces from those runs for each of the four targets that required the median number of iterations to terminate among all successful runs.

converges linearly. For all of the targets, the step size in the subspace of orientations eventually exceeds that in the subspace of orientations by approximately an order of magnitude, suggesting that self-adaptation of the step scale factor is successful.

Two different searching processes are visualized in Figure 4.6. The yellow cameras represent the initial camera pose that the search starts from. The black cameras represent the target pose, and the cameras that represent the pose centroids generated during the run of the evolutionary algorithm turn from blue to red as the search progresses.
Figure 4.6: Traces from two successful runs for target poses A and D. In both cases, the yellow camera is the initial camera, the black camera is the target camera pose. The colour of camera illustrate the number of iterations. The start colour is blue with iteration increases the colour transit to red.
4.2.2 The Sagrada Família environment

For the church environment, a 3D model of the Sagrada Família in Barcelona, available from Dosch Design (http://www.doschdesign.com) is used. The church was originally designed by Spanish Catalan architect Antoni Gaudí. The Sagrada Família environment is of a scale much larger than the classroom, with the central nave vaults reaching a height of about 45 meters. The building’s interior is characterized by vaulted ceilings, numerous columns. This 3D model consists of 245,189 triangles. To test the algorithm in the Sagrada Família environment, we selected four target poses as shown in Figure 4.7, trying to capture a wide range of different views.

Figure 4.7: Views of the church test environment from the four target poses considered. Target poses A through D appear in clockwise order, starting at the top left.

The terminating criteria used in the church environment are different from those used in the classroom environment due to a huge difference in scale. All runs are terminated when a candidate pose that is within 50 cm in terms of location and
within 3° in terms of orientation of the target pose are found. We label runs in which such solutions are found successful. Runs are terminated as unsuccessful if after 500 iterations no solution satisfying the criteria for successful termination has been found.

For the Sagrada Familia environment, we generate initial locations uniformly at random within a ball of 10 m radius around the target pose, with the added constraint that starting poses are located in the interior of the building. The initial orientations are generated by uniformly and randomly sampling unit quaternions.

Sagrada Familia experiment result

As with the classroom environment, we have conducted 100 independent runs for each of the four target poses in the Sagrada Familia environment. The results are summarized in Table 4.4. It can be seen from the table that the success rates in the Sagrada Familia environment for target poses A and C are lower than in the classroom one, though by a factor of no more than two. For target poses B and D, less than five out of the 100 runs successfully recovered the target pose.

<table>
<thead>
<tr>
<th></th>
<th>success rate</th>
<th>median</th>
<th>mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>target A</td>
<td>27%</td>
<td>296</td>
<td>288.3</td>
<td>101.5</td>
</tr>
<tr>
<td>target B</td>
<td>0%</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>target C</td>
<td>18%</td>
<td>331</td>
<td>326.8</td>
<td>127.9</td>
</tr>
<tr>
<td>target D</td>
<td>3%</td>
<td>124</td>
<td>120.7</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Table 4.4: Runs in the Sagrada Familia environment

Power function

To improve the searching success rate of the target poses B and D, the first attempt we tried is introducing an objective function that is slightly different from the previous one. In the previous objective function, the component that was used to evaluate the difference between two correspondence pixels in two depth images was a power function of the form:

\[ f(x) = x^P \]
where the $x$ is the difference between two corresponding pixels in two depth images, $P$ is constant. In the previous objective function, $P$ is set as 2.0 (to square the difference). In the new objective functions, we set the $P$ values to 0.5 or 0.1. Figure 4.8 shows the depth image of target B (top left) and a depth image generated using similar pose vectors (top right). Shown at the bottom of the figure are the images obtained by computing powered differences between depth values in both $P = 2.0$ and $P = 0.1$. Both with intensities normalized. In the difference image computed with $P = 2.0$, the scoring value is dominated by the pixels around the pillars. With $P = 0.1$, the biggest difference is still in the pixels around the pillars, but the difference is less dominated by these pixels. To experiment, we have conducted 100 independent runs for each of the four target poses with different $P$ values of 2.0, 0.5 and 0.1.

![Figure 4.8: Depth image of target B (top left), a candidate depth image (top right) and the images obtained by computing pixel-wise differences with different power value $P = 2.0$ (bottom left) and $P = 0.1$ (bottom right; both with intensities normalized).](image)
The results of the experiments with different $P$ values are summarized in Table 4.5. It can be seen that with a smaller $P$ value such as 0.1 and 0.5, the success rates in target poses B, C and D increase significantly with a loss of success rates in target pose A. Further, the average number of iterations that are needed to reach the target poses is smaller as the $P$ value decreases.

<table>
<thead>
<tr>
<th>$P = 2.0$</th>
<th>success rate</th>
<th>median</th>
<th>mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>target A</td>
<td>27%</td>
<td>296</td>
<td>288.3</td>
<td>101.5</td>
</tr>
<tr>
<td>target B</td>
<td>0%</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>target C</td>
<td>18%</td>
<td>331</td>
<td>326.8</td>
<td>127.9</td>
</tr>
<tr>
<td>target D</td>
<td>3%</td>
<td>124</td>
<td>120.7</td>
<td>3.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P = 0.5$</th>
<th>success rate</th>
<th>median</th>
<th>mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>target A</td>
<td>11%</td>
<td>120</td>
<td>135.5</td>
<td>32.3</td>
</tr>
<tr>
<td>target B</td>
<td>29%</td>
<td>210</td>
<td>217.2</td>
<td>86.8</td>
</tr>
<tr>
<td>target C</td>
<td>38%</td>
<td>150</td>
<td>159.5</td>
<td>65.0</td>
</tr>
<tr>
<td>target D</td>
<td>18%</td>
<td>169.5</td>
<td>168.2</td>
<td>65.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P = 0.1$</th>
<th>success rate</th>
<th>median</th>
<th>mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>target A</td>
<td>6%</td>
<td>123</td>
<td>119.3</td>
<td>23.6</td>
</tr>
<tr>
<td>target B</td>
<td>33%</td>
<td>145</td>
<td>161.6</td>
<td>70.6</td>
</tr>
<tr>
<td>target C</td>
<td>32%</td>
<td>132</td>
<td>134.2</td>
<td>39.4</td>
</tr>
<tr>
<td>target D</td>
<td>18%</td>
<td>145.5</td>
<td>154.9</td>
<td>41.7</td>
</tr>
</tbody>
</table>

Table 4.5: Runs in the Sagrada Família environment with different $P$ values

Figure 4.9 shows the evolution of the objective function value, the step sizes in the subspace of locations and orientations employed by the evolutionary algorithm, and the distance from the target pose in both of those subspaces for those successful runs for each of the four targets that required the median number of iterations to terminate (in these experiments the $P$ value used in the objective function is set as 0.5, since using the previous objective function cannot provide adequate successful runs). The plots of the objective function value suggest that the algorithm converges
4.3 Local Optima

A typical problem optimization algorithms face is avoiding sticking in local optima. A local optimum is a solution that is the best solution within a neighbourhood of possible candidates but is not necessarily the best solution among all possible solutions. As evolutionary strategy is an optimization strategy that is designed to search for optima, it selects the best solutions within each generation to get closer to an optimum; however even if it finds an optimum within a certain area of the search space, it lacks the vision to reveal whether this optimum is the global one or not. As an algorithm reduces its searching area by decreasing the step size in order to converge to an optimum more efficiently, it is hard for the strategy to jump out of this neighbourhood and start searching for the global optimum.
During the experiments in two indoor environments, one major problem we are still facing is that the algorithm fails to reach the global optimum (around 70% in each set of experiments). From the unimodal test with different initializations, we see the algorithm is solid enough to reach the optimum after hundreds of iterations as there is only one optimum in the search space. Unfortunately, in the experiments with two indoor environments (classroom and church), some searching processes sometimes result in other poses instead of the target one. Presumably, there may exist some local optima that our algorithm cannot avoid or get rid of and this leads to a failed searching process. In order to have a better understanding of where these failed searches end, we plotted all the results of the 100 runs in an experiment. For this experiment, we generate initial location uniformly at random with a ball of 5 m radius around the target pose. The initial orientations are generated by uniformly and randomly sampling unit quaternions.

Figure 4.10 shows the classified 100 run-results of the target A in the church environment where $P = 2.0$. During the experiment, all the runs that reached the target pose successfully are shown inside the red border. For the unsuccessful runs, many of them converge to certain poses frequently (examples are shown inside different colour borders, for each colour of border encloses one pose). Statistically, those poses which are not the target but the algorithm converges to them frequently are probably the local optima. By analysing the optical information of those unsuccessful images, we can see that these images have similar optical information as that of the target image: either the ground in both images is almost the same or the position of pillars is close or both. This indicates that where these unsuccessful runs converged are probably the local optima. And with a close look at Figure 4.10, we hypothesize that the corresponding poses correspond to local minima of the objective function that are a result of the symmetries present in the geometric model.

4.4 Multimodality

A common approach to deal with multimodality is to detect stagnation in a searching process and to restart with independently sampled initial conditions. In order to increase the success rate with a minimum redundant computational cost, based on our algorithm, we implemented a system for multimodal optimization which can
Figure 4.10: Classified results of 100 searching processes of Target A in the Sagrada Familia environment. Red border enclose the result of all the successful runs ($P = 2.0$). Each border that with other colour enclose a pose that been reached more than once. The poses that have no border around are the poses that only been reached once.

conduct multiple searching processes simultaneously, then detect and select the most possible candidate to complete the searching process. This system is similar to the two-tier mechanism described by Fillingham in [8]; both methods start with multiple threads and select the best one to complete the searching process. By computing the objective function values in the current set of offspring poses, we usually can detect whether a searching process converges to a global optimum solution or not, within the first 100 iterations. Assuming a likelihood of $p$ converging to the globally optimal solution in a single run, the number of restarts required to locate the globally optimal solution with probability $1 - \epsilon$ is $\lceil \log_{1-p} \epsilon - 1 \rceil$. Assuming $p = 0.3$ (the lowest value encountered across the four target images in the classroom environment), the number of restarts required to locate the globally optimal solution with probability 0.95 is
thus 8; the number of restarts required to locate it with probability 0.99 is 12.

<table>
<thead>
<tr>
<th>target</th>
<th>success rate</th>
<th>median</th>
<th>mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>target A</td>
<td>100%</td>
<td>161</td>
<td>166.9</td>
<td>54.4</td>
</tr>
<tr>
<td>target B</td>
<td>100%</td>
<td>132</td>
<td>142.2</td>
<td>54.6</td>
</tr>
<tr>
<td>target C</td>
<td>100%</td>
<td>154.5</td>
<td>158.3</td>
<td>41.8</td>
</tr>
<tr>
<td>target D</td>
<td>100%</td>
<td>108</td>
<td>115.3</td>
<td>32.9</td>
</tr>
</tbody>
</table>

Table 4.6: Runs in the classroom environment with a system for multimodal optimization. Need to notice that there are an extra 1900 iterations for the runs chosen not to pursue.

The multimodal system supports 20 individual runs at a time in one searching process. The system selects the run which produces the best solution within the first 100 iterations among all runs, and discards the others as assuming they are less likely to reach the global optimum. Then the system keeps the preserved run running until it gets a result. We conducted 100 independent runs for the four target poses in the classroom environment. Table 4.6 summarises the experimental results. The column labelled “success rate” indicates what fraction of the runs terminated successfully. The remaining columns give the median, mean, and standard deviation of the number of iterations required in those successful runs. With this multimodal system, the success rate of all the four target poses reached 100%.

4.5 Computational cost

We did a performance-analysis with our program during the experiments in the church environment to investigate the computational cost of our method. The major configuration of our testing environment is shown in Table 4.7.

<table>
<thead>
<tr>
<th>Processor name</th>
<th>Intel Core i7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor speed</td>
<td>2.6 GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>16 GB</td>
</tr>
<tr>
<td>Graphic card</td>
<td>NVIDIA GeForce GT 650M</td>
</tr>
<tr>
<td>Video RAM</td>
<td>1024 MB</td>
</tr>
</tbody>
</table>

Table 4.7: Testing environment configuration
During a single search iteration (as introduced in Figure 3.2), we found more than 95% of the time is spent on these sections: a) reading a block of pixels from the depth buffer, b) transforming the depth value from window coordinates to camera coordinates, c) calculating the objective function. These three sections are the largest bottlenecks in our implementation; a) is acquired from the glReadPixels function in OpenGL, b) and c) are implemented on the CPU. However, all the three sections are influenced by one factor which is the scale of a rendered depth image; the largest bottleneck in this optic based algorithm is caused by the scale of the optical information it processes. The size of an image and the amount of time spent on these three sections are in positive correlation. Generally, a larger image provides more information but at the same time may jeopardise the searching speed. The ideal size of an image for the experiments would be one that is large enough to provide sufficient information which leads to a reliable searching accuracy and at the same time is as small as possible to keep the searching processes run as fast as possible.

During the experiments, we found different sizes of images may influence the computational cost in these sections. Figure 4.8 shows the computational cost ratio of each section within an iteration, with a size of 40×30 pixels: 91.7% computational cost is spent on reading a block of pixels from the depth buffer, 4.3% of computational cost is spent on transforming the coordinates, and 1.0% of computational cost is spent on calculating the objective function. With a size of 1280×960 pixels: 25.9% computational cost is spent on reading a block of pixels from the depth buffer, 58.7% of computational cost is spent on transforming the coordinates, and 15.1% of computational cost is spent on calculating the objective function. The larger the image used, the more the ratio of computational cost spent on transforming the coordinates and calculating the objective function increases, and the ratio of computational cost spent on reading the pixels from depth buffer decreases.

We tracked the amount of time that is spent on reading a block of pixels from the depth buffer, transforming from window coordinate to camera coordinates and calculating the objective function with different size of images separately. Table 4.9 shows the time cost during reading a block of pixels from different size of depth buffers. Reading a block of pixels from a 1280 by 960 pixels depth buffer costs 4.557 milliseconds while reading from a 40 by 30 pixels depth buffer costs 0.219 milliseconds.
Table 4.8: Average ratio of three most computational costly sections during a searching iteration with different size of images

<table>
<thead>
<tr>
<th>Image size</th>
<th>Reading pixels</th>
<th>Transforming coordinates</th>
<th>Objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>40×30</td>
<td>91.7%</td>
<td>4.3%</td>
<td>1.0%</td>
</tr>
<tr>
<td>80×60</td>
<td>83.8%</td>
<td>11.0%</td>
<td>2.8%</td>
</tr>
<tr>
<td>160×120</td>
<td>67.6%</td>
<td>25.3%</td>
<td>4.8%</td>
</tr>
<tr>
<td>320×240</td>
<td>55.8%</td>
<td>21.8%</td>
<td>12.6%</td>
</tr>
<tr>
<td>640×480</td>
<td>30.0%</td>
<td>55.8%</td>
<td>13.7%</td>
</tr>
<tr>
<td>1280×960</td>
<td>25.9%</td>
<td>58.7%</td>
<td>15.1%</td>
</tr>
</tbody>
</table>

Table 4.9: Average time cost on reading a block of pixels from the depth buffer with different size of images

<table>
<thead>
<tr>
<th>Image size</th>
<th>Time cost (millisecond)</th>
<th>Image size</th>
<th>Time cost (millisecond)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40×30</td>
<td>0.219</td>
<td>80×60</td>
<td>0.251</td>
</tr>
<tr>
<td>160×120</td>
<td>0.527</td>
<td>320×240</td>
<td>0.786</td>
</tr>
<tr>
<td>640×480</td>
<td>1.026</td>
<td>1280×960</td>
<td>4.557</td>
</tr>
</tbody>
</table>

Table 4.10 shows time cost during transforming the depth value from window coordinates to camera coordinates. With the largest size, 1280 by 960 pixels, transforming coordinates costs 10.325 milliseconds while the smallest size, 40 by 30 pixels, costs 0.028 milliseconds.

Table 4.10: Average time cost on transforming the depth value from window coordinate to camera coordinate with different size of images

<table>
<thead>
<tr>
<th>Image size</th>
<th>Time cost (millisecond)</th>
<th>Image size</th>
<th>Time cost (millisecond)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40×30</td>
<td>0.028</td>
<td>80×60</td>
<td>0.067</td>
</tr>
<tr>
<td>160×120</td>
<td>0.209</td>
<td>320×240</td>
<td>0.745</td>
</tr>
<tr>
<td>640×480</td>
<td>2.681</td>
<td>1280×960</td>
<td>10.325</td>
</tr>
</tbody>
</table>

Table 4.11 shows the time cost during calculating the objective function with different sizes of images. With the largest image size of 1280 by 960 pixels, calculating the objective function costs 3.984 milliseconds while the smallest size of 40 by 30 pixels costs 0.019 milliseconds.

In the experiments, the size of image is 160 by 120 pixels which costs 0.527 milliseconds on average in reading a block of pixels from the depth buffer, 0.209 milliseconds
Table 4.11: Average time cost on calculating objective function with different size of images

<table>
<thead>
<tr>
<th>Image size</th>
<th>Time cost (millisecond)</th>
<th>Image size</th>
<th>Time cost (millisecond)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40×30</td>
<td>0.019</td>
<td>80×60</td>
<td>0.029</td>
</tr>
<tr>
<td>160×120</td>
<td>0.075</td>
<td>320×240</td>
<td>0.281</td>
</tr>
<tr>
<td>640×480</td>
<td>1.005</td>
<td>1280×960</td>
<td>3.984</td>
</tr>
</tbody>
</table>

on average on transforming the depth value from window coordinates to camera coordinates, and 0.075 milliseconds on average in calculating the objective function. In the preliminary experiment, we found a smaller image (e.g. 30×40 pixels image and smaller) will lead the success rate of a searching process to drop significantly, presumably because the information stored in the image is not sufficient. On the other hand, the success rate of a searching process will increase as the size of image processed increases. However, in the preliminary experiment, there is no significant increase in the success rate if the image size is larger than 160×120 pixels.
Chapter 5

Conclusion and Future Work

“Change is one thing, progress is another.”
— B. Russell, Unpopular Essays

In this thesis, we have presented an evolutionary algorithm for the optimization of pose vectors. The algorithm simplifies the covariance matrix adaptation evolution strategy for optimization on general Riemannian manifolds by Colutto et al. in that it does not adapt the full covariance matrix governing the sampling of offspring candidate solutions, but instead uses self-adaptation to control a factor that determines the size of steps in the subspace of locations relative to that in the subspace of orientations. An advantage of the simplified algorithm is that it is easier to experimentally analyze its performance.

We have then applied that algorithm to determine the pose of a depth camera based on a single target depth image and a 3D model of the indoor environment that the image was taken in. Evaluation of the objective function for a candidate pose requires generating a depth image of the model from that pose and then summing squared differences between the depth values obtained and target depth values. We have found that the algorithm is able to recover the target pose in about one third of the runs when applied in a classroom environment with random initialization, and in a much larger environment of a church if initialized within about 10m of the target pose. The results are encouraging as modern graphics hardware makes it possible to conduct many evaluations of the objective function in a short amount of time. Independent restarts of the algorithm can be used to arbitrarily increase the likelihood of locating the target pose.

The future works here are in multiple directions. A systematic analysis of how the likelihood of recovering the target pose varies with population size parameters \( \mu \) and \( \lambda \) will allow us to determine whether it is advantageous to perform restarts with the
same values of the population size parameters or the approach of doubling population size parameters between runs proposed by Auger and Hansen [2] is advantageous. The observation of symmetries in the search space suggests that the pose estimation problem may be characterized by rather large basins of attraction, and that the former approach may be preferable.

A second line of inquiry is to try to improve the global search capability of the algorithm, thus making it applicable in larger environments. The insight that unsuccessful runs tend to recover orientations that differ from the target ones by 180° offers opportunities for improved initialization conditions when restarting. Also of interest will be the use of other approaches for dealing with multimodality that strive to balance exploration and exploitation, e.g. through the minimization of cumulative regret. There is also the option of nonlinearly transforming differences between depth values before summing them up, thus modulating the objective function.

And finally, it would be interesting to evaluate our approach in real environments, with target images taken using depth cameras rather than being generated synthetically from 3D models. The noisy nature of those images will pose difficulties in the optimization process not present in our current set-up.
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