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Abstract 

 

Density functional theory, a quantum mechanical based electronic structure 

method, is used to investigate iron porphyrin systems.  Specific interest in the electronic 

structure of the heme group in myoglobin and hemoglobin has motivated investigations 

of the geometry and electronic nature of the deoxy-heme system, as well as binding 

energies for O2 and subsequent NO oxidation of the oxyheme complex.  

Specifically, the size of iron within the porphyrin ring in different spin states of 

the iron porphyrin complex is analyzed using the quantum theory of atoms in molecules 

(QTAIM).  It is shown that the bonding interaction between the iron atom and the axial 

ligand has a more significant role in the domed structure of the high-spin state, counter to 

previous explanations of the atomic volume of iron contributing to increased doming in 

the high-spin ground state.  

The performance of contemporary density functional approximations is assessed, 

with specific interest on the effects of including Hartree-Fock exchange when 

investigating iron porphyrin systems.  Varied amount of Hartree-Fock exchange are 

employed in popular hybrid and range-separated type functionals.  It is found that 

increasing Hartree-Fock exchange improves the ability of the functional to correctly 

predict the high-spin ground state, however, inhibits the prediction of favourable 

dioxygen binding to the system.  

Binding of oxygen to heme and subsequent nitric oxide oxidation of the oxyheme 

species is of significant interest to aid in advancing the field of cell-free blood substitutes,  

as well as understanding analogous systems to assist in protein design, development of  

catalysts, and designing therapeutics.  The mechanism of NO oxidation is explored and 

the effect of replacing the proximal histidine, which tethers heme to the protein backbone, 

with other amino acid ligands is probed.  The binding energies of dioxygen to the system, 

and resulting superoxide character of the dioxygen ligand are reported.  Substitution of 

the amino acid group is found to have little effect on the NO affinity of the oxyheme 

system, however, electronic differences suggest modification of the reaction mechanism 

may be possible and requires further study.  
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Chapter 1 : Introduction 

 

1.1 Porphyrins 

Porphyrins are a class of molecules characterized as heterocyclic macrocycles 

composed of four pyrrole subunits joined via the α-carbons by methine groups.  They are 

prominent molecules found ubiquitously in nature and thus generate a significant amount 

of research interest in almost every field of science, including chemistry, biology, 

materials science, physics and medicine.  The characteristic attributed for many of the 

unique chemical properties of the porphyrin framework is the alternating system of 

double bonds, allowing π-electrons to delocalize over the perimeter of the porphyrin 

structure.  The extended nature of the conjugated system gives rise to unique properties 

such as intense absorption of light in the visible spectrum.  Porphyrins are perhaps best 

known as the red pigment of blood, from the iron porphyrin containing hemoglobin 

protein, and the green pigment of leaves, from the magnesium porphyrin containing 

biomolecule chlorophyll.  They are also extremely versatile structures, capable of many 

substitutions, yielding derivatives with an array of interesting biological and chemical 

properties.  Porphyrins are also versatile ligands that can coordinate to nearly every atom 

of the periodic table.  Consequently, these structures are the subject of much scientific 

interest and represent an incredibly active area of research.
1–4

   

The simplest, unsubstituted porphyrin is known as porphine and is shown in 

Figure 1.1.  The conjugated nature of the system is depicted in this elegant structure.  

Porphine is frequently used to model substituted porphine systems, known generally as 

porphyrin systems.  Most notably, iron containing porphine is employed to study heme.    

Heme is a biologically relevant coenzyme found in numerous proteins and enzymes, such 



2 

 

as myoglobin, hemoglobin, cytochromes, catalases, and peroxidases.  Proteins containing 

heme are one of the most studied classes of biomolecules.  In this thesis, an iron porphine 

system is employed extensively as a model system to investigate the complex nature of 

heme containing systems.   

 

Figure 1.1. Molecular structure of porphine.  Carbon, nitrogen and hydrogen atoms are 

shown as grey, blue and white spheres, respectively.   

 

1.2 Computational Chemistry 

The advent of quantum mechanics led to the development of the field of 

computational chemistry which allows chemists to investigate chemical systems beyond 

the limits of experimental methods.  A subfield of theoretical chemistry, computational 

chemistry employs computers to perform mathematical operations to ultimately gain 

insight into chemical systems.  There are two general areas of computational chemistry: 

molecular mechanics and electronic structure theory.  The former uses the laws of 

classical physics and the spatial arrangement of the nuclei in a chemical system.  

Electronic structure theory methods are based on the laws of quantum mechanics and the 

position of both nuclei and electrons.  Both aim to compute the energy of a molecular 

system and derive properties of the system to solve problems of chemical relevance.  A 

number of textbooks provide comprehensive introductions to computational chemistry.
5–7
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Ultimately, our ability to exactly compute the structure and properties of matter 

using quantum mechanics is limited by the computational demand of these calculations.  

In theory, calculations using the full configuration interaction (CI) method with a 

complete basis set give an exact solution to the non-relativistic, time-independent 

Schrödinger equation employing the Born-Oppenheimer approximation.  However, these 

calculations are only possible for systems containing a very small number of electrons.    

In practice, high level coupled-cluster theory is regarded as the gold standard for 

benchmarking quantum mechanical methods and can be computed accurately for small to 

medium-sized molecular systems.  Although these methods provide accurate results, the 

computational demand increases extraordinarily with the size of the system, factorially, 

with respect to the number of electrons, for full configuration interaction, and thus more 

efficient approximate computational methods are essential.  It is for this reason that 

density functional theory (DFT) has gained significant and widespread popularity.  The 

popularity of DFT has grown exponentially, driven by the excellent level of accuracy and 

computational efficiency it provides.  Density functional theory is employed exclusively 

for the research presented in this thesis.  Some of the fundamentals of this method are 

discussed in section 2.12. 

The advantages of computational chemistry over conventional experimental 

methods are numerous.  A significant benefit is that research is not limited to species that 

can be synthesized in a particular lab.  Extensive experimental study of systems can be 

restricted by the expense of chemical reagents.  Computational studies make the 

investigation of these systems financially feasible.  Also, the safety of the scientist is not 

a concern when investigating radioactive, hazardous or highly reactive species.  On a 
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larger scale, computational chemistry is a green research field.  Solvent waste is not 

generated and toxic chemical agents are not required since research is carried out on 

computers.  

Computational methods are often used to complement experimental results. 

Computational studies have been especially useful for mechanistic studies since high 

energy transition states and intermediate products are often difficult to isolate 

experimentally.  Many short-lived species are only hypothesized to exist, however these 

previously inaccessible systems can be examined using computational methods.  The 

impact of quantum mechanical methods, such as density functional theory, is immense 

and accelerating.  This is a result of the advancements in methods, and technology, which 

have allowed for the permeation of the field into many scientific disciplines such as 

chemistry, condensed matter physics, atmospheric physics, biochemistry and biology.  

Computational studies are becoming an important adjunct to experimental research and 

are increasingly being considered an essential component of publications. 
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Chapter 2 : Theoretical Background 

 

2.1 Introduction 

Quantum mechanics was born out of the failure of classical physics to describe 

blackbody radiation, the electromagnetic radiation emitted from heated matter.  A 

blackbody is an ideal object, in other words, an opaque, non-reflective object that absorbs 

all radiation and re-emits it at a characteristic spectrum.  The light, or electromagnetic 

radiation, emitted from a blackbody depends only on the temperature of the system.  

Classical physics predicted an infinite amount of energy is emitted from a blackbody, 

which is not physically accurate.  

In 1900, Max Planck described blackbody radiation by breaking away from the 

convention of classical physics that allowed observables, such as momentum and energy, 

to exist at any value.  Planck proposed that the energies had to exist in discrete, quantized 

values.  He predicted each frequency of wave had an intrinsic energy.  Thus, a wave must 

have an energy less than the associated temperature of the blackbody to contribute to the 

energy of the emitted radiation.  Using this hypothesis Planck was able to explain the full 

experimental spectra of blackbody radiation for the first time hitherto.
8
  It was at this time 

that he defined what is known today as Planck’s law and the familiar Plank constant, h .  

Shortly thereafter, Einstein used this concept to explain the photoelectric effect.
9
  

Consequently, quantum mechanics was able to describe what classical mechanics could 

not, the behaviour of atomic and subatomic systems.  Throughout the 1920s quantum 

theory was shaped by individuals such as Werner Heisenberg, Max Born, Wolfgang 

Pauli, Niels Bohr, Erwin Schrödinger, Paul Dirac and John von Neumann. 
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 In this chapter, some of the fundamentals of electronic structure theory and 

various methods used in the field of quantum chemistry are introduced.  Emphasis has 

been placed on density functional theory (DFT), which is used exclusively in the work 

discussed in this thesis.  A comprehensive review of the theoretical background of 

computational chemistry is beyond the scope of this thesis.  Such a discussion of this 

nature can be found in quantum chemistry textbooks.
10,7,11,12 

 

2.2 Atomic Units 

 Unlike many fields of science which use the International System of Units, 

commonly referred to as SI units, equations in quantum chemistry are typically expressed 

using the system of atomic units, which are abbreviated as au.  In this system four 

fundamental physical constants are set to unity.  These are the electron mass, em ,  electron 

charge, e , reduced Planck constant,  , equal to the Planck constant divided by 2π, and 

Coulomb’s constant,  
04

1


, where 0  the permittivity of the vacuum.

13
  This allows for 

properties such as angular momentum, length, and energy to be expressed as multiples of 

these constants, resulting in compact equations since they appear without fundamental 

physical constants.  

Another advantage of using atomic units to express computed quantities is that the 

value will not change over time.  Values reported using a system of measurement based 

on physical constants, for example, SI units, vary depending on the value of the constant 

used.  Physical constants are based on experimental measurements that are accompanied 

by some amount of uncertainty and limited by the development of accurate experimental 

methods.  For example, the speed of light is one of the most measured fundamental 
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physical constants.
14

  Since 1875, the reported value for the speed of light has changed 

numerous times deviating by as much as 5101.2   m∙s
-1

 from the currently accepted value 

of 8109979.2   m∙s
-1

.
15

  Atomic units are robust and thus values expressed in atomic 

units are not subjected to changes based on accepted values of measured physical 

constants.   

 

2.3 Schrӧdinger Equation 

Central to quantum mechanics is the Schrödinger equation whose approximate 

solution is the objective of quantum chemistry methods.  The Schrödinger equation was 

proposed by Erwin Schrödinger in 1926 and describes the wave and particle behaviour of 

electrons.
16

  The significance of this equation was recognized in 1933, when Erwin 

Schrödinger shared the Nobel Prize in Physics, with Paul Dirac, for his contributions to 

quantum theory.  In its condensed form, the time-independent Schrödinger equation is 

written as, 

 EĤ  2.1 

where Ĥ  is the Hamiltonian operator and E is the total energy of the system whose state 

is described by the wave function,  .  The Hamiltonian operator contains the energy 

operators of the system.  For a system with M  nuclei denoted A  and B  and N  

electrons denoted i  and j  the Hamiltonian operator can be expanded to, 

 
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where the mass of nucleus A  is denoted Am , the distance between two particles, for 

example i  and j , is denoted ijr  and the effective nuclear charge of nucleus A  is denoted  
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AZ .  The Laplacian operator, 2 , is the sum of the differential operators and, in 

Cartesian coordinates, is defined as,  

2

2

2

2

2

2
2

zyx 












  2.3 

The first two terms of the Hamiltonian operator, given in equation 2.2, describe the 

kinetic energy of the system, more specifically the electronic and nuclear kinetic 

energies, respectively.  The middle term represents the potential energy that arises as a 

result of the electrostatic attraction between the nuclei and electrons.  The final two terms 

describe the potential energy resulting from the repulsion between the electrons and 

nuclei, respectively.  

The time-independent form of the Schrӧdinger equation yields stationary state 

wave functions, which is sufficient to solve many problems of interest to chemists.  

Although an exact solution to the Schrӧdinger equation can be obtained for simple 

systems such as a particle in a box, the harmonic oscillator and single-electron systems, 

there is no exact solution for multi-electron systems.  Consequently, investigating 

chemically relevant systems relies on methods that seek approximate solutions through 

simplification and parameterization.   

 

2.4 Born-Oppenheimer Approximation 

The Born-Oppenheimer approximation, sometimes referred to as the clamped-

nuclei approximation, assumes the electrons of a system move in a field defined by fixed 

nuclei and therefore the kinetic energy of the nuclei is zero.  This makes intuitive sense 

considering the mass of a nucleus consisting of only a single proton, for example a 

hydrogen atom, is approximately 1800 times greater than the mass of an electron.  In 
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other words, the velocity of the nuclei is negligible compared to the velocity of the 

electrons and there is negligible coupling between their motions.
17

  By separating the 

nuclear and electronic motion we can assume that the nuclei are at fixed positions.  Since 

there is no nuclear motion, the nuclear kinetic energy is zero and the potential energy 

resulting from nuclear repulsion becomes a constant, reducing the Hamiltonian to, 

eene

N

i

N

ij ij

N
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M

A iA
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N

i

ielec VVT
rr

Z
H ˆˆˆ1

2

1ˆ

11 11

2  
  

 2.4 

where elecĤ  is known as the electronic Hamiltonian.  The electronic Hamiltonian is 

comprised of the electronic kinetic energy, electron-nuclei attraction potential and 

electron-electron repulsion potential energy terms, abbreviated as T̂ , neV̂  and eeV̂ , 

respectively.  Use of the electronic Hamiltonian to solve the Schrӧdinger equation yields 

the total electronic energy, elecE .  The total energy of a system is the sum of the electronic 

energy and the potential energy from nuclear repulsion, nucE , such that,  

nucelectotal EEE   2.5 

The nucE  term is a constant since the nuclei are fixed.  The Born-Oppenheimer 

approximation introduces very little error, providing a valid simplification of the 

Schrödinger equation and is a cornerstone of computational chemistry methods. 

It should be noted that the electronic Hamiltonian terms which are system 

dependent are the charges and positions of the nuclei, denoted AZ  and Ar , respectively, 

and the number of electrons, N .  In other words, the Hamiltonian can be uniquely 

determined by neV̂  and N . 
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2.5 Orbital Approximation 

 A many-electron wave function is a complex function depending on the 

coordinates of all the electrons it describes,  

),...,,( 21 Nrrr


  2.6 

where ir


 is the vector from the nucleus to electron i .  The orbital approximation assumes 

that the exact wave function can be approximated by assuming that each electron 

occupies a single independent orbital.  The wave function can therefore be represented as, 

)(),...,()(),...,,( 2121 NN rrrrrr


  2.7 

where the wave function is represented as a product of one-electron functions, or orbitals, 

denoted by )( ir


 .  This representation is known as the Hartree product.  By expressing 

the wave function in such a way, the orbital approximation assumes the motion of the 

electrons to be independent of one another.  

The above orbitals only contain the spatial coordinates of the electrons, however, 

a complete description would also include the intrinsic spin coordinates.  Consequently, 

spin-orbitals, denoted )(x


 , are more frequently used to describe electrons.  The x


 term 

associated with each spin-orbital function contains information about the position, )(r


 , 

and spin, either )(s  or )(s , for each electron and can be expressed as, 

),()()( srx 


    ,  2.8 

In other words, the spin-orbital function is the product of the spatial orbital and the spin 

function. 
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2.6 Properties of the Wave Function 

The wave function is a function of position and time that contains all the 

information that can be obtained from a quantum mechanical system.  The wave function 

is not an observable property, however, the square of the wave function represents the 

probability that a set of electrons can be found simultaneously in a given volume element, 

NN xdxdxdxxx


,...,,),...,,( 21

2

21  2.9 

and is known as the probability density.  It follows intuitively that the probability of 

finding the N  electrons anywhere is space is equal to one, 

1,...,,),...,,(... 21

2

21  NN xdxdxdxxx


 2.10 

and any wave function that satisfies this property is said to be normalized.  The majority 

of quantum chemical methods deal with normalized wave functions.  

Electrons are indistinguishable from one another and therefore if the coordinates 

of any of the electrons were interchanged then their properties must remain the same.  

This holds true for the probability thus, 

2

21

2

21 ),...,,,...,,(),...,,,...,,( NijNji xxxxxxxxxx


  2.11 

This implies that there are two possible solutions for the wave function: they are 

identical, making the wave function symmetric; or the interchange results in a sign 

change, making it antisymmetric.  Since electrons are fermions, having half-integral spin 

values, they are known to be antisymmetric, such that,  

),...,,,...,,(),...,,,...,,( 2121 NijNji xxxxxxxxxx


  2.12 

The well-known Pauli exclusion principle, which states that no two electrons can occupy 

the same quantum state, is a consequence of the antisymmetric property of wave 
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functions.  It should be noted that a major shortcoming of the Hartree product, given in 

equation 2.7, is the failure to satisfy the antisymmetric property of the wave function. 

 

2.7 The Variational Principle 

 In order to solve the Schrödinger equation, the Hamiltonian operator for the 

system of interest must be determined, from which the eigenfunction,  , and 

consequently the eigenvalue, E  can be determined.  As previously noted, the system 

dependent terms of the Hamiltonian operator are the number of electrons and the charges 

and positions of the nuclei.  Although this process may seem straightforward, it has no 

practical application.  The Schrödinger equation can only be solved exactly for simple 

systems containing one electron, such as the hydrogen atom.  Thus, where direct 

solutions of the Schrödinger equation are not possible, methods to obtain approximate 

solutions are pivotal to the success of quantum mechanical methods.  

 The variational principle states that the energy computed as the expectation value 

of an arbitrary, normalized wave function can only be higher than or equal to the true 

energy of the ground state of the system.  That is,  

   00021

* ˆˆ...ˆ...ˆ HEEHxdxdxdHH trialtrialtrialNtrialtrial


 2.13 

where *  is the complex conjugate of the wave function. 0E  and 0  are the ground 

state energy and wave function, respectively.  Equation 2.13 is shown in bra-ket notation, 

also known as Dirac notation, which is common practice in the field of quantum 

mechanics.  It follows that the energy of the wave function can act as a measure of its 

quality, since the energy will always be too high for an approximate wave function.  In 

short, the variational principle provides a foundation for determining the ground state 
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wave function, from all acceptable, N-electron wave functions, since it returns the 

minimum energy and is therefore the true ground state energy.   

 

2.8 The Hartree-Fock Approximation 

Since it is not practical to search all possible wave functions, the Hartree-Fock 

approximation helps to provide a subset of potential wave functions on which to employ 

the variational principle.  It is a prominent approximation used in the majority of wave 

function based quantum mechanical methods.  The Hartree-Fock approximation uses a 

normalized, antisymmetrized product of N one-electron functions, or spin-orbital 

functions, denoted )( ii x


 , to approximate the N-electron wave function.  This product is 

called a Slater determinant,
18,19

 denoted SD , and is written as, 
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where the 2/1)!( N  term imposes normalization of the wave function.  The antisymmetric 

property of the wave function is upheld since if two rows, or electrons, of the determinant 

are interchanged the sign of the determinant changes.  The construct of the Slater 

determinant also ensures that the wave function upholds the Pauli exclusion principle 

since if two of the electrons have the same spin and position (i.e. x


) then two columns of 

the determinant would be equal and the determinant would vanish.  Thus the condition 

that two electrons with the same spin have zero probability of being found at the same 

position in space is not a result of physical forces, but a reflection of the mathematical 

properties of the wave function.  It should also be noted that both the spin functions and 
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spin-orbital functions are orthonormal.  This property can be represented by the 

Kronecker delta,  , and is shown here for the spin-orbital functions, 

ijjjii xdxx  


)()(
*

 2.15 

where the Kronecker delta equals 1 when ji   and 0 otherwise.  It is effectively the 

spin-orbital functions, constrained so that they remain orthonormal, that are varied to 

determine the Slater determinant that yields the lowest energy. 

2.9 Hartree-Fock Theory 

 Shortly after the derivation of the Schrödinger equation, in 1927, Hartree 

proposed the self-consistent field method as a way to obtain approximate solutions to the 

Schrödinger equation from an ab initio approach.
13,20

  This is known as the Hartree 

method.  The Hartree method approximates the electron-electron repulsion term, eeV̂ , 

with the average repulsion of the electrons.  In addition the approximation of the eeV̂  

term, the method does not maintain the antisymmetry property of the wave function.  

Gaunt, Slater and Fock independently contributed to the advancement of the Hartree 

method.
21–24

  Significant improvements include application of the variational principle 

and the use of the Slater determinant, a product of one electron orbitals that ensures 

consistency with the antisymmetric property of the wave function, as a trial wave 

function.  Hartree redefined his original method in 1935 to include these improvements, 

known as the Hartree-Fock method (HF).
25

  Although the HF method was the most 

accurate technique hitherto, it was not widely used until electronic computers emerged in 

the 1950s.  Currently, the HF method, as a standalone method, is not routinely employed 

in modern computational chemistry; however, the method provides the foundations for 
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many current quantum mechanical based computational methods and is thus, briefly 

discussed herein.  

 

2.9.1 The Hartree-Fock Equations 

In the HF method the energy is calculated as the expectation value of the 

Hamiltonian operating on the Slater determinant, given in bra-ket notation as,  

SDSDHF HE  ˆ  2.16 

The spin-orbital functions that yield the lowest energy for a system are obtained 

iteratively from the Hartree-Fock equation, 

iiiF  ˆ  2.17 

where  i  is the Lagrangian multiplier which represents the energy of the spin-orbital and 

F̂  is the Fock operator.  Koopmans’ theorem states that the energy associated with the 

spin-orbital is an approximation of negative the ionization energy required to remove an 

electron from that orbital.
26

  The Fock operator is defined as, 

)(
2

1ˆ 2 iV
r

Z
F HF

M

A iA

A
i    2.18 

where the first term describes the kinetic energy and the second term the electrostatic 

attractive potential between the electrons and nuclei.  The final term is the Hartree-Fock 

potential which is the electronic repulsive potential.  Since the Fock operator is a one-

electron operator, it is a simplification over the two-electron operator, eeV̂ , of the 

Hamiltonian in equation 2.4.  The Hartree-Fock potential is given by,  

  
N

j

jjHF xKxJxV )(ˆ)(ˆ)( 111


 2.19 
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where Ĵ  and K̂  are the Coulomb and exchange operators, respectively.  The Coulomb 

operator is the electronic repulsive potential experienced by an electron at 1x


 as a result 

of another electron described by the spin-orbital function, )( 2xj


 , and is given by, 

 2

12

2

21

1
)()(ˆ xd

r
xxJ jj


  2.20 

The exchange operator is related to the antisymmetric property of the wave function and 

does not have a classical interpretation analogous to the Coulomb operator.  It is given 

by,  

 )()(
1

)()()(ˆ
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2
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11 xxdx
r

xxxK jijij


  2.21 

As the name suggests, in the exchange operator the components of the spin-orbital 

functions are exchanged.  It acts as a correction to the Coulomb operator which doesn’t 

take into account the antisymmetric character of the wave function.  If the spins on the 

electrons described by the exchange operator are antiparallel the expression will be zero 

since spin functions are orthonormal, as mentioned previously.  Therefore, only electrons 

of the same spin contribute to the exchange potential.  When ji  , the Coulomb integral 

gives a potential for the interaction with the electron with itself.  The Coulomb and 

exchange integral are equal in this case and therefore exactly cancel in equation 2.19.  

Thus, there is no self-interaction energy in HF theory. 

The above equations are constructed from the spin-orbital functions of the Slater 

determinant and used to obtain the expectation value of the Hamiltonian and therefore the 

Hartree-Fock energy.  They are solved iteratively, until the energies are unchanged to 

within a chosen value, referred to as the self-consistent field (SCF) method.  Since the 
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Hartree-Fock equations are non-linear, they are difficult to solve for systems containing 

more than two atoms.  

  

2.9.2 The Roothaan-Hall Equations 

 In 1951, Roothann
27

 and Hall
28

 independently proposed the idea of representing 

the spin-orbital functions,  , as linear combinations of atomic orbitals (LCAO).  These 

atomic orbitals are one-electron functions and are also termed basis functions,  .  It 

should be noted that the spin-orbital functional are often referred to as molecular orbitals.  

This made the computation of accurate wave functions viable for polyatomic systems and 

can be represented as, 





b

ii c
1

  2.22 

where ic is the expansion coefficient for the basis function   that represents the 

molecular orbital i  and a basis set consisting of b  basis functions construct the 

molecular orbital.  In order to obtain an exact representation of the molecular orbital, a 

basis set composed of an infinite number of basis functions would be required.  In 

practice an infinite set cannot be employed.  Nonetheless, through careful selection of the 

expansion coefficients and a reasonably large, finite basis set, the molecular orbital can 

be obtained with negligible error.
12

 

 Substitution of equation 2.22 into the Hartree-Fock equation, equation 2.17, and 

application of the concepts of the variational theorem yields the Roothaan-Hall equations,   

  0
1




b

ii SFc


   𝑣 = 1, 2, … , 𝑏 2.23 
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where S  is the overlap integral between basis functions   and  , i  is the orbital 

energy of i  and the F̂  represents the Fock operator, expressed in terms of basis 

functions.  The Fock matrix elements are defined by, 

   







 

 
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 
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1
|ˆ

1 1

b b
core DHF  2.24 

where 
coreH  is the core Hamiltonian, containing the one-electron elements of T̂  and  

,ˆ
neV  and D  denotes the density matrix elements described by, 





2/

1
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i

iiccD   𝜎 = 1, 2, … , 𝑏  ,  𝛾 = 1, 2, … , 𝑏 2.25 

The two-electron repulsion integral, denoted   | , describes the Coulombic 

repulsion and can be expanded in terms of the basis functions such that, 

    21

12

** )2()2()1()1(
| 
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r
 2.26 

The calculation of the two-electron integrals is very computationally expensive, since 

there are approximately 4N  six-dimensional integrals, representing a significant 

computational bottleneck.  Analogous to the Hartree-Fock equations, the Roothaan-Hall 

equations must be solved iteratively using the self-consistent field method.  An initial set 

of orbital coefficients must be chosen and recalculated from the Fock matrix until 

consistent. 

 

2.9.3 Restricted and Unrestricted Hartree-Fock Methods 

The spin-orbital functions comprising the Slater determinant are defined as the 

product of the position and spin functions, as discussed in section 2.5.  If the system has 
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an even number of electrons, and all electrons are paired, it is referred to as a closed-shell 

system.  Closed-shell systems are treated with the restricted Hartree-Fock (RHF) method 

which confines two electrons of opposite spin to each orbital.  

For open-shell systems, where unpaired electrons are present, either restricted or 

unrestricted methods can be employed.  The restricted open-shell Hartree-Fock (ROHF), 

similar to RHF, confines two electrons of opposite spin to each orbital and assigns 

unpaired electrons to singly occupied orbitals.  Unrestricted Hartree-Fock (UHF) assigns 

different orbitals for each electron.  In other words, all electrons, of either  -spin or 

 -spin, are in different orbitals and their energies are allowed to vary.  The three 

methods are depicted in Figure 2.1. 
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Figure 2.1. A representation of the orbital energies for a singlet using the RHF method 

and a doublet using the ROHF and UHF methods. 

 

The energy of the UHF wave function is always lower than or equal to the energy 

computed using a restricted method.  A disadvantage of UHF is that the Slater 

determinants used to compute the wave function are not eigenfunctions of the total spin 

operator and thus spin contamination can occur.  A wave function that is spin 
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contaminated has higher spins states contributing to the total energy.  Despite this 

drawback, UHF is the most frequently employed method in HF and post-HF methods. 

 

2.10 Basis Sets 

 A basis set is a collection of basis functions,  , that represent a molecular 

orbital, i .  In general, both the accuracy and computational expense increases as the 

number of basis functions comprising the basis set increases.  However, it is possible to 

obtain better accuracy with fewer basis functions if the particular basis set better 

represents the orbital.  Consequently, the ultimate goal when selecting a basis set is to 

find a balance between these parameters. 

  

2.10.1 Slater-Type Orbitals and Gaussian-Type Orbitals 

The basis functions most commonly employed to construct basis sets are Slater-

type orbitals (STOs) and Gaussian-type orbitals (GTOs).  STOs were the first proposed 

basis functions
29

 and have the general form, 

rnm

l

STO erY   1),(  2.27 

where   is the normalization constant, ),( m

lY  is the spherical harmonic function 

describing the angular distribution and rn er 1  is the exponential function describing 

radial distribution, where   is the orbital exponent.  The orbital exponent controls the 

size of the orbital.  The values of m , l  and n  are the magnetic, angular momentum, and 

principal quantum numbers, respectively, corresponding to the orbital being described.  

STOs represent reasonable approximations of atomic orbitals, however they are 

computationally expensive since the resulting integrals must be computed numerically.  

This is because STOs have a discontinuity, or cusp, at each nucleus, which results from 
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the re   term of the function.  In short, due to the high computational expense, STOs are 

typically only applied to small, highly symmetric systems. 

GTOs were later proposed
30

 as a less computationally demanding alternative and 

thus are more commonly employed over STOs.  Their integrals are simpler to evaluate 

because they do not have a cusp, but are instead continuous at the nucleus.  GTOs have 

the general form, 

222),( rlnm

l

GTO erY    2.28 

where the exponential function describing the radial distribution differs from STOs 

causing GTOs to decay rapidly as they move away from the nucleus, unlike the correct 

asymptotic behaviour of STOs.  These characteristics can be seen in Figure 2.2.  The 

GTO can be represented in Cartesian coordinates, for a GTO centred at a, as follows: 

2rk

a

j

a

i

a

GTO ezyx    2.29 

where x, y and z are Cartesian coordinates and i, j and k are nonnegative integers whose 

sum correspond to the angular momentum quantum number l. 

To represent an orbital with the same level of accuracy achieved from a single 

STO, a combination of at least three GTOs is required.
31

  Key to the efficiency of GTOs 

is that the product of two GTOs is another GTO, thus the two-electron integrals are much 

easier and faster to evaluate.  Although, at least three GTOs are required to reach the 

same level of accuracy as a single STO even at this ratio, GTOs are much less 

computationally demanding.
7
  Generally, GTOs represent a better compromise between 

accuracy and computational expense.  
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Figure 2.2. Comparison of the general form of a Stater-type (STO) and Gaussian-type 

orbital (GTO). 

 

 A linear combination of GTOs is referred to as a contracted Gaussian function 

(CGF) and is defined as, 


u

GTO

uu

CGF d    2.30 

where CGF

  is a contracted basis function, ud  is the fixed contraction coefficient and 

GTO

u  represents the set of GTOs that compose the CGF which differ only by their orbital 

exponents.  A single GTO is referred to as a primitive GTO.  Typically, three to six 

primitive GTOs are used to construct a CGF. 

 

2.10.2 Minimal Basis Set 

A minimal basis set uses only one STO or CGF to represent each atomic orbital of 

an atom.  For example, when using a minimal basis set a single 1s basis function would 

represent a hydrogen atom and five basis functions would represent a carbon atom: 1s; 

2s; 2px; 2py; and 2pz.  Minimal basis sets can yield good starting geometries but generally 

φ
 

Radius 

STO

GTO
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are not adequate since they are not flexible enough to accurately describe the electron 

distribution.  A minimal basis set is referred to as a single-zeta basis set, often denoted 

single-ζ basis set, to represent the orbital exponent of a basis function.  

 

2.10.3 Split Valence Basis Sets 

Split valence basis sets are extended basis sets, where more than one STO or 

CGF, with varied orbital exponents, are used to describe the valence orbitals.  Chemical 

bonding occurs between valence orbitals, while core orbitals are essentially independent 

of their chemical environment.  Thus, generally valence orbitals are of more chemical 

interest.  Since a split basis set has two or more functions, differing in size or radial 

distribution, there is more flexibility to better describe the orbitals environment.  

Although any basis set can be split, typically only the valence orbitals are split to provide 

a better description since they are typically more chemically relevant.  This means that 

core orbitals are represented by a single basis function, and the valence orbitals are 

represented by two or more basis functions.  For example, in the 3-21G basis set, core 

orbitals are represented by one CGF, which is a linear combination of three primitive 

GTOs, and valence orbitals are represented by two basis functions: one CGF that is a 

linear combination of two primitive GTOs and one primitive Gaussian function. 

 A basis set where the valence basis functions have been split into two basis 

functions, each comprised of a number primitive GTOs is called a double- ζ basis set.  If 

the valence basis function has been split into three basis functions it is called a triple- ζ 

basis set, and so forth.  
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2.10.4 Polarization Functions 

The addition of polarization functions to a basis set increases the flexibility of the 

orbital.  Polarization functions are basis functions with higher angular momentum than 

the occupied orbitals already present.  Adding these functions increases the accuracy of 

the basis set since the orbitals have increased flexibility allowing them to generate an 

improved representation of the electron distribution. 

Consider a hydrogen atom with s-type orbitals, whose functions have spherical 

symmetry.  The electron distribution of a hydrogen atom, particularly in a molecular 

system, is rarely spherical.  Thus, the addition of p-type functions allows the orbital to 

distort to a more accurate portrayal of the electron distribution.  Similarly any number of 

higher-order angular momentum functions can be added to the atoms of a system.  

In Pople-type basis functions
32,33

 the inclusion of polarization functions can be 

represented by either a ‘*’ or by indicating the added functions in parentheses.  A single 

‘*’ infers a single set of polarization functions are added to all non-hydrogen atoms, 

while a double ‘*’ infers polarization functions are added to all atoms.  As such, 6-31G** 

and 6-31G(d,p) are analogous for systems containing atoms in the first three rows of the 

periodic table.  Multiple polarization functions can be added by specifying the number 

followed by the type of polarization function.  For example, in the 6-311G(3d,2p) basis 

set two sets of p-type orbitals are added to hydrogen atoms and three sets of d-type 

orbitals are added to  atoms in the system from the first three rows of the periodic table.  

In addition to Pople-type basis sets, Dunning
34,35

 and Ahlrichs
36,37

 basis sets are also 

widely used.  
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2.10.5 Diffuse Functions  

Diffuse functions are added to a basis set to increase its radial distribution.  This 

allows orbitals to extend further from the nucleus, again increasing the flexibility of the 

basis set.  The inclusion of diffuse functions is especially important when describing 

systems such as anions, excited states, systems at non-equilibrium geometries where 

bonds are stretched or other weakly bound systems involving intermolecular interactions 

such as hydrogen bonding, since the electrons are less tightly bound.   

In Pople-type basis functions
32,33

 the inclusion of diffuse functions is denoted by a 

‘+’, as in 6-31+G. A single ‘+’ infers a diffuse function is added to all non-hydrogen 

atoms, while a double ‘+’ infers diffuse functions are added to all atoms.  

 

2.11 Electron Correlation 

 A result of the variational principle is that the Slater determinant delivers an 

approximate wave function which corresponds to an energy, HFE , that is greater than the 

exact energy, 0E .  This discrepancy provides a measure of the error introduced by the 

Hartee-Fock approximation and is referred to as the correlation energy, HF

CE , 

HF

HF

C EEE  0  2.31 

A significant portion of electron correlation arises because HF methods treat electron 

motion in an average way.  This is not an accurate representation since electrons do not 

move completely independently of one another, but instead their motion is correlated, due 

to the effects of the instantaneous electron-electron repulsions.  This effect is termed 

dynamical electron correlation.  Non-dynamical, or static electron correlation represents 

the other contributor to electron correlation and is a result of a single Slater determinant 
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being used to describe the wave function, a result of the HF approximation.  It is often 

referred to as left-right correlation and becomes a larger factor if the system exists in a 

degenerate or nearly degenerate state such that the system would be best described by 

multiple Slater determinants or as an atom deviates from the equilibrium bond distance, 

e.g. in bond dissociation.  The magnitude of HF

CE  is often comparable to the energy of a 

chemical bond.
38

  Thus, to accurately study most chemical systems, methods that account 

for electron correlation are essential.  

Post-HF methods have been developed to deal with electron correlation.  Some of 

the commonly used post-HF methods include: configuration interaction (CI); Møller-

Plesset perturbation theory (MPPT); and coupled cluster approaches (CC).  Some of these 

wave function based methods will be briefly discussed below, followed by a more 

significant discussion of another ab initio theory, density functional theory (DFT).  DFT 

uses the electron density, as oppose to the wave function, as its central variable and is 

employed exclusively in this thesis.  

 

2.11.1 Configuration Interaction 

 Configuration interaction (CI) is a variational method that includes electron 

correlation by approximating the wave function as a linear combination of Slater 

determinants, such that, 

   
s k

kk

d t

ttddssHFCI ccccc ...0  2.32 

where the ground state determinant, HF , is combined with excited state determinants.  

The ground state determinant is the HF result and the subsequent terms of equation 2.32 

denote the singly, doubly, triply and thk  excited determinants, respectively.  The thk
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determinant represents the excitation of all electrons.  The expansion coefficients, c , are 

treated variationally to obtain the lowest energy wave function.  The summation operator 

indicates that all possible excitations of that type are included.  Theoretically, if an 

infinite basis set was employed and all possible electronic excitations were considered CI 

would yield the exact energy.  However, in practice, a finite basis set and a limited 

number of electron excitations must be employed, for all but the smallest systems. 

 Thus, for computational feasibility, truncated CI methods are used.  The 

configuration interaction singles (CIS) method includes all possible singly excited 

configurations.  To instead include all double excitations, the configuration interaction 

double (CID) method is employed.  The configuration interaction singles and doubles 

(CISD) method combines these, including all singly and doubly excited configurations.  

CI is a computationally expensive method.  A CI method should be chosen such that it 

includes configurations with the largest contribution to the wave function. 

 

2.11.2 Møller-Plesset Perturbation Theory 

 Perturbation theory includes electron correlation by approximating the real system 

to be the sum of the unperturbed system, or the HF result, and a perturbation.  This 

method, proposed in 1934 by Møller and Plesset,
39

 defines the Hamiltonian of the system, 

Ĥ , to be, 

AHH ˆˆˆ
0   2.33 

where 0Ĥ  is the unperturbed reference system and Â  is the perturbation.  The value of 

the   parameter varies from 0 to 1, corresponding to the strength of the perturbation.  

Substitution of the perturbed Hamiltonian into the Schrödinger equation gives, 
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 EAH )ˆˆ( 0   2.34 

The perturbed wave function and energy can be expressed as a Taylor series, 







n
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EE
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)(lim   
2.36 

respectively, where i denotes the order of the perturbation for that term.  For example, the 

Taylor series is expanded to 2n  to obtain a second-order perturbation, which 

corresponds to the MP2 method.  A second-order, or higher, perturbation must be applied 

to obtain a correction to the HF energy.  Although theoretically an infinite number of 

perturbations can be applied, in application a finite number must be selected.  It has been 

shown that the majority of the correlation energy is recovered from a second-order 

perturbation method, and thus is a popular choice.
12  

 

Relative to HF or DFT, MP2 is a more computationally costly method, scaling 

with the fifth power of the system size.
10  

Nonetheless, it represents one of the most 

computationally efficient perturbation methods.  The coupled-cluster method is another 

perturbation method that includes electron correlation that will not be discussed here. 

Coupled cluster methods scales to the sixth to eighth power of the system size, depending 

on the types of excitations included in the method. 

 

2.12 Density Functional Theory 

Drawbacks of using wave function based methods are that they depend on N4  

variables, corresponding to three spatial and a spin variable for each electron, where N  

is the number of electrons in a system and that the wave function is not an observable, 
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and therefore experimentally inaccessible.  This makes the application of these methods 

restrictive due to the computational cost and thus, many systems are inaccessible with 

such methods.  The major difference between density functional theory and other 

quantum chemical methods is that the electron density is implicitly used to obtain a 

solution to the Schrödinger equation, instead of the wave function.  This makes intuitive 

sense given that: the integral of the density defines the number of electrons, N ; cusps in 

the density define the position of the nuclei, Ar ; and the ratio of the slope to the height of 

the cusps define the nuclear charge of these nuclei, AZ .
40

  The electron density, )(r


 , is 

defined as the probability that an electron exists within a volume, rd


, and depends on 

only three spatial variables, regardless of the size of the system. The electron density can 

be represented as, 

   NN xdxdxdxxxNr


...),...,,(...)( 21

2

21  2.37 

and is synonymous with the probability density.  

Early work with the electron density was carried out by Thomas,
41

 Fermi,
42

 

Dirac
43

 and Slater.
44

  This research is considered to be the precursor to modern density 

functional theory which was established from the work of Hohenberg, Kohn, and Sham.  

 

2.12.1 Hohenberg-Kohn Theorems 

 A 1964 paper by Hohenberg and Kohn proposed two theorems that laid the 

theoretical framework for density functional theory.
45

  The first theorem proves that the 

electron density uniquely determines the energy and thus all quantum mechanical 

properties of the system.  As mentioned previously, the Hamiltonian operator can be 

determined from the expectation value of the electrostatic attractive potential felt by the 
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electrons from the nuclei, neV̂ , and the number of electrons in the system, N .  In density 

functional theory the electrostatic attractive potential is referred to as the external 

potential and is denoted extV̂ .  Hohenberg and Kohn proved that two distinct external 

potentials cannot yield the same ground state electron density, concluding that the 

electron density is a unique variable that contains all the information about the quantum 

mechanical properties of a system.  A functional associates a number with a function, as 

oppose to a number with another number as a function does, and is denoted with square 

brackets.  For example,  00 E  denotes the ground state energy of a system which is a 

functional of the ground state electron density.  

The second Hohenberg-Kohn theorem is analogous to the variational principle 

and applies to the electron density.  The theorem proof concludes that an electron density 

delivers the lowest energy only if it is the true ground state electron density, 0 .  

2.12.2 The Universal Functional 

From the first Hohenberg-Kohn theorem, the validity of employing the electron 

density as a central variable is affirmed.  Given that the ground state energy of a system is 

a functional of the ground state electron density, it follows that the ground state energy 

can be represented as,  

       00000  extee EETE   2.38 

where the terms comprising the total ground state energy are also functionals of the 

electron density.  In the above equation the electronic kinetic energy and the electronic 

repulsive potential energy are denoted  0T  and  0eeE , respectively.  Both these terms 

are independent of the system and are said to be universal functionals.  They are 
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independent of the system because they do not contain AZ , Ar  or N .  These terms are 

collected into what is known as the universal functional,  0F , that is defined as, 

       eeee VTETF ˆˆ
000   2.39 

The electron-electron interaction term,  0eeE , can be further broken into the known 

classical Coulomb contributions,  0J , and the unknown non-classical contributions, 

 0nclE , which include the self-interaction correction as well as exchange and Coulomb 

correlation effects.  Therefore, the universal functional can be written as, 

       0000  nclEJTF   2.40 

The explicit form of the universal functional is unknown and represents a 

significant challenge in density functional theory.  The final term of equation 2.38, is the 

external potential energy, or the energy due to the attraction between the nuclei and 

electrons.  It does depend on the system and is independent of the wave function since it 

can be obtained from only the electron density.  The total ground state energy can 

therefore be written as, 

     rdVrFE ext


)(0000   2.41 

From this expression the ground state wave function is connected to a chosen 

electron density.  However, although the Hohenberg-Kohn theorems validate the 

theoretical framework of density functional theory, they have no practical use since they 

do not provide any information about the composition of the universal functional.  More 

specifically, the second Hohenberg-Kohn theorem applies only to the exact universal 

functional and since it is unknown it does not have practical application.  This can result 

in energies lower than the exact energy being computed from density functional methods. 
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2.12.3 Kohn-Sham Theorem 

  The next major contribution to density functional theory came the following year, 

in 1965, from a paper by Kohn and Sham.
46

  In this paper a way to approximate the 

universal functional is presented.  Kohn and Sham did this by first recognizing that the 

most significant difficultly encountered by orbital-free methods is the inadequate 

representation of the kinetic energy term.  They addressed this issue by using orbitals to 

construct a non-interacting system for which the kinetic energy can be computed exactly.  

For this task, a Slater determinant is employed, since it represents the exact wave 

function of a non-interacting system that is moving in an effective potential.  Analogous 

to equation 2.17 of the Hartree-Fock approximation, the spin orbitals of the Slater 

determinant are determined by,  

i

KS

ii

KSf  ˆ  2.42 

where KSf̂ denotes the Kohn-Sham (KS) operator,   denotes the KS orbitals and KS

i  

denotes the KS orbital energy.  The one-electron KS operator is defined as, 

)(
2

1ˆ 2 rVf S

KS 
  2.43 

where SV  is the effective local potential which is chosen such that the density of the 

model, non-interacting system, )(rS


 , is equal to the density of the real, interacting 

system, )(0 r


 . Thus,  

 
N

i s

iS rsrr )(),()( 0

2 
  2.44 
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This condition connects the real and model systems, and allows for a significant portion 

of the kinetic energy, denoted ST , to be calculated exactly.  To incorporate this kinetic 

energy term, Kohn and Sham redefine the universal functional as, 

        XCS EJTF   2.45 

where  XCE  is introduced as the exchange-correlation energy and is equal to,  

                nclCeeSXC ETJETTE   2.46 

In other words, the remaining part of the kinetic energy, CT , is added to the non-classical 

electrostatic contributions.  This exchange-correlation term represents all the unknown 

components of the universal functional.  It follows, via the variational principle, that the 

exact form of the KS operator can be expressed as, 

 
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where XCV  is the potential due to the exchange-correlation energy and the functional 

derivative of XCE with respect to the density,  



 XC

XC

E
V   2.48 

The KS orbitals are obtained iteratively and then used to determine the ground state 

density and energy.  If all the functionals were known exactly, the KS equations would 

yield the exact energy of the system.  The only approximation made in the KS method is 

the functional used to describe the exchange correlation energy and corresponding 

potential.  It remains a central goal of density functional theory to develop 

approximations for the unknown exchange-correlation functional.  
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2.12.4 Exchange-Correlation Holes 

The exchange-correlation energy can be separated into the exchange and the 

correlation contributions.  These are easy to conceptualize as holes in the electron 

density.  The exchange energy hole conveys that the probability of having two electrons 

of parallel spin at the same position is zero.  Thus, the exchange hole generates a hole in 

the electron density surrounding the electron with a volume equal to the charge of the 

electron, 

1')',(  rdrrhX

  2.49 

and with a depth equal to, 

)()'( rrrhX




   2.50 

where r


 is the position of the electron with spin  , 'r


 is a vector that defines the 

distance from the electron and   is the total electron density of spin  .  Equations 2.49 

and 2.50 represent the self-repulsion correction and exchange repulsion, respectively.  

The shape of the hole changes such that in areas of increased electron density the hole is 

deeper, and more diffuse in areas of lower electron density. 

The correlation hole is also centered on each electron but influences electrons of 

both same and opposite spin.  The correlation hole satisfies, 

0')',(  rdrrhC


 2.51 

The consequence of the correlation hole is that the exchange-correlation hole 

becomes deeper than )(r


  since opposite spin electrons are also being repelled.  

Ultimately, the exchange-correlation energy is calculated by, 
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In practice spherical model holes are often used and are sufficient to calculate 

accurate energies.  The approach used to model the exchange-correlation hole has led to 

many different exchange-correlation functional approximations.  Three major types, as 

well as some general approaches to developing approximate exchange-correlation 

functionals, will be discussed.  

 

2.12.5 Exchange-Correlation Functional Approximations 

The quality of a density functional method relies directly on the quality of the 

approximation used for the exchange-correlation density functional approximation, often 

referred to as density functional approximations (DFAs) or more simply functionals.  

Thus, DFT hinges on the ability to approximate the exchange-correlation functional, for 

which the exact form is unknown.  As previously mentioned, the exchange-correlation 

functional contains all the unknown elements of the system’s energy.  It incorporates the 

non-classical portion of the electron-electron interactions, the correction for self-

interaction and the part of the kinetic energy not accounted for by the non-interacting 

reference system.  

Failures of DFT to predict the correct energy or properties of a system are the 

fault of the approximate form of the exchange-correlation functional.  Unfortunately, 

there is no systematic methodology that points to this functional.  Without a systematic 

approach, the field is instead advanced by “relying on many little bits of information 

about the true functional and compensating for lack of mechanical recipes with insight 

and ingenuity.”
47

  Consequently, a range of approaches are taken in the development of 
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new density functional approximations.  The most prevalent strategies are reviewed in 

reference 47 and are summarized here: 

A. Local-density approximation (LDA) and local-spin-density approximation 

(LSDA) - The exchange-correlation functional is defined such that it depends only 

on the electron density.  The functional is designed to satisfy the conditions of a 

uniform electron gas and then locally applied to the non-uniform densities of 

chemical systems.    

B. Density-gradient expansion - The exchange-correlation functional is expanded to 

include electron density and gradients of the electron density.  These are known as 

generalized gradient approximations (GGA).   

C. Constraint satisfaction - Design of the functional form of the exchange-correlation 

functional is based on the known behaviour of the true functional.  In general, this 

approach is combined with other strategies listed here and may involve 

semiempirical corrections to the gradient terms or be entirely nonempirical.  It has 

been a very successful method for the development of new functionals. 

D. Modelling the exchange-correlation hole - This is the most popular approach and 

yields the most diverse group of functionals.  The exchange-correlation hole can 

be modelled with respect to the electron density, the gradient, the Laplacian and 

the kinetic energy density.  This approach may produce functionals that contain 

empirical parameters or may generate nonempirical descriptions.  These types of 

functionals are known as meta-generalized gradient approximations (meta-GGA) 

if they employ the kinetic energy density. 
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E. Empirical fits - This method employs experimental data in the form of large data 

sets, to optimize the functional form.  The result is empirical parameterization of 

adjustable parameters within the functional.  The functional can be of any form, or 

a linear combination of multiple functional forms. 

F. Mixing Hartree-Fock (HF) exchange and DFT approximate exchange - This 

method adds some degree of HF exchange to the functional form.  The goal is to 

include nonlocal exchange, which is difficult to model in the functional form 

since it is composed of local variables such as density, the gradient of the density, 

the Laplacian and the kinetic energy density. These density functionals are known 

as hybrid functionals.  

These methods will be discussed further in the following section.  Also, it should 

be noted that this list is not all-inclusive; for example, the double-hybrid method is a 

strategy that adds second-order perturbation theory, to more accurately model correlation, 

to the hybrid functional form discussed above.
48

  It should be noted that strategies are 

often used in combination with one another.  For example, an approach that aims to 

model the exchange-correlation hole may contain parameters fitted to experimental data 

sets, employing strategies D and E.    

 

2.12.6 Types of Exchange-Correlation Functional Approximations 

There are three main categories of exchange-correlation density functional 

approximations: local density and local spin density approximations; generalized gradient 

approximations; and hybrid functionals. 

The local density approximation (LDA), or in spin polarized systems, the local 

spin-density approximations (LSDA) assumes that the exchange-correlation energy 
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locally depends solely on the electron density.  These methods yield accurate geometries 

and slightly overestimated covalent and ionic bond energies, but do not accurately 

describe hydrogen bonds.
49–51

  They also fail to give accurate molecular energies.  LDA 

and LSDA provide accurate results for systems that closely resemble a uniform electron 

gas, such as systems with only slight variation in electron density with position.  These 

methods are primarily used in the field of physics to describe extended systems that fit a 

uniform electron gas model.
52

  

 The generalized gradient approximation (GGA) uses a functional that depends on 

the density and its first derivative, the gradient of the density.  In GGA methods, the 

exchange-correlation functional is broken into an exchange contribution and correlation 

contribution.  Various exchange and correlation functionals exist and are combined to 

form a complete density functional theory method.  Accurate geometries and energies can 

be obtained from GGA methods, and thus represent a substantial improvement over LDA 

and LSDA methods.  One of the most popular exchange functionals was developed by A. 

D. Becke and is abbreviated as B88 or, perhaps more often, as B.
53

  A popular correlation 

functional, denoted LYP, was proposed by C. Lee, W. Yang and R. G. Parr in the same 

year.
54  

These two functionals can be combined to yield the BLYP exchange-correlation 

functional, employed in studies found in this thesis.   

 Another popular type of exchange-correlation functional incorporates Hartree-

Fock exact exchange and is referred to as a hybrid functional. A widely used hybrid 

exchange-correlation functional is B3LYP, which combines the Becke three-parameter 

exchange functional (B3), developed by A. D. Becke,
55

 with the LYP correlation 

functional mentioned above. This functional is defined as, 
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where a , b  and c  are semiempirical coefficients that vary the contributions of each 

parameter.  The B3LYP exchange-correlation functional is employed in Chapters 3 and 4 

of this thesis.  

 

2.13 Dispersion 

The notion that atoms do not influence one another at large internuclear or 

intermolecular distances and strongly repel one another at short distances is a 

straightforward concept.  However, at intermediate distances they can slightly attract one 

another.  This is because the motion of the electrons can generate an uneven electronic 

distribution in atoms causing an instantaneously induced multipole moment and 

momentary attraction between the atoms, even in the absence of a permanent dipole 

moment.  This force is referred to as a dispersion, or London, force and is gievn by the 

inverse sixth power of the intermolecular distance.  

Noncovalent interactions, or noncovalently bound complexes frequently involve 

dispersion interactions.  Dispersion is the result of long-range correlation effects and, as 

such, cannot be described by many popular density functional approximations.  Many 

functionals only account for local or semilocal effects, also referred to as short and 

medium-range correlation.  There are various approaches to account for the description of 

dispersion interactions that can be generalized into two categories: developing a new 

functional form that includes physical terms to model dispersion, and adding dispersion 

correction terms empirically to an existing functional form.  The first approach can be 

acheived by including non-local terms in the functional form
56,57

 or effective core 

potential
58

 or the dispersion interaction can be described by the dipole moment induced 
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by an electron and its exchange hole.
59–63 

 
 
Adding empirical, or semiclassical, dispersion 

terms to a density functional approximation adds negligible computational expense, since 

only interactions between atomic centres are required, and are often referred to as DFT-D 

methods.  The most popular method of this type was proposed by Grimme and employs 

an R
-6

 term, where R is the interatomic distance, along with a dispersion coefficient 

constant, and a damping function to correct the interaction at short-range.
64–66

  This 

approach provides the correct dependence of the dispersion energy on the interatomic 

distance modified by empirical coefficients.   A recent improvement to the DFT-D 

method, known as DFT-D3, uses theoretical data to optimize the coefficients of the 

dispersion correction and thus is considered to be nonempirical in nature.
66

   

It should be noted that some density functional approximations are parameterized 

with test sets that include dispersion interactions.  These functionals, notably M05-2X 

and M06-2X, are recommended by their developers as functionals that account for 

dispersion interactions.
67,68

  It is important to note that these functionals do not include a 

physical description of dispersion nor do they include a London-type R
-6

 dispersion term.  

A detailed discussion of DFT methods that include dispersion is beyond the scope 

of this thesis.  For a comprehensive review of this topic see reference 69.  Within this 

thesis, a number of density functional approximations are employed that account for 

dispersion interactions, including M06-2X, BLYP-D, B3LYP-D, B97-DB97-D and 

ωB97X-D.  These functionals account for dispersion interactions by including empirical 

dispersion terms.  

 

  



41 

 

2.14 Techniques for Geometry Optimization 

Exploration of the potential energy surface for a molecular system is perhaps the 

most powerful tool in computational chemistry.  The changes in geometry and energy 

that happen as a molecular system undergoes a chemical change are at the foundation of 

chemical phenomena.  There are numerous algorithms that can be employed to find a 

local minimum in total energy.  The Berny geometry optimization algorithm is the default 

method implemented in the popular computational chemistry software Gaussian.
70

  The 

method is based on a program written by H. B Schlegel.
71

  In essence, the geometry of 

the molecule is systematically modified until an energy minimum, to within a criterion 

determined by the user, is obtained.  This process is referred to as geometry optimization 

or energy minimization.  The local minimum is determined with respect to initial 

molecular coordinates inputted by the user.  These may be generated from an 

experimentally determined structure, such as from X-ray crystallographic data or 

chemical intuition based on typical bond lengths for atoms or analogous molecules.  The 

closer the starting geometry is to the minimum energy geometry, the fewer number of 

necessary iterations, thus making the calculation faster.  Frequently, the global minimum 

structure is desired, thus geometry optimizations of various conformations of the 

molecule must be performed.  In general, the more atoms involved in a system, the larger 

number of local minima present along the potential energy surface, thus careful 

consideration of various conformations is essential.  

  In addition to the local and global minima on a potential energy surface, the 

saddle points that connect the minima and transition state structures are also often of 

interest.  These saddle points are minima along the potential energy surface in all 
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coordinates, except one, the reaction pathway.  Mathematically, this corresponds to one 

negative eigenvalue in the Hessian matrix, the matrix of the second derivatives of the 

energy, also known as the force constant matrix.  The negative eigenvalue manifests as an 

imaginary vibrational frequency for the molecular system. 

2.15 The Quantum Theory of Atoms in Molecules 

 The quantum theory of atoms in molecules (QTAIM)
72–74

 exploits information 

that can be obtained from the electron density of a system to explain and understand 

experimental observations made in chemistry.  More specifically, QTAIM employs the 

electron density, )(r , using its topology to partition the molecular system into atomic 

regions.  Analysis of the atomic regions allows for the characterization of bonding and 

various atomic properties. 

In QTAIM, the central variable used for analysis is the electron density, )(r .   

At the nuclei there exists a localization of electron density, a result of the attractive forces 

between the electrons and nucleus, which extends from the nucleus into the internuclear 

space.  The equilibrium of the forces between the nuclei and surrounding electrons 

enables the partitioning of the molecule into atomic regions, or atoms in molecules.  The 

boundaries of the atomic regions occur where the first derivatives of the electron density 

are zero, referred to as a zero-flux surface.  

 

2.15.1 The Gradient-Vector Field and Critical Points 

The charge density topology is analyzed by evaluating the gradient of the electron 

density,  , defined as,  
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If the first derivatives of the density are zero, in other words, each term of the gradient in 

equation 2.54 is zero, a critical point is obtained.  There are four types of critical points 

that characterize unique chemical components of a molecule: nuclear critical points 

(NCP); bond critical points (BCP); ring critical points (RCP); and cage critical points 

(CCP).  A critical point is classified by assessing the second derivatives of the electron 

density at that point, cr , shown in the form of a Hessian matrix, 
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To obtain the eigenvalues, the Hessian matrix is diagonalized and the trace of the matrix 

evaluated.  This is the Laplacian of the density, 
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The critical points are classified by the nature of the three eigenvalues of the Hessian 

matrix, which describe the curvature of the density.  More specifically, the critical points 

are characterized by two values, the rank and signature, denoted   and  , respectively.  

The rank is defined as the number of non-zero curvatures, or eigenvalues, and is equal to 

three in all types of critical points.  The signature assigns a value of +1 to positive 

eigenvalues and -1 to negative eigenvalues, and is defined as the sum of these three 

values.  The rank and signature corresponding to each type of critical point is shown in 

Table 2.1. 
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Table 2.1. Classification of critical point types. 

Type of Critical Point Rank and Signature, ),(   

Nuclear critical point (NCP) )3,3(   

Bond critical point (BCP) )1,3(   

Ring critical point (RCP) )1,3(   

Cage critical point (CCP) )3,3(   

 

 The composition of critical points within a molecule obey the topological rule 

such that, 

1 CCPRCPBCPNCP nnnn  2.57 

where n  is the number of each type of critical point in a molecule or other isolated 

system.  This property is known as the Poincaré-Hopf relationship.  Its satisfaction is 

used as an indication of a successful analysis.  

 

2.15.2 Electron Density at the Bond Critical Point 

The magnitude of the electron density at the BCP provides a measure of the bond 

strength.  More specifically, a larger electron density is associated with greater bond 

strength.  The value of   at the BCP can be used to characterize the type of bonding. 

Typically, BCPs with an electron density above 0.20 are indicative of covalent bonding 

character while an electron density less than 0.10 signifies a closed-shell interaction.  In 

QTAIM, a closed-shell interaction refers to non-covalent interactions such as ionic, 

hydrogen bonding or van der Waals interactions.  This property is also reflected in the 

sign of the Laplacian, 2 , at the BCP.  Covalent and closed-shell interactions give 

negative and positive values for the Laplacian, respectively.  
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Analysis of the value of   at the BCP can be a powerful tool to assess bond 

strength within a molecule.  Although bond lengths are often used to determine bond 

strength, this has proven erroneous in some cases which are discussed later in this thesis.  

Conventionally, bond strength is assessed by carrying out lengthy and often complicated 

bond dissociation calculations, however, QTAIM analysis allows for the comparison of 

the bonds within a molecule, often inaccessible via a bond dissociation calculation.  

 

2.15.3 Interatomic Surfaces and Bond Paths 

 A zero-flux surface is a region of the electron density defined by, 

0)()(  rnr


  2.58 

where )(rn


 is a unit vector orthogonal to the surface.  These zero-flux surfaces define an 

atomic basin and occur between atoms involved in a bonding interaction.  These 

boundaries result in a division of real space into atomic regions, where a nucleus and its 

associated atomic basin define an atom in a molecule.  The electrons contained within an 

atomic basin can be obtained by integrating over the basin.  For an atomic basin, A, this 

is defined by, 

𝑁(𝐴) = ∫ 𝜌(𝑟)𝑑𝑟

𝐴

 2.59 

where 𝑁(𝐴) is the number of electrons contained in the atomic basin of atom A, and the 

sum of all the atomic basins is the number of electrons in the molecule, 𝑁.  This 

separation allows for the determination of various atomic properties that contribute to 

molecular properties, such as charge, volume, dipole moment and energy, by integration 

with the appropriate operator over the individual atomic basin. 
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 Between nuclei that share a zero-flux surface, or bonded atoms, there exists a path 

of locally maximum electron density.  This is defined as the bond path.  The bond path 

crosses the zero-flux surface at the BCP, which is a local minimum of the electron 

density along the bond path.  

2.15.4 Delocalization Indices 

QTAIM involves the analysis of the topology of the one-electron density; 

however two-electron properties, based on the electron pair density, can also provide 

insight into chemical properties.  The electron pair density, denoted ),( 21 rr


 , represents 

the probability of simultaneously finding an electron at 1r


 and 2r


, and contains 

information about electron correlation.
10,75

  A two-electron property employed for 

analysis in this thesis is the delocalization index, denoted as δ.  If atomic basins A and B 

are considered, the delocalization index provides a quantitative measure of the sharing of 

electrons between atoms A and B, and is defined as, 

𝛿(𝐴, 𝐵) = −4𝐷(𝐴, 𝐵) + 2𝑁(𝐴)𝑁(𝐵) 2.60 

where 𝐷(𝐴, 𝐵) is the probability of simultaneously finding an electron in atomic basin A 

and another in atomic basin B.  This property is obtained by integrating over the 

coordinates of one electron in the pair density over the atomic basin A and the 

coordinates of the other electron over atomic basin B, such that,  

𝐷(𝐴, 𝐵) = ∫ 𝑑𝑟1

𝐴

∫ 𝑑𝑟2𝜌(𝑟1, 𝑟2)

𝐵

 

2.61 

Depending on the density functional approximation employed, the delocalization 

index captures Coulomb correlation and the Hartree-Fock exchange, or Fermi 
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correlation.
72,74,76–78

  In other words, the delocalization index partitions the exchange-

correlation density between atoms.   

The delocalization index between bonded atoms provides a measure of bond 

order, since it is a measure of the number of electron pairs shared between them, and thus 

has considerable practical applications.
74

   It should be noted that since the electron-pair 

density is not defined within density functional theory the two-electron density is 

approximated.  It has been shown that the delocalization indices obtained via the KS 

orbitals slightly overestimate delocalization, or covalency, relative to those computed 

from the HF orbitals.
79

  Although not theoretically rigorous, the approximate 

delocalization indices derived from DFT methods have been shown to be useful tools for 

the analysis of the molecular electronic structures.
76–82

  The delocalization index is 

employed to analysis results in Chapter 4 of this thesis. 

2.15.5 Criticisms of QTAIM 

QTAIM is a density-based topological tool which allows for the study of chemical 

bonding and is one of the most well-known and most cited approaches to query the 

chemical bond.  The method exploits the large amount of information that can be 

obtained from the electron density of a system to explain and understand experimental 

observations made in chemistry.  Analysis of the topological features of the electron 

density allows for the characterization of chemical bonding and atomic properties such as 

charge, radius, volume, polarization, and atomic energy.  It is advantageous over 

molecular orbital based analyses since the understanding of a system does not depend on 

the way the wave function was obtained.  The underlying concepts of QTAIM are 

generally regarded as robust methods since the topology of the electron density and 
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associated bond paths can be obtained from experimental techniques such as X-ray 

energy dispersive techniques.   

As with any method developed within the scientific community, QTAIM is 

subject to criticism. One of the most prevalent criticisms stems from the absence or 

presence of bond paths where chemical intuition would disagree.  A full discussion of 

these criticisms is beyond the scope of this thesis; however, it is the opinion of the author 

that the definition of a chemical bond is too restrictive to encompass all the interactions 

between atoms and molecules.  R. F. W. Bader, the developer of QTAIM, has 

emphasized that a bond path indicates chemical bonding and not a chemical bond, since 

its definition is not rigorous, nor rooted in quantum mechanics, in other words, there is no 

quantum mechanical operator for the chemical bond.
83,84

  The work presented in this 

thesis does not employ QTAIM to define novel chemical bonding, but instead uses the 

QTAIM properties derived from the electron density to gain insight into the electronic 

properties of these systems which are largely regarded as robust. 
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Chapter 3 : The Effect of Multiplicity on the Size of Iron (II) 

and the Structure of Iron (II) Porphyrins 

 

Adapted with permission from Walker, V. E. J.; Castillo, N.; Matta, C. F.; Boyd, R. J. 

The Effect of Multiplicity on the Size of Iron(II) and the Structure of Iron(II) Porphyrins. 

J. Phys. Chem. A 2010, 114, 10315–9, referenced herein as 85.  Copyright 2010 

American Chemical Society.  

 

3.1 Introduction 

Hemoglobin is an iron-containing metalloprotein found predominately in the red 

blood cells of vertebrates.  Its ability to bind oxygen and to transport it throughout the 

body is of significant physiological importance.  Oxygen is bound at the heme site, a 

nearly planar iron-containing porphyrin molecule, located in a hydrophobic pocket on 

each of the four sub-units of the protein.
86

  Each heme group is coordinated to the protein 

by an amino acid, typically histidine, which acts as an axial ligand to the iron.  The 

porphyrin nature of the heme group makes it a highly delocalized system, allowing 

electron and spin delocalization throughout the molecule.
87–89

  The formation of many 

stable heme species with varying iron oxidation states in biological systems can be 

attributed to this effective delocalizing framework.
90

  

The functionality of the hemoglobin protein is, in part, due to the structure of the 

high-spin state of the iron atom, the quintet state.  The penta-coordinated heme site is 

domed
91

 and when oxygen binds to the other axial position of the iron atom the heme 

group undergoes a conformational change.  The iron atom moves into the porphyrin 

plane, from the original domed position, resulting in the movement of the histidine 

residue toward the porphyrin plane.  This conformational change is transmitted through 

the peptide chain, resulting in a change of the tertiary structure and new binding 
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interactions which leads to a new quaternary structure.  As a consequence, the heme 

binding site of the second deoxy subunit binds oxygen more favourably, resulting in a 

significant increase in affinity of hemoglobin for oxygen.
92

  This effect is further 

strengthened as subsequent oxygen molecules bind to hemoglobin until all four heme 

groups are bound.
93

  Although deoxyhemoglobin has a modest affinity for oxygen, this 

allosteric mechanism of hemoglobin, as well as the high oxygen pressure in the lungs 

makes hemoglobin an effective transporter of oxygen.  

 Consequently, the domed structure of the penta-coordinated iron has a key role in 

the functionality of the hemoglobin protein.
94,95

  The original explanation for this 

geometry was based on X-ray structures
96,97

 and assumed that the effect was a result of 

the high-spin state of iron being more spatially extended than the lower spin states, 

forcing the iron atom out of the plane.  Later it was shown, both theoretically
98

 and 

experimentally
99

, that for isolated atoms or ions the high-spin state is spatially smaller 

than the low-spin state of an atom with the same charge and configuration.  A more 

recent study has shown this to hold true for various spin states of iron (II).
100

  This 

observation has been shown to be consistent with the quantum mechanical interpretation 

of Hund’s multiplicity rule.
101

  The valence electrons, or highest energy electrons, in 

higher spin states are unpaired and as a result experience less screening from the nucleus.  

This results in greater electron-nuclear attraction and thus a smaller atomic size.  Despite 

these more recent studies disproving the earlier assumption, it is still often stated that the 

larger atomic radius of high-spin iron forces it out of the porphyrin plane.
102–106

 

In this study, the quantum theory of atoms in molecules (QTAIM)
72–74

 is used to 

investigate the atomic volume of iron within the porphyrin environment.  Five spin states 
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of Fe
2+

 are considered, 2S +1 = 1, 3, 5, 7, and 9, which correspond to the singlet, triplet, 

quintet, septet and nonet states, respectively.  The QTAIM method defines the volume of 

an atom in a molecule as the space bound by zero-flux surfaces and a chosen outer 

isodensity envelope. 
 
Typically, an isosurface of ρ = 0.001 au is used since it generally 

contains more than 99% of the electrons and closely reproduces the experimental van der 

Waals volumes in the gas phase.
 
 

 

3.2 Computational Methods 

All calculations employed density functional theory using the B3LYP functional 

and were performed with Q-Chem, version 3.1.
107

  Density functional theory is widely 

used due to its high efficiency for large systems.  The B3LYP density functional 

approximation combines Becke’s  three-parameter hybrid exchange functional with the 

Lee-Yang-Parr correlation functional and has been shown to be an adequate 

computational method for the study of heme models
102,103,108,109

 and other iron containing 

systems.
110,111

  Consequently, it is an appropriate method for this investigation.  

Preliminary calculations, including the potential energy surface, were completed 

using the 6-31G(d) basis set, to ensure consistency with the previous study by Ugalde 

et al.
100

  The optimized structures were used as starting geometries for calculations with a 

higher basis set to reduce computational time.  These calculations were performed using a 

mixed basis set.  The 6-31G(f)  basis set was used for iron and all other atoms were 

treated with the 6-311G(d,p) basis set.  Atomic properties of iron and bond critical points 

(BCPs) were computed using AIMAll.
112

  Molecular graphs depicting the critical points 

were computed using AIM2000.
113
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This study considers the singlet, triplet, quintet, septet and nonet states of 

iron (II), iron (II) porphine and iron (II) porphine ligated by imidazole in the axial 

position.  The structures are abbreviated as Fe
2+

, FeP and FePIm, respectively.  Porphine, 

the simplest porphyrin, is used in these molecules as a model for the heme group.  Figure 

3.1 displays a ball-and-stick model of the FePIm model system.  The Fe
2+

 atom has a 

d
6
 electronic configuration, thus it is reasonable to assume that d-orbitals are involved in 

the coordination of iron to the porphine ring and any axial ligands.  Imidazole was 

selected because it mimics the histidine residue that binds the heme group in 

hemoglobin.
93,95,100

  The porphyrin framework is otherwise unligated since it is sufficient 

to model the environment of the iron atom.  No symmetry constraints were assumed.  

Frequency calculations on the optimized geometries were performed to confirm that no 

imaginary frequencies were present and that the geometries obtained are local minima. 

 

Figure 3.1. Molecular structure of FePIm shown in ball and stick format. Carbon, 

nitrogen and hydrogen atoms are shown as grey, blue and white spheres, respectively.  

The iron atom is shown in orange. 

 
 

3.3 Results and Discussion 

3.3.1 Potential Energy Surfaces 

To ensure the global minima were located, a relaxed potential energy surface for 

each spin state was computed by varying the degree of rotation of the imidazole group 
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relative to the porphyrin.  The spin states closest in energy are the singlet, triplet and 

quintet states.  These states are of most interest because they are lowest in energy and 

have physiological relevance.
4
  The potential energy surfaces for these states are shown 

in Figure 3.2.  The septet and nonet states of FePIm are significantly higher in energy, 

approximately 28 kcal∙mol
-1 

and 69 kcal∙mol
-1

, respectively.  A 0° rotation, as shown in 

Figure 3.2a, is defined to be when the plane of the imidazole group eclipses two of the 

nitrogen atoms of the porphyrin ring and a 45° rotation, as shown in Figure 3.2b is 

defined to be when the plane of the imidazole group is located between the nitrogen 

atoms of the porphyrin ring.  The lowest energy configurations were then optimized 

without constraints to obtain the true minima structures for each spin state. 

Figure 3.2. Potential energy surfaces for the singlet, triplet and quintet states of FePIm 

computed at B3LYP/6-31G(f) for iron and B3LYP/6-31G(d,p) for all other atoms.  The 

configuration of structure (a) defines a 0° rotation and structure (b) defines a 45° rotation.  
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The energy barrier of rotation is less than 2.1 kcal∙mol
-1

 for the singlet, triplet and 

quintet spin states.  This shallow potential energy surface implies that there is some 

degree of free rotation in the porphyrin ring with respect to the imidazole group.  It 

should also be noted that the potential energy surfaces for the triplet and quintet states are 

very close in energy, intersecting at points.  Thus, for this functional, the ground state 

varies depending on the relative orientation of the porphyrin ring with respect to the 

imidazole group.  

3.3.2 Structures 

 The relative energies of each spin state of Fe
2+

, FeP and FePIm are reported in 

Table 3.1.  The ground state of the Fe
2+

 ion is the quintet state.  The ground states of FeP 

and FePIm are the triplet states.  This difference is due to two competing energetic 

effects: Hund’s rule, which predicts high-spin states to be energetically favoured since 

they exhibit greater electron-nucleus attraction energies, a result of greater electron 

repulsion from Fermi, or exchange, correlation;
114

 and the aufbau principle, which 

favours filling the lowest available molecular orbitals.  The qualitative ordering of the 

relative energies is in agreement with results computed with other computational 

studies.
88,100

  It should be noted that the quintet state of FePIm, which is the predominant 

state in deoxygenated heme, is very close in energy to the triplet ground state having an 

energy difference of less than 1.5 kcal∙mol
-1

. 

 The computed geometry for the quintet state is in agreement with experimental 

results for human deoxyhemoglobin.
94

  The experimental out of plane displacement of 

iron from the plane defined by the nitrogen atoms of the porphyrin is 0.36(5) Å.  The 

computed displacement for the quintet state is 0.361 Å which is within the error of the 
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experimental result.  The experimental bond distance between the iron and the nitrogen of 

the proximal histidine group is 2.06(2) Å and between the iron and the nitrogens of the 

porphyrin is 2.12(4) Å.  The computed bond distances for the quintet state are in good 

agreement: 2.098 Å, between iron and the nitrogen of the imidazole group (Fe-NIm); and 

2.179 Å, between the iron and the nitrogens of the porphyrin (Fe-NP).  This excellent 

agreement between the computed and experimental geometries provides further support 

to the adequacy of the level of theory chosen in the present work. 

Table 3.1. The relative energies (kcal∙mol
-1

) for each spin state of Fe
2+

, FeP and FePIm 

computed at the B3LYP/6-31G(f) level for iron and the B3LYP/6-311G(d,p) level for all 

other atoms. 

 Singlet Triplet Quintet Septet Nonet 

Fe
2+

 91.59 61.08 0.00 94.10 1697.78 

FeP 39.79 0.00 15.45 48.75 93.41 

FePIm 8.87 0.00 1.48 27.51 68.69 

 

The optimized molecular structure of imidazole ligated iron (II)-porphyrin is 

shown in Figure 3.1.  The molecular graphs of the optimized structures for its various 

spin states are shown in Figure 3.3.  It can be seen in these graphs that the out of plane 

displacement of iron is greatest in the high-spin states, relative to the singlet state.  

Distances for the out of plane displacement are listed in Table 3.2.  There is no 

displacement of iron from the plane in the unligated iron (II)-porphyrin species.  Even 

when computed using no symmetry constraints, the displacement from the plane is 

negligible (less than 0.001 Å).  This supports the notion that the doming effect observed 

in hemoglobin is not a result of a larger volume of the high-spin state of iron, since if this 

were the case, a similar displacement should also be observed in the unligated structure.   
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Figure 3.3. Molecular graphs for each spin state of FePIm.  Bond critical points (BCPs) 

are denoted in red and ring critical points (RCPs) are denoted in yellow. 

 Molecular Graph 
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Table 3.2. The out-of-plane displacement (Å) of iron from the porphyrin plane and the 

iron-nitrogen bond distances (Å) for each spin state of FePIm.  

 Singlet Triplet Quintet Septet Nonet 

Displacement 0.161 0.115 0.361 0.379 0.237 

Fe-NP 2.005 2.008 2.098 2.064 2.069 

Fe-NIm 1.926 2.255 2.179 2.112 2.109 

 
 

Given the larger out of plane displacement in the quintet state versus the triplet 

state, the Fe-NP and Fe-NIm distances are as expected.  Relative to the triplet state, the Fe-

NP distance in the quintet state is larger due to the greater distortion from the plane.  This 

distortion in the quintet state brings the iron atom closer to the imidazole group resulting 

in a stronger interaction and a shorter distance, relative to the triplet state.    

 

3.3.3 Atomic Volume of Iron 

 The atomic volume of iron in each spin state of FeP and FePIm is listed in Table 

3.3.  Relative to the triplet ground state, the iron atom in the quintet state of both 

molecules has a smaller volume.  The average electron densities for iron are also listed in 

Table 3.3.  The average electron density of an atom is defined to be the total electron 

population of the atom bound by the union of a chosen isodensity envelope and the 

internal zero-flux surface divided by its atomic volume.  An isosurface of ρ = 0.001 au 

was used in this study.  The larger average electron density of the quintet state relative to 

the ground state demonstrates that the charge concentration is greater in the quintet state, 

since a larger percentage of the electron population resides in the atomic volume for the 

quintet state of iron.  This suggests that the electron density is more concentrated and 

compressed in the quintet state.  This is indicative of electron donors and reflects iron 

susceptibility to oxidation.  
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Table 3.3. Volumes (au
3
) bound by a 0.001 au isosurface of the electron density, the 

average electron density (au) within each volume and the atomic charges (au) of iron for 

each spin state of FeP and FePIm.  

 Singlet Triplet Quintet Septet Nonet 
F

eP
 

Volume 95.02 103.07 92.75 110.15 81.58 

Average ρ 0.261 0.240 0.265 0.224 0.297 

Charge 1.166 1.203 1.379 1.323 1.727 

F
eP

Im
 Volume 72.05 79.46 76.35 70.42 70.01 

Average ρ 0.343 0.311 0.322 0.344 0.346 

Charge 1.255 1.287 1.379 1.740 1.759 

 

 

QTAIM defines the atomic charge to be the difference between the nuclear charge 

of the atom and its total electron population in a molecule.  The atomic charge for iron is 

also listed in Table 3.3.  The atomic charge of iron in the quintet state is more positive 

than in the ground state.  This would increase the propensity for the iron atom to react 

with an approaching O2 molecule, or other electron-rich molecule, in the quintet state.  It 

should also be noted that the charge difference between Fe and NIm in the quintet state is 

2.523 au and in the triplet state is 2.410 au.  

 

3.3.4 Electron Density at the Bond Critical Point 

The electron density (ρ) at the bond critical point (BCP) provides a measure of 

bond strength.
115,116

  The ρBCP and 2 ρBCP values for the bond critical points around iron 

in FePIm are given in Table 3.4.  The magnitudes of the electron densities and sign of the 

Laplacian at the BCP indicate that the interactions between iron and the surrounding 

nitrogen atoms are closed-shell interactions.  The two states of significant interest are the 

triplet, since it is the ground state, and the quintet state, since it has physiological 

importance.  In comparing the electron densities of these states the quintet state has a 
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greater electron density at all of the BCPs between iron and the surrounding nitrogen 

atoms.  This is expected between the iron and the nitrogen atom of the imidazole group 

since there is a shorter bond length in the quintet state, reported in Table 3.2.  However, 

the greater electron density between the iron and the nitrogen atoms of the porphyrin ring 

is counter intuitive, since the bond is longer due to the larger out of plane displacement of 

the quintet state.  This also contradicts an earlier suggestion that the doming is due to the 

weakening of the Fe-NP bonds.
100

  

 

Table 3.4. Electron density, ρ, (au) and Laplacian, 2 ρ, (au) at the bond critical point 

between iron and the nitrogen of the imidazole group and the average electron density 

between the iron and the four nitrogen atoms of the porphyrin ring for FePIm.   

 Singlet Triplet Quintet Septet Nonet 

Fe-NP
* 

ρ
 

0.0816 0.0691 0.0742 0.0849 0.0837 

2 ρ 0.469 0.331 0.331 0.277 0.272 

Fe-NIm 
ρ 0.0976 0.0591 0.0618 0.0739 0.0737 

2 ρ 0.613 0.247 0.223 0.244 0.254 

*Average ρ of the four BCPs of Fe-NP, standard deviation < 0.0007 au. Average 2 ρ at the four BCPs of 

Fe-NP, standard deviation < 0.005 au.  
 

 

3.3.5 Molecular Orbitals 

 In order to further investigate the above results, the molecular orbitals were 

plotted.  The reactive molecular orbitals, or highest occupied molecular orbitals 

(HOMO), of the triplet and quintet states of FePIm are shown in Figure 3.4.  With respect 

to the iron atom, the highest occupied orbital of the triplet state is the 2z
d orbital.  In the 

quintet state the 22 yx
d


orbital of the iron atom is the highest occupied orbital.  The 

resulting interactions with the surrounding porphyrin environment have both bonding and 

antibonding character.  Although previous studies
100,102

 have proposed that the magnitude 
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of the antibonding interaction is greater in the quintet state, resulting in the longer Fe-NP 

bond distance, it is quite difficult to deduce which orbital interaction has greater 

antibonding or bonding character from the diagrams shown in Figure 3.4.  Taking into 

account the greater electron density at the BCPs between Fe and NP in the quintet state, it 

is unlikely that the orbital interactions of the quintet state have greater antibonding 

character, or that this is the cause of the out of plane doming seen in the quintet state.  

The greater electron density at these points would infer that these interactions have 

significantly more bonding character.  The doming effect likely causes the longer bond 

distance in spite of the stronger bonding interaction, and not vice versa.  This is supported 

by the molecular orbital diagrams that are observed for the unligated FeP species, since 

no doming is seen in these species and the Fe-NP orbital environment is very similar.  

Figure 3.4. Highest occupied molecular orbital (HOMO) of the triplet (a) and quintet (b) 

state of FePIm. Positive and negative lobes are indicated by red and blue, respectively. 

 

  Since there is no doming observed in the unligated porphyin species the cause of 

the doming must involve the interaction of the iron and porphyrin ring with the imidazole 

group.  It can be seen from the molecular orbital diagram that in the triplet state the 2z
d

orbital would typically have an antibonding interaction along the Fe-NIm bond.  However, 

 
 

(a) (b) 
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in this case the 2z
d orbital has distorted itself so that the equatorial lobe is interacting with 

the orbital on the NIm atom.  This distortion likely contributes to the lower electron 

density at the Fe-NP BCPs in the triplet state.  Despite this distortion, the electron density 

at the BCP between Fe and NIm is greater in the quintet state than in the triplet state.  The 

weaker interaction in the triplet state causes Fe
2+

 to remain in the porphyrin plane.  A 

greater out of plane displacement is seen in the quintet state due to the stronger Fe-NIm 

interaction which pulls the iron atom out of the plane.  This is likely due to the larger 

atomic charge difference between these atoms in the quintet state resulting in a greater 

electron density and stronger interaction. 

 

3.4 Conclusions 

 The QTAIM analysis of the doming in iron-porphyrin complexes shows that in 

the quintet state of FePIm the iron atom is spatially smaller and has a larger out of plane 

displacement than in the triplet ground state.  This is consistent with recent studies and 

renders the original assumption that the larger size of high-spin iron was the cause for the 

out of plane displacement observed in heme invalid.  

There is no iron out of plane displacement observed in the unligated iron (II) 

porphyrin, FeP, and the ρ values at the iron BCPs are higher, indicative of a stronger 

Fe-NIm bonding interaction in the quintet state relative to the triplet state.  Therefore the 

cause of the doming must depend significantly on the interaction of FeP with the 

imidazole group.  In conclusion, the doming effect observed in the quintet state is a result 

of two effects: the nature of the occupied of molecular orbitals, resulting in a lessened 

repulsion between Fe
2+

 and nitrogen of the imidazole group relative to the triplet state; 
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and a greater electrostatic attraction between Fe
2+

 and nitrogen of the imidazole group 

due to a greater difference in atomic charge.  
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Chapter 4 : Binding of O2 to Iron Porphyrin: Effects of 

Hartree-Fock and Range-Separated Exchange  

 

The research presented in this chapter has been submitted for publication: Berryman, V. 

E. J.; Boyd, R. J.; Johnson, E. R. Balancing Exchange Mixing in Density-Functional 

Approximations for Iron Porphyrin, Journal of Chemical Theory and Computation.  

 

4.1 Introduction 

Many biological proteins have active sites that feature metalloporphyrin centers. 

These systems represent a significant area of research due to their diverse chemical 

applicability and potential for diagnostic and therapeutic purposes.
117–119

  Iron-centred 

systems in particular have attracted much interest due to their relevance in biological 

systems, known universally to occur in the oxygen-carrying proteins hemoglobin and 

myoglobin, as well as in enzymes such as cytochrome c and peroxidase.
120–122  

 

The functionality of the hemoglobin protein is, in part, due to the structure of the 

high-spin state of iron at the centre of the heme group, an iron-porphyrin structure.
123

  

Since these systems are characterized by multiple spin states that are relatively close in 

energy, they present a challenge to electronic structure methods in accurately predicting 

the correct ground state.  Another challenging feature of the system is that upon dioxygen 

binding to the heme group the spin state of the system changes.  This makes them an 

attractive system to test the ability of contemporary functionals of density functional 

theory (DFT) to account for the properties of transition metal complexes.  

 Density functional theory is probably the most popular electronic structure 

calculation method for efficient, approximate calculations of chemical systems.  Despite 

widespread popularity, there are important limitations of the method that are apparent in 
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some chemical systems.  One such error is the many-electron self-interaction error, or 

delocalization error, which is a common problem for many popular density functional 

approximations, such as widely used GGA and hybrid functionals.
123–126

  This is because 

the non-locality of the exchange-correlation hole is crucial, leading to failures in the 

calculation of dissociation barriers and long-range charge-transfer excitations.  These 

errors result from the artificial stabilization of delocalized states, and can also arise from 

the destabilization of localized states.
123,124,126

 

Hybrid functionals attempt to resolve this error by including a portion of 

Hartree-Fock (HF) exchange.  The goal is to incorporate exactly computed nonlocal 

exchange, also referred to as Fermi correlation, which is difficult to model in the 

functional form since it is composed of local variables such as density, the gradient of the 

density, the Laplacian and the kinetic energy density.  However, the HF method does not 

take into account Coulomb correlation and thus localizes the electron density.  Since pure 

DFAs delocalize the electron density, hybrid functionals aim to blend these effects to 

achieve a better description of the electron density.  

 Long-range corrected hybrid density functionals attempt to resolve delocalization 

error by enacting 100% HF exchange for long-range electron-electron interactions, where 

the parameter denoted ω controls the partitioning of the interelectronic distance, 𝑟12.  The 

electron repulsion, 
1

𝑟12
, is partitioned at a parameterized value, denoted ω, such that: 

1

𝑟12
=

erf(𝜔𝑟12)

𝑟12
+

𝑒𝑟𝑓𝑐(𝜔𝑟12)

𝑟12
          4.1 

The first and second terms of equation 4.1 are the long range and short range portions of 

the electron repulsion, respectively.  It should be noted that as ω increases, the 𝑟12 value 

decreases and thus more of the electronic interactions are being treated by 100% HF 
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exchange.  The erf and erfc functions, known as the Gauss error function and 

complementary Gauss error function, respectively, ensure the terms sum to unity.  For 

further details see references 127 and 128.  Other methods for range-separation have also 

been used,
129

 but the concept remains the same whereby a transition between a short 

range description and a long range description happens at a defined length scale.  

This study aims to investigate the performance of common density functionals for 

an iron porphyrin model system, focusing on the prediction of the correct ground state 

spin multiplicity and the dioxygen binding energy.  The role of the exchange functional 

on the prediction of these properties is highlighted. 

4.2 Computational Methods 

A model system comprised of porphine and an imidazole axial ligand, are used to 

model the heme and histidine groups, respectively.  This is a common model system 

employed to represent the active sites of both hemoglobin and myoglobin, since it retains 

the central feature of heme, and is previously employed in Chapter 3 of this 

thesis.
85,100,102,130

  A model system is essential, since modelling the entire heme group 

with the quantum mechanical methods would not be computational feasible.  In this 

chapter, the model system is denoted as FePIm and is shown in Figure 4.1a.  Dioxygen 

binding to the heme group is of interest in this chapter and this system is modelled by the 

FePIm system with dioxygen bound to the remaining axial coordination site of the iron, 

denoted FePIm-O2 herein, and shown in Figure 4.1b. 

All calculations are performed using the Gaussian 09 program package.
70

  Density 

functional theory methods are used for all calculations.  Spin-unrestricted calculations 

were employed for all calculations, due to the high-spin nature of the FePIm system and 



66 

 

the open-shell singlet nature of the FePIm-O2 system, where dioxygen has been shown to 

resemble the superoxide anion, with a low-spin Fe(III) centre antiferromagnetically 

coupled to the radical superoxide anion.
131

  The open-shell singlet nature of the system, 

as it is commonly referred, may also be considered a broken symmetry singlet.  Geometry 

optimizations and frequency calculations were initially computed for all complexes with 

the B97-D functional employing a mixed basis set comprised of 6-311+G(f) on iron, 

6-311+G(d) on nitrogen, sulfur and oxygen, and 6-31G on carbon and hydrogen.
65

  

Energies reported herein are corrected to the Gibbs energy at 298 K.  Single point 

calculations were employed for all further calculations.  The systems were calculated in 

the gas phase and no symmetry constraints were applied to the systems.   

  

(a) (b) 

Figure 4.1. The model system for FePIm (a) and FePIm-O2 (b) used in this study. 

Carbon, nitrogen, oxygen and hydrogen atoms are shown as grey, blue, red and white 

spheres, respectively.  Iron atom is shown in orange. 

 

In the first part of this study, 11 density functional approximations (DFAs) were 

compared.  These comprise four classes of DFAs: GGAs; BLYP,
53,54

 BLYP-D,
 53,54,65

 

B97-D;
65

 hybrid GGAs; B3LYP,
54,55

 B3LYP-D,
54,55,65

 PBE0;
132–134

 hybrid meta-GGAs; 

M06,
68

 M06-2X;
68

 and range-separated hybrid GGAs: ωB97;
128

 ωB97X;
128

 ωB97X-D.
127

  

A number of the functionals also include empirical dispersion corrections, which is often 

denoted by ‘-D’ in the functional name.
65

  The M06 and M06-2X functionals are said to 
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account for non-covalent interactions, including dispersion, based on parameterization 

with test sets that include such interactions.  It has been shown previously that including 

dispersion interactions improves calculated binding energies for a variety of transition 

metal complexes.
135

   

Two basis set schemes were employed, both comprised of Pople-type basis sets.  

The first employs different basis sets for different atoms in the molecule for 

computational efficiency and allows for a high level calculation on the central region of 

the system, where the binding interactions occur.  This basis set, denoted basis set I, 

employs 6-311+G(f) on iron, 6-311+G(d)  on nitrogen and oxygen, and 6-31G on carbon 

and hydrogen.  This approach has been shown to be successful for heme-containing 

systems.
136

  The second basis set, denoted basis set II, employs 6-311+G(2fg) on iron and 

6-311+G(2df,p) for all other atoms.  This larger basis set is suitable for single point 

calculations, but optimizations are not computationally efficient for exploration of the 

potential energy surface. 

In the second part of this study, the effects of including Hartree-Fock (HF) 

exchange and range-separated corrections on the spin state energetics and dioxygen 

binding energy of the iron porphine system are investigated.  Single point calculations 

with BLYP-based hybrid functionals were performed where the amount of HF exchange 

is systematically varied.  The previously optimized structures and basis set I are 

employed.    Addition of HF exchange is accompanied by a corresponding decrease in the 

amount of DFT exchange.  Subsequently, the characteristic length scale of the range-

separation, defined by ω, is also systematically varied in a series of LC-BLYP 

calculations.  The quantum theory of atoms in molecules, denoted QTAIM, was 
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employed to analyze the topology of the electron density to determine atomic charges and 

delocalization indices.  The AIMAll software was employed to compute these QTAIM 

properties.
112

  

4.3 Results and Discussion 

4.3.1 The Iron Porphine Model System 

 The FePIm model system was optimized in the triplet and quintet spin states.  The 

singlet state was not considered as it has been consistently shown to be 4.6-10.6 kcal∙mol
-

1
 higher in energy than the high-spin states.

85,137
  Human deoxy hemoglobin exists in the 

quintet state,
138

 however it is common for density functional approximations to favour 

lower spin multiplicities, thus incorrectly predicting the ground state.  This is well-known 

error when a given electron configuration gives multiple spin states that are close in 

energy, which is especially common in transition metal complexes.
7
  Thus, the energetics 

of the spin states are sensitive to the details of the exchange-correlation function and it is 

useful to consider a functionals performance with respect to the relative energies.  

Geometrical parameters for the triplet and quintet states of FePIm are reported in  

Table 4.1.  Experimental data, based on crystallographic studies, for the deoxy forms of 

myglobin and hemoglobin give a Fe-NIm distance of 2.06-2.15 Å, a Fe-NP distance of 

2.057-2.124 Å and doming from the porphyrin plane by 0.290-0.365 Å.
94,139,140

  The 

computed values are in agreement with the experimental results for the quintet state.  Of 

importance, is the correct increase in doming observed in the high-spin state.  Although 

the doming is slightly underestimated by the B97-D functional, the results are impressive 

considering the simple model used, lacking the protein environment.    
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Table 4.1. Geometrical parameters (Å) for the triplet (S = 1) and quintet (S = 2) states of 

the FePIm system.  Changes in distance (Å) between the quintet and triplet state are given 

such that a negative change indicates a shorter distance in the quintet state.  

 

 S = 1 S = 2 Δ 

Fe-NIm 2.162 2.128 -0.034 

Doming 0.080 0.282 0.202 

Fe-NP 2.014 2.082 0.068 

NP-NP 4.018 4.137 0.119 

NP-C1 1.394 1.388 -0.006 

C1-C2 1.450 1.456 0.006 

C2-C2 1.375 1.379 0.003 

C1-CB 1.394 1.406 0.012 

B97-D/Fe:6-311+G(f); N:6-311+G(d); C,H:6-31G 

 

Table 4.2. Geometrical parameters (Å) for the FePIm-O2 system and quintet (S = 2) state 

of FePIm.  Changes in distance (Å) upon O2 binding are given such that a negative 

change indicates a shorter distance in the bound state.  

 

 FePIm-O2 FePIm, S = 2 Δ 

Fe-NIm 2.077 2.128 -0.051 

Doming 0.053* 0.282 -0.335 

Fe-O 1.846 - - 

O-O 1.275 - - 

∠FeOO 121.0 - - 

Fe-NP 2.021 2.082 -0.061 

NP-NP 4.041 4.137 -0.096 

NP-C1 1.383 1.388 -0.005 

C1-C2 1.453 1.456 -0.003 

C2-C2 1.374 1.379 -0.005 

C1-CB 1.395 1.406 -0.011 

                             *Towards O2 ligand. 

B97-D/Fe:6-311+G(f); N:6-311+G(d); C,H:6-31G 

 

C1 

C2 

CB 

NP 

C1 

C2 

CB 

NP 
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It is well-known that oxyhemoglobin is diamagnetic, having an open shell singlet 

due to the covalent bonding of unpaired electrons in both iron and oxygen.
141

  The 

geometrical parameters for the oxy-iron porphine model system, along with those for the 

ground state FePIm system, are shown in Table 4.2.  Upon binding, the bond distances 

shorten, indicating a contracted system in the bound state.  The results are in excellent 

agreement with the experimental results for oxymyoglobin, which report a Fe-NIm 

distance of 2.06-2.08 Å, O-O distance of 1.24-1.25 Å and Fe-O-O angle of 122-

124°.
140,142

   

The spin populations, based on QTAIM analysis, are 0.992 au on the iron atom, 

and -0.367 au and -0.578 au on the proximal and distal oxygen atoms, respectively. The 

spin density difference plots are shown in Figure 4.2.  In the figure, the green surface is 

arbitrarily chosen to show excess α-spin electron density and the blue surface an excess 

of β-spin electron density.  In this way, the open shell singlet nature of the complex is 

evident from the localization of a significant portion of the α-spin density on the 

dioxygen ligand and β-spin density on the iron.  There is also a small amount of spin 

density delocalized over the porphine ring and the coordinating N atom of the imidazole 

ligand.  In addition to spin density difference plots, the highest singly occupied molecular 

orbitals (SOMO) of α-orbitals and β-orbitals are shown in Figure 4.3.  These show the 

localization of the α-SOMO on the dioxygen and the β-SOMO on the iron and porphine 

ring.  These molecular orbitals have a significant contribution to the excess spin density 

shown in the spin density difference plots.  
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(a) (b) 

Figure 4.2. Spin density difference plots for FePIm-O2, with an isosurface of 0.001 au. 

Two perspectives are shown, showing the axial (a) and equatorial (b) planes.  The green 

surface corresponds to an excess of α-electron density and the blue surface corresponds to 

an excess of β-electron density. 

 

 

  

(a) (b) 

Figure 4.3. The highest energy α (a) and β (b) singly occupied molecular orbitals 

(SOMO) for FePIm-O2, with an isosurface of 0.02 au.  The positive and negative regions 

of the molecular orbital are represented as red and green, respectively.  
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4.3.2 Comparison of Functionals 

The energy gap between the triplet and quintet states of FePIm is described by 𝐸𝑆, 

and is defined as: 

        𝐸𝑆 = 𝐸𝑡𝑟𝑖𝑝𝑙𝑒𝑡 − 𝐸𝑞𝑢𝑖𝑛𝑡𝑒𝑡            4.2 

Thus, a functional that produces a positive value for 𝐸𝑆 correctly predicts the quintet 

ground state for the system.  

The binding energy, abbreviated as 𝐵𝐸, of O2 to the porphyrin system is defined 

as the energy difference between the infinitely separated reactants, the quintet state of 

FePIm and triplet state of O2, and the bound system, FePIm-O2:   

         𝐵𝐸 = (𝐸𝐹𝑒𝑃𝐼𝑚 + 𝐸𝑂2
) − 𝐸𝐹𝑒𝑃𝐼𝑚−𝑂2

          4.3 

Thus, a positive BE indicates favorable O2 binding and a negative value indicates 

unfavorable O2 binding.  Table 4.3 reports the results for 𝐸𝑆 and 𝐵𝐸 for all the DFAs 

investigated in this study.   

From these results it is noted that correctly producing both the correct ground 

state and favored O2 binding is a challenge for the chosen DFAs.  In fact, only one 

functional, B97-D, is capable of correctly predicting both properties.  The relative energy 

of the triplet and quintet state of FePIm, known as the intermediate and high-spin states, 

respectively, is not known experimentally; except that the high-spin state is the ground 

state.
138

  Theoretical predictions using CASPT2, a multireference method, estimate the 

difference to be approximately 10 kcal∙mol
-1

.
143,144 

 It is known that Hartree-Fock 

calculations overstablize systems with higher spin multiplicity and it has been shown 

previously that GGA type DFAs overstabilize lower spin multiplicities, while hybrid 
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DFAs also overstabilize, but to a lesser extent.
145

  From Table 4.3, it is noted that the 

BLYP, BLYP-D, B3LYP, B3LYP-D and ωB97 functionals do not predict the correct 

ground state, with basis set I.  In the case of B3LYP and B3LYP-D the correct ground 

state is predicted with the higher bases set: basis set II.  Of the DFAs that correctly 

predict the high-spin ground state, B97-D is the only functional that also correctly 

predicts favourable binding of dioxygen to the iron porphine system.   

Table 4.3. Comparison of the differences in energy of the spin states, ES, and the oxygen 

binding energies, BE, (kcal∙mol
-1

) computed for the chosen density functionals. The BE is 

computed relative to the high-spin state of FePIm. For each functional, the fraction of HF 

exchange is given; for the range-seperated functionals, the value corresponds to the 

percentage of short-range exact exchange and the ω value is in parentheses. Results are 

shown for both basis set I and II. 

  𝑬𝑺  𝑩𝑬 

 % HF Exchange I II  I II 

B97-D 0 1.46 0.77  9.86 6.01 

BLYP 0 -9.15 -9.64  21.74 20.26 

BLYP-D 0 -10.93 -11.42  31.96 30.49 

B3LYP 20 -0.91 1.84  -9.08 -13.13 

B3LYP-D 20 -2.47 0.28  -0.13 -4.18 

PBE0 25 4.54 3.79  -18.58 -18.73 

M06 27 4.05 3.27  -17.33 -17.84 

M06-2X 54 16.53 15.71  -48.18 -48.28 

ωB97 0 (0.4) -0.56 -1.09  -15.75 -16.25 

ωB97X 16 (0.3) 1.07 0.54  -24.89 -25.39 

ωB97X-D 22 (0.2) 12.36 10.34  -18.23 -18.37 

a
Exp.

146,147
   > 0  8.0 

 
 a

Gibbs energy change for O2 binding to myoglobin.  

Basis set I: Fe:6-311+G(f); N,O:6-311+G(d); C,H:6-31G 

Basis set II: Fe:6-311+G(2fg); N,O,C,H:6-311+G(2df,p)
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Only three functionals, B97-D, BLYP and BLYP-D correctly predict favourable 

binding of O2 to the iron porphine system.  It should be noted that this result does not 

change, if the binding energy is taken relative to the DFA-predicted ground-state of 

FePIm.  These functionals are all GGA-type density functional approximations, 

containing no HF exchange component. 

From Table 4.3, it is shown that for hybrid functionals the binding energy of 

oxygen is largely predicted to be negative, or non-bonding.  Notably, the M06-2X 

functional predicts the greatest non-bonding character.  It includes 54% HF exchange, the 

highest amount for the functionals considered herein.  This effect will be investigated 

further is section 4.3.4. The effect of adding dispersion can be seen by comparing BLYP, 

B3LYP and ωB97X, with the analogous dispersion corrected DFAs: BLYP-D, B3LYP-D 

and ωB97X-D, respectively.  In all cases, the DFA predicts increased binding when 

dispersion is included.  This is not surprising, since including dispersion accounts for 

interactions between the oxygen atoms and FePIm complex which are important for 

predicting accurate binding energies.  The effects are most clearly shown for the BLYP 

and B3LYP DFAs and their dispersion corrected analogues, where the dispersion 

contribution to the binding energy was between 9.0 and 10.2 kcal∙mol
-1

.  Comparing 

ωB97X with ωB97X-D involves varied exchange parameters in addition to the addition 

of dispersion corrections and so the effect of dispersion cannot be quantified.  Dispersion 

does not have a significant effect on the relative spin-state energies.  The M06 and M06-

2X functionals are not included in this comparison despite M06-2X being parameterized 

to include empirical dispersion interactions. This is because the functionals differ in other 
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ways, such as the amount of HF exchange and the values of optimized parameters.
68

  

Thus, the differences between them are not solely a result of including dispersion effects.  

It is interesting to consider the range-separated DFAs: ωB97, ωB97X, and 

ωB97X-D which contain 0%, 16% and 22% HF exchange at short-range, respectively.  

Each enacts 100% HF exchange for long-range electron-electron interactions, for which 

the interelectronic distance is controlled by ω.  The value of ω has been optimized by the 

developers to 0.4, 0.3, and 0.2 au
-1

, for the ωB97, ωB97X, and ωB97X-D functionals, 

respectively.  In other words, the ωB97 functional more electron-electron interactions 

with HF exchange.  With only long-range exchange, as with ωB97, the correct ground 

state is not predicted, as shown in Table 4.3, however, unfavourable binding is predicted.  

This suggests that the binding energy is more sensitive to the addition of exchange, or 

sensitive to the addition of HF exchange for long-range electronic interactions.  The 

ωB97X and ωB97X-D functionals predict the correct high-spin ground.  The ωB97X-D, 

with the most short-range HF exchange, predicts a significantly higher value for 𝐸𝑆, or 

greatest stability for the high-spin state.  None of the three range-separated functionals 

predict binding.  The ωB97 functional has the least non-bonding character, or has the 

least negative 𝐵𝐸 in Table 4.3.  Interestingly, the ωB97X-D functional is less non-

bonding than the ωB97X functional, despite having a greater amount of short-range 

exchange.  This could be the result of dispersion corrections, which increase binding in 

other functionals, as mentioned above, or the effect of a decreased ω, thus treating less of 

the electron-electron interactions with 100% HF exchange.    
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The effect of basis set size is small.  The difference in 𝐸𝑆 and BE between basis 

set I and II is less than 1 kcal∙mol
-1

 each for most functionals.  In general, the effect of a 

higher basis set is a decrease in the value of 𝐸𝑆 and decreased dioxygen binding, BE.  

4.3.3 Effect of Exchange on Spin States  

 As discussed above, predicting the correct ground state is not a trivial task for 

density functional approximations.  The effect of the percentage of Hartree-Fock 

exchange added to the BLYP functional on ES is shown in Figure 4.4.  Similarly, the 

effect of adding HF exchange as a long-range correction on ES is shown in Figure 4.5.  

From the results calculated using the BLYP density functional approximation the correct 

high-spin ground state is predicted when the functional form contains greater than 20% 

HF exchange, or when ω is greater than 0.4 au
-1

.  This is a relatively large 
1

𝑟12
 value, in 

other words, a short interelectronic distance, 𝑟12, with respect to current long-range 

corrected functionals.  The value of ω typically ranges from 0.2 au
-1

 to 0.4 au
-1

, 

suggesting exchange is important for the correct ordering of spin states.
127,128,148

  

 In the HF description of multiple spin states, the energy difference between any 

two states with the same electron configuration is given by the exchange integral, since 

they differ only in electron spin.  These states yield similar electron densities and since in 

DFT the exchange-correlation functional depends only on the electron density, the 

resulting energies in DFT become difficult to determine and are closely dependent on the 

features of the XC functional.
7
  DFT delocalizes the electron density, relative to HF.  This 

has been described as delocalization error, and results in unphysical delocalization of 

electrons or the unphysical stabilization of delocalized electrons.
123,126
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Figure 4.4. The effect of the amount of HF exchange (%) on the relative energy 

difference between the quintet and triplet spin states of FePIm, denoted ES (kcal·mol
-1

). 

 

 

Figure 4.5. The effect of range-separation, denoted by ω (au
-1

), on the relative energy 

difference between the quintet and triplet spin states of FePIm, denoted ES (kcal·mol
-1

). 
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Figure 4.6. Electron density difference plots for the triplet and quintet state of FePIm in 

response to increased HF exchange, with an isosurface of 0.001 au. The red surface 

corresponds to an increase in electron density and the blue surface corresponds to a 

depletion of electron density. 
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FePIm, S =1 FePIm, S =2 

  

Figure 4.7. Electron density difference plots between ω values of 0.1 and 0.6 au
-1

 for the 

triplet state and quintet states of FePIm, with an isosurface of 0.0004 au. The red surface 

corresponds to an increase in electron density and the blue surface corresponds to a 

depletion of electron density. 
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+         δ(Fe-NIm), S = 2         ∆ δ(Fe-NP), S = 2        

Figure 4.8. The delocalization index, δ, for the Fe-NIm and Fe-NP bonds for the triplet 

and quintet states of FePIm with respect to varied HF exchange. 
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Electron density difference plots for the triplet and quintet states of FePIm with 

varied increases in the amount of HF exchange are shown in Figure 4.6.  Similar results 

are observed for changes in the value of ω.  Electron density difference plots from ω 

values of 0.1 au
-1

 to 0.6 au
-1

 from the triplet and quintet states of FePIm are shown in 

Figure 4.7.  From these plots it is observed that adding HF exchange results in a decrease 

in electron density from the π-conjugated system, as shown by the blue surfaces on the 

porphine ring.  Consequently, there is an increase, or localization, of electron density at 

the atomic centers, most notably in the porphyrin ring, shown by the red surfaces.  This 

effect is also shown in Figure 4.8, which shows the delocalization index for the iron to 

nitrogen bonds, for both Fe-NIm and Fe-NP, in the triplet and quintet states.  In all cases 

the delocalization index decreases as the amount of HF exchange is increased in the 

system.  

The energy difference in systems with the same electron configuration, differing 

only in spin state, comes from differences in the number of parallel and opposite spin 

electrons.  Although high-spin state systems have electrons in higher energy orbitals, the 

parallel spin electrons have increased electron-nuclear attraction energy, as discussed in 

Chapter 3.
85,98,101

  This is the result of Fermi correlation which excludes the possibility of 

two parallel electrons existing at one place resulting in less screening of the nucleus for 

parallel spin electrons and is captured by HF exchange.  Therefore, it is not surprising 

that for the triplet and quintet spin states, in the absence of HF exchange, the lower spin 

state, the triplet state, is favoured.  This is because GGAs underestimate the exchange 

energy.  Although this is frequently fortuitously countered by an overestimation of the 

correlation energy, in the case of the high-spin system the greater number of parallel 
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electrons are not sufficiently treated with exchange and thus are destabilized relative to 

the low-spin state.
149,150

  This effect can be indirectly observed in Figure 4.8.  Overall 

there is a decrease in delocalization with increasing HF exchange, which is to be 

expected.  The delocalization index for the Fe-NIm bond, δ(Fe-NIm), is effectively 

independent of the spin state while the delocalization index for the Fe-NP bond, δ(Fe-NP), 

is significantly higher in the triplet state relative to the quintet state for all exchange 

mixing fractions.  This indicates more electron delocalization for the Fe-NP bonds in the 

triplet state, consistent.  In other words, the inclusion of Fermi correlation, which keeps 

parallel electrons apart, decreases the effect of localization with addition of HF exchange 

in the quintet state to a greater extent than in the triplet state.  

The stabilization of low-spin states is a known failure of pure DFAs, commonly 

referred to as either the many-electron self-interaction error or delocalization error, which 

leads to excessive stabilization of delocalized states.  As the amount of HF exchange is 

added, there is an increase in stabilizing electron exchange energy resulting from the 

parallel electrons.  This is balanced by the destabilizing electronic correlation energy 

from the electron repulsion energy that results from all electrons, regardless of spin. This 

is shown in Figure 4.4, whereas the amount of HF exchange is increased, the correct spin 

state ordering evolves.  

4.3.4 Effect of Exchange on Binding Energy 

The ability of a density functional approximation to predict binding between 

oxygen and the iron porphine system is also of significant importance.  This is a 

challenge for density functional approximations, as previously demonstrated.  As noted 

above, functionals that include Hartree-Fock exchange, such as a hybrid functional, 
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predict unfavourable oxygen binding.  To more clearly discern this effect, the dioxygen 

binding energy, BE, with respect to the percentage of Hartree-Fock exchange included in 

the functional is shown in Figure 4.9.  Similarly, the effect of adding HF exchange as a 

long-range correction on BE is shown in Figure 4.10.  

From the results calculated using the BLYP density functional approximation 

binding is favourable only if the amount of HF exchange is less than 15%.  Analogously, 

binding is favoured when ω is less than 0.4 au
-1

.  This suggests that including significant 

HF exchange character in the DFA is detrimental to predicting favoured dioxygen 

binding. 

Figure 4.9. The effect of the amount of HF exchange (%) on the dioxygen binding 

energy of FePIm-O2, denoted BE (kcal·mol
-1

). 
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Figure 4.10. The effect of range-separation, denoted by ω (au

-1
), on the dioxygen binding 

energy of FePIm-O2, denoted BE (kcal·mol
-1

). 

 

As expected, in the FePIm-O2 system similar effects are observed within the 

porphine ring.  Electron density difference plots are shown for varied HF exchange in 

Figure 4.11.  Again, similar results are obtained for changes in the value of ω.  For 

simplicity, only the electron density difference plot between the ω values of 0.2 and 

0.4 au
-1

 is shown in Figure 4.12.  As the amount of Hartree-Fock exchange is increased, 

the electron density becomes more localized on the atomic centers and electron density in 

the π–system is decreased.  However, interestingly, the electron density in the π–system 

of the dioxygen is increased.  This increases the π–character of the O2 ligand, similar to 

the unbound, free O2 configuration, and leads to a decrease in superoxide character.  In 

other words, the addition of HF exchange destroys the open-shell singlet nature of the 

system.  This is most clearly observed in Figure 4.11 between 0% and approximately 

60% HF exchange, which exceeds the amount of HF exchange included in most hybrid 
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DFAs, and the effect is accentuated in the electron density difference plot showing the 

change from 0% to 100% HF exchange.  Similarly, Figure 4.12 shows the effect of 

adding HF exchange as a long-range correction.  Overall, the increased π–character of the 

O2 ligand destabilizes the FePIm-O2 system, to a greater extent than the destabilization in 

the FePIm and free oxygen species, leading to unfavourable binding.  Thus, increasing 

the amount of HF, as a percentage or a long-range correction, causes the system to 

become non-bonding in nature. 

 

ΔHF exchange:     

0% -20% 20% - 40% 40% - 60% 

 

   
ΔHF exchange:  

60% - 80% 80% - 100% 0% - 100% 

 

   

Figure 4.11. Electron density difference plots for FePIm-O2 in response to increased HF 

exchange, with an isosurface of 0.001 au.  The red surface corresponds to an increase in 

electron density and the blue surface corresponds to a depletion of electron density. 
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Figure 4.12. Electron density difference plots between ω values of 0.2 and 0.4 au

-1
 for 

FePIm-O2, with an isosurface of 0.0004 au.  The red surface corresponds to an increase in 

electron density and the blue surface corresponds to a depletion of electron density. 

The inability of HF to describe the electron density of the open-shell singlet 

results from the failure to capture static, or non-dynamical, correlation.
151

  The oxygen 

bound system is a strongly correlated system, where multireference methods are ideal to 

describe its open-shell singlet nature.  Previous multireference analysis suggests that in 

fact the wave function for the FePIm-O2 system is comprised of a mixture of many 

configurations, including the Pauling, Weiss and McClure configurations.
152,153

  The 

Pauling configuration is a closed-shell interaction between singlet Fe(II) and singlet O2, 

the Weiss configuration is the antiferromagnetically coupled interaction between doublet 

Fe(III) and doublet O2
-
 and the McClure configuration is the interaction between triplet 

Fe(II) and triplet O2.  Thus, the ground state of the FePIm-O2 system is complex.  HF and 

DFT methods are based on single determinants, and thus cannot adequately capture static 

correlation.  Although neither HF nor DFT methods are multireference, the tendency of 

GGAs to give a localized exchange-correlation hole, leading to delocalization error, 

means that they are fortuitously able to describe the binding of O2 in this case.    
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This can be briefly described by considering the exchange hole for an electron.  

The exchange hole is conceptually a hole of electron density that excludes the possibility 

of another electron existing within it and appropriately normalizes to one electron.  In the 

HF method the exchange hole is too delocalized and is static, thus independent of any 

reference point.  This leads to underbinding descriptions of many systems.  GGA-type 

density functional approximations have a localized exchange-correlation hole.  Thus, the 

exchange-correlation hole is dynamic giving a better description of the nature of the hole.  

The nature of O2 binding to the iron porphyrin system, forming a dioxygen moiety with 

superoxide character, is a type of charge-transfer interaction.  In a charge-transfer 

interaction, an electron is transferred relatively far from the initial system.
154

  However, 

GGA-type density functional approximations neglect long-range effects and incorrectly 

model the long-range hole behaviour leading to overestimated charge transfers and 

overbinding in these types of complexes. 
151

  Essentially, as the reference electron moves 

away from the system, the exchange hole is too delocalized.
151

  Hybrid methods, in short, 

combine these traits to provide better results.  However, in the case of O2 binding to 

FePIm, the overbinding property of the GGA, resulting from the localized exchange-

correlation hole is necessary to capture the open-shell singlet nature of the bound system.  

In other words, it is fortuitous delocalization of electron density by the GGA-type DFA 

that results is favourable binding in the system.  A measure of the delocalization observed 

in the FePIm-O2 system is shown in Figure 4.13. 
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(a) (b) 

Figure 4.13. The delocalization index, δ, for the O-O and Fe-O bonds in FePIm-O2. with 

respect to varied HF exchange, shown in (a), and varied ω, shown in (b).  

In Figure 4.13, the electron delocalization index is shown for the O-O and Fe-O 

bonds as the amount of HF exchange and value of ω is varied.  The delocalization index, 

denoted by δ, is the number of electrons delocalized between two atoms.  As exchange is 

added, there are fewer electrons between Fe and O, shown in Figure 4.13a as δ(Fe-O) 

decreases from 0.98 to 0.36 as HF exchange increases from 0% to 100%.  Similarly, in 

Figure 4.13b, δ(Fe-O) decreases from 0.98 to 0.68 as ω increases from 0.1 au
-1

 to 0.6 au
-1

.  

Concurrently, there is a localization of electrons between O-O.  Also shown in Figure 

4.13, δ(O-O) increases from approximately 1.6 to 2.0 over the range of HF and ω 

investigated.  This generates an unfavourable bonding picture, as the bond between the 

iron porphine system and the dioxygen weakens, while the O-O bond strengthens, 

towards a free dioxygen representation.  The atomic charges also show these effects.  As 

the amount of exchange in the calculation increases the Fe, proximal O and distal O 

atoms become more electropositive.  This is a result of the localization of electron density 
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on the iron atom, and to the dioxygen ligand.  As electron density is localized on the 

dioxygen, it approaches free dioxygen character, where the atoms have no formal atomic 

charge.  Overall, the addition of HF exchange leads to a non-bonding picture of the 

system and a decrease in the superoxide description of the oxy-iron porphine system.  

These results are summarized with respect to binding energy in Figure 4.14.  The 

effect of varied HF exchange is shown, however, the trend is analogous for varied ω.  It 

follows from the discussion above that favourable binding, or those points in Figure 4.14 

on the positive side of the x-axis, result from a system where there is delocalization of 

electron density between the O-O bond and a localization of electron density between the 

Fe-O bond.  This results in more negatively charged oxygen atoms and a less positively 

charged iron atom. These results clearly illustrate the relationship between including HF 

exchange and the binding of dioxygen to FePIm. 

 

 

Figure 4.14. Delocalization indices and atomic charges for FePIm-O2 with respect to 

varied HF exchange showing the effect on binding energy.   
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4.4 Conclusions 

The results presented herein have shown that the addition of HF exchange 

provides the correct ground state for the imidazolium ligated iron porphyrin system, yet 

destabilizes the oxygen bound system.  This is a result of the non-bonding description of 

the system and decrease in the superoxide character by Hartree-Fock exchange.  These 

effects show the fine balance necessary to obtain the correct behaviour from a DFA with 

the iron porphyrin system, yielding a significant challenge in choosing an appropriate 

functional to investigate this system.  Analysis of the delocalization index, computed 

using QTAIM, as well as density difference plots are shown to be useful tools to analyze 

both chemical bonding and errors in DFAs. 

It should be noted, that the multireference character of the FePIm-O2 system is 

indicative of a system where strong correlation is important.  A strongly correlated 

system is one where the contribution from static correlation is dominant, as opposed to 

dynamic correlation.  None of the functionals studied, or the vast majority of available 

density functional approximations are designed to handle such systems.   

In conclusion, from the functionals studied herein, and the insight gained from the 

types of density functional approximations studied, the B97-D density functional 

approximation is a reasonable functional to study oxygen binding to the iron porphyrin 

system.  In the current study, it provides the best performance as the only functional that 

predicts both the correct ground spin state and favoured binding of dioxygen to the iron 

porphine system.   
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Chapter 5 : Modifying Oxygen Affinity in Iron Porphine via 

Substitution of Amino Acid Ligands at the Proximal Histidine  

 

Adapted with permission from Berryman, V. E. J.; Baker, M. G.; Boyd, R. J. Effect of 

Amino Acid Ligands on the Structure of Iron Porphyrin and Their Ability to Bind 

Oxygen. J. Phys. Chem. A 2014, 118, 4565–4574, referenced herein as 155.  Copyright 

2014 American Chemical Society.  This chapter has significant changes from the journal 

article.  The changes to the methodology include the use of a different density functional 

approximation and exclusion of the protein backbone from the model system.  

Additionally, the discussion section includes different analysis techniques. 

 

5.1 Introduction 

Metal-centred tetrapyrrole macrocycles, known as metalloporphyrins, are vital 

components to the active sites of many biological proteins and are responsible for a vast 

array of chemical processes including oxygen transport, catalysis, electron transfer and 

active membrane transport.  Thus, they represent a significant area of research for 

diagnostic and therapeutic purposes acting as imaging agents, photosensitizers, and 

superoxide dismutase mimics for the treatment of oxidative stress.
117–119

  In particular, 

iron-centred systems have attracted much interest due to their relevance in biological 

systems such as in the oxygen-carrying proteins hemoglobin and myoglobin as well as in 

enzymes such as cytochromes, peroxidases and catalases.
120–122,156

 

Hemoglobin has four subunits, each containing one heme active site.  Upon 

binding of one oxygen molecule the protein undergoes a conformational change such that 

the oxygen affinity of the other heme sites increases by as much as 300 times.
92,106

  This 

allosteric mechanism of hemoglobin is facilitated by the displacement of iron from the 

porphyrin ring towards the proximal histidine residue in deoxy-hemoglobin.  The iron is 

located in the plane of the porphyrin ring in oxy-hemoglobin therefore the proximal 
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histidine is pulled closer to the porphyrin upon binding causing the conformational 

change.  The magnitude of doming has been shown to be a consequence of both the spin 

state of the iron and the presence of an axial ligand.
85,98–100

  Deoxy-hemoglobin has 

high-spin Fe(II) centres while oxy-hemoglobin has open shell singlet centres, where the 

oxygen has been shown to resemble the superoxide anion, with a low-spin Fe(III) centre 

antiferromagnetically coupled to the radical superoxide anion.
131

  

The binding of dioxygen to the heme group of myoglobin and hemoglobin is vital 

to respiration, but also plays an important role in regulatory pathways of many enzymes 

that also contain heme groups.  The binding of O2 to heme activates the complex towards 

further reaction; due to the back donation of electron density from the heme group into 

the antibonding orbitals of O2 which both increases electron density and weakens the O-O 

bond.  The increased electron density of O2 makes it an ideal oxidant allowing for 

catalytic oxidation of molecules involved in the generation of ATP, a key part of energy 

generation within the body.  In addition, O2 is an ideal oxidant for synthetic processes due 

to its low cost and lack of toxic by-products.
157

  

The porphyrin ring is axially coordinated to the protein backbone via an amino 

acid residue.  In myoglobin and hemoglobin, the iron centre is coordinated to a histidine 

residue, however, the histidine is not essential to the stabilization of the heme protein.
158

   

In fact, in cytochrome c, heme is coordinated to a cysteine residue.  Additionally, the 

electron transport capability of the protein has been shown to be maintained upon ligand 

mutagenesis of the axial ligand to an arginine
159

 or tyrosine group.
160

  Tyrosine 

coordination occurs naturally in the catalase protein, responsible for catalysing the 

decomposition of hydrogen peroxide to water and oxygen.
161

  Methoinine coordination 
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has been observed in bacterial systems.
162,163

  Thus, substitution at the axial site is 

reasonable and has been explored using protein engineering.  

In this study, the effect of changing the substituent at the axial position of the iron 

porphyrin system was investigated.  Seven amino acids were chosen based on their 

prevalence in similar biological systems: arginine, cysteine, glutamic acid, histidine, 

methionine and tyrosine.  The electronic properties of the substitution and the effect on 

the porphyrin system are investigated.  These substitutions are of interest in protein 

design and have the potential to guide site-directed mutagenesis of proteins for the 

purpose of catalysis
160

 or design of therapeutics.      

5.2 Computational Methods 

Porphine, the simplest unsubstituted porphyrin ring, is used to model the 

porphyrin ring of the heme group.  It is a common model for the iron porphyrin system 

since it retains the central feature of the porphyrin structure that is involved in binding to 

the iron center.  Also, it is more computationally efficient than modelling the entire heme 

group.  The iron porphine model framework is shown in Figure 5.1, where the iron is 

coordinated to four nitrogen atoms of the porphine defined as the equatorial positions.  

The iron porphine has two remaining axial coordination sites.  In this chapter, the deoxy 

system is denoted FePL, where L is the ligand used to model the amino acid residue in 

one of the axial positions and the oxy-iron porphine system is denoted FePL-O2.  The 

ligands used to model the chosen amino acids are defined to have a negative 

displacement, relative to the plane of the porphyrin ring and dioxygen is defined to be in 

the positive direction, as shown in Figure 5.2. 
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Figure 5.1. The model system for FePL used in this study.  Iron, carbon, nitrogen and 

hydrogen atoms are shown as orange, grey, blue and white spheres, respectively.   
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Figure 5.2. The bold lines represent the plane of the porphyrin ring and L the axial 

ligand.  The direction of doming is defined such that doming towards the ligand denoted 

L is negative and doming towards dioxygen is positive. 

 

In this chapter, all calculations were performed using the Gaussian 09 program 

package.
70

  Geometry optimizations and frequency calculations were computed for all 

stationary points.  The relative energies reported are corrected to the Gibbs energy (∆G) 

and enthalpy (∆H) at 298 K.  Spin-unrestricted density functional theory was used for all 

calculations.  The systems studied either have a spin multiplicity greater than 1, in other 

words, the spin angular momenta does not equal zero (S ≠ 0), or are open-shell singlets, 

as in the case of FePIm-O2.  These methods have been shown to be efficient and accurate 

for iron porphyrins as well as other iron containing complexes.
102,130,164

   It has been 

shown previously that including dispersion interactions improves calculated binding 
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energies for a variety of transition metal complexes.
135

  Following from the previous 

chapter, the B97-D
65

 density functional approximation has been employed to investigate 

the effect of various amino acids in the axial position on the binding of dioxygen with the 

iron porpyrhin system.  Since multiple spin states of all structures are considered, single 

point calculations are employed with the ωB97X-D
127

 density functional approximation 

to determine the ground state.  The ωB97X-D functional closely predicted the spin state 

difference between the triplet and quintet spin state of the heme model system, relative to 

CASPT2 results,
143

 as discussed in Chapter 4. 

Pople-type basis sets were employed: 6-311+G(f) on iron, 6-311+G(d)  on 

nitrogen, sulfur and oxygen, and 6-31G on carbon and hydrogen.  The use of different 

basis sets within the complex was employed for computational efficiency, allowing for 

optimization of the geometries, while allowing for higher level calculation on the central 

region on the system, where the bonding interactions occur.  This approach has been 

shown to be successful for heme-containing systems.
136

 

The quantum theory of atoms in molecules analysis, denoted QTAIM, of the 

optimized systems was employed to calculate atomic charges and evaluate bond strength 

from the electron density at the bond critical points. The AIMAll software was employed 

to compute the QTAIM properties.
112 

 

5.3 Results and Discussion 

5.3.1 Iron Porphine System 

 

In this chapter, the deoxy-iron porphine system with an imidazole ligand is 

denoted FePHis, since the imidazole ligand is a model system for the histidine residue.  
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This system is of significant interest because it most closely models myoglobin and 

hemoglobin, which have been extensively studied experimentally.  The triplet and quintet 

states were considered, as the singlet state has consistently been shown to be 

4.6-10.6 kcal∙mol
-1

 higher in energy than the high-spin states.
135,137,138

  The B97-D 

functional approximation predicts a quintet ground state, lying 1.5 kcal∙mol
-1

 lower in 

energy than the triplet state.  This results is qualitatively correct based on experimental 

studies of human deoxy hemoglobin.
65

      

Table 5.1. Experimental and theoretical structural parameters (Å) for FePHis. 

 Fe-His Doming Fe-NP NP-NP 

B97-D: triplet 2.16 -0.080 2.014 4.018 

B97-D: quintet 2.13 -0.282 2.082 4.137 
a
Exp.

139
 2.15(1) -0.290(18) 2.057(14)  

a
Exp.

140
 2.14(2) -0.363(11) 2.07(3)  

b
Exp.

94
 2.06(2) -0.36(5) 2.12(4)  

 
a
Crystal structure data from sperm-whale

 
myoglobin.  

b
Crystal structure data from human 

deoxy-hemoglobin. 

 

Geometrical parameters for the triplet and quintet states of FePHis are reported in 

Table 5.1 along with experimental results.  The theoretical bond length between the iron 

and nitrogen of the imidazole ligand, denoted Fe-His falls between the experimental bond 

length for myoglobin and hemoglobin, which shows some variance between the 

myoglobin and hemoglobin structures.  The average bond length between the Fe and the 

nitrogen atoms of the porphyrin ring, denoted Fe-NP is overestimated.  This is expected 

as the calculations are in the gas phase whereas the experimental data is from X-ray 

crystallographic studies of the solid state.  In general, the solid state experiences crystal 

packing forces which lead to shorter bond lengths relative to the gas and liquid phases.  It 
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is likely that the Fe-NP distance for the triplet state is also overestimated since a decrease 

in doming would be accompanied by a shorter distance between the iron and the ring.   

Both structures exhibit negative displacement, in other words, the iron is domed 

towards the bound imidazole ligand.  However, the doming in the triplet state is small, 

with a contracted pocket in the porphine ring, evident from the decrease in NP-NP 

distance.  The quintet state exhibits the characteristic doming observed in the heme active 

site.  Again the experimental data shows some variance, but overall greater doming than 

predicted theoretically.   

Table 5.2. Structural parameters (distances in Å, angles in °) for FePHis-O2 compared to 

experimental and other theoretical results. 

 Fe-His ∠FeOO O-O Doming Fe-NP Fe-O NP-NP 

B97-D 2.077 121.0 1.275 0.053 2.021 1.846 4.041 
a
Exp.

140 
2.06(1) 122(1) 1.24(2) 0.024(6) 2.01(2) 1.81(1)  

a
Exp.

142 
2.08 124 1.25  1.98 1.83  

b
Theoretical

141 
2.032 120.8 1.310  2.038 1.868  

c
Theoretical

130 
2.076 117.9 1.345 0.013  1.891  

a
Crystal structure data from sperm-whale oxy-myoglobin. 

b
Theoretical values are from a QM/MM study 

employing B3LYP. 
c
Data from theoretical study with same model system employing B3LYP. 

 

As discussed above, it is well-known that oxy-hemoglobin is diamagnetic and 

exists as an open shell singlet due to bonding interactions between unpaired electrons in 

both iron and oxygen.
141

   Geometrical parameters for the optimized geometry FePHis-O2 

are compared to experimental results in Table 5.2.  The results are in better agreement 

with the experimental values than results from theoretical studies of the system 

employing B3LYP.
130,141

  This is especially true with the geometry of the iron and 

oxygen distances and angles.  In the FePHis-O2 system the doming is small and towards 

the oxygen ligand.  This is consistent with the known allosteric mechanism of 
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hemoglobin, where the binding of oxygen causes the iron atom to move away from the 

imidazole into the plane of the porphyrin ring. 

 Overall, the structural changes between the deoxy- and oxy- model systems are a 

decrease in the Fe-His, Fe-NP and NP-NP bond lengths, indicating a contraction of the 

porphyrin ring upon bonding with O2.  It is interesting to note that the O-O bond length of 

the oxyheme model system, 1.275 Å, falls between the computed bond lengths of 

dioxygen, 1.216 Å, and superoxide, 1.360 Å.  This is to be expected since back donation 

from the iron porphyrin system into the oxygen increases the O-O bond length to give the 

superoxide character, thus activating the oxygen.   

The binding energy, abbreviated as BE, of O2 to the porphyrin system is defined 

as the energy difference between the infinitely separated reactants and the bound system: 

𝐵𝐸 = (𝐸𝐹𝑒𝑃𝐿 + 𝐸𝑂2
) −  𝐸𝐹𝑒𝑃𝐿−𝑂2

  5.1 

In this way, a positive value of BE indicates favourable binding of O2 to the FePL model 

system.   

The binding energies computed herein are compared to the experimental binding 

energies determined from dissociation barriers and temperature dependence studies for 

myoglobin.  The experimental Gibbs binding energy (∆G) and enthalpy change (∆H) at 

298 K are determined to be 8.0 kcal∙mol
-1

 and 12.6 kcal∙mol
-1

, respectively.
146,147

  For the 

heme model system, the oxygen binding energy is computed to be exergonic by 9.9 

kcal∙mol
-1

 and exothermic by 12.7 kcal∙mol
-1

.  This is in excellent agreement with the 

experimental results, just slightly overestimating the oxygen binding to heme.  It should 

be noted that no protein environment is included in our system.  The heme pocket in 

myoglobin and hemoglobin is hydrophobic with the exception of the distal histidine 
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which is thought to have a stabilizing effect on the binding energy of O2 via a hydrogen 

bond.  Thus, the protein effect is largely attributed to the stabilizing effect of the distal 

histidine residue.  The effect has been estimated from experimental studies to be 

2.5-3.8 kcal∙mol
-1

.
146,165

  Even when the computed results are corrected for the protein 

effect, the B97-D density functional approximation is still in excellent agreement with the 

experimental results.  This study focuses on the relative binding energies upon 

substitution at the axial amino acid ligand, thus the protein effect is assumed to be 

consistent, therefore no corrections are used herein.  

5.3.2 Amino Acid Substitution 

 

The seven amino acids chosen for substitution at the axial ligand site in the 

porphyrin system are: arginine (Arg), cysteine (Cys), glutamic acid (Glu), histidine (His), 

methionine (Met) and tyrosine (Tyr).  The abbreviation used herein is given in 

parentheses.  The optimized structures for the deoxy- and oxy-iron porphine systems are 

shown in Figure 5.3.  In the case of arginine, cysteine, histidine and tyrosine, the 

deprotonated forms of the amino acid are studied.  This is consistent with physiological 

conditions where the metal cation, hydrophobic environment and the helical macrodipole 

of the protein environment can all act to lower the pKa value of the side chain resulting in 

the presence of the deprotonated species in vivo.
82,166–171

  For computational efficiency, 

the protein backbone of the amino acid has not been included.  It has been previously 

shown that exclusion of the amine and carboxylic acid groups does not significantly 

impact the structure or binding energies of these systems.
155
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Figure 5.3. Optimized geometries for the FePL and FePL-O2 model systems. 
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As shown in Chapter 4, range-separated functional approximations are better at 

predicting the correct ground state for the iron porphine system.  Thus, the ωB97X-D 

density functional approximation was employed to assist with determining the correct 

ground state in the amino acid substituted systems.  For each of the FePL systems, three 

spin states were computed, S = 0, 1 and 2.  For all systems, the singlet states are 

significantly higher in energy, and do not represent the ground state.  Interestingly, 

between the triplet and quintet state of the deoxy systems the spin state whose structure 

exhibits the greatest doming was always found to be the ground state.  The quintet state is 

the ground state for the Arg, Cys, Glu, His and Tyr systems.  The triplet is the ground 

state for the Met systems.  The high-spin ground state of the Cys system is supported by 

experimental evidence for cytochrome P450cam, where cysteine acts as the axial ligand 

to the heme system.
172,173

  It should be noted that in all cases the triplet and quintet states 

are close in energy, within 5 kcal∙mol
-1

 of each other.  Therefore, the ground state may be 

incorrectly predicted for some systems since the presence of solvent or the protein 

environment would have an effect on the ground state of these systems. 

Structural parameters for the deoxy-systems are shown in Table 5.3 and are 

compared with experimental results, where available, in Table 5.4.  The theoretical data 

from another study that employed the B3LYP density functional approximation, uses the 

same model system to model the histidine residue and a simpler model system for 

cysteine, with a thiol group in the axial position.
130

  Relative to the results obtained with 

B3LYP, the B97-D functional yields good predictions for the histidine and cysteine 

systems.  The only exception is the under-predicted doming for histidine, where B3LYP 

over-predicts the doming.  However, the doming may be influenced by the protein 
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environment, as the calculated result is in excellent agreement with the doming reported 

for myoglobin.  The under predicted doming is not ubiquitous, as the doming is over 

predicted for the cysteine and tyrosine systems.  In general, the computed Fe-L bond 

lengths are longer than experiment which is to be expected since the calculations are in 

gas phase and the experimental data are from crystallographic data.  

Table 5.3. Structural parameters (Å) for the deoxy-iron porphyrin systems. 

 

L in FeP-L Fe-L Doming Fe-NP NP-NP 

Arg 2.13 -0.319 2.09 4.14 

Cys 2.35 -0.432 2.11 4.14 

Glu 1.98 -0.425 2.11 4.13 

His 2.13 -0.282 2.08 4.14 

Met 2.60 -0.127 2.01 4.01 

Tyr 1.94 -0.448 2.11 4.13 

 

Table 5.4. Comparison of theoretical structural parameters (Å) to experimental results for 

analogous naturally occurring systems. 
 

 Fe-L Doming 

FePHis 2.128 -0.282 
a
Exp.

94
 2.06(2) -0.36(5) 

b
Exp.

139
 2.15(1) -0.290(18)  

c
Theoretical – FePHis

130 
2.168 -0.408 

FePCys 2.348 -0.432 
d
Exp.

174 
2.20 -0.40 

c
Theoretical – FeP-SH

130
 2.480 -0.595 

FePTyr 1.94 -0.448 
e
Exp.

175
 1.77(1) -0.24(2) 

a
Crystal structure of human deoxy-hemoglobin.  

b
Crystal structure of sperm- whale 

myoglobin. 
c
Data from a theoretical study employing B3LYP.  

d
Crystal structure of 

cytochrome P450cam.
  e

Crystal structure of human erythrocyte catalase. 

 

As previously noted, the magnitude of the doming is dependent upon spin state, 

and increases from the triplet to the quintet states.  There is no correlation between the 



102 

 

donor atom: either N, O, or S; and the magnitude of the doming.  Larger doming is 

correlated with longer Fe-NP bonds, which is to be expected.  The size of the iron pocket, 

defined by the NP-NP distance, is most greatly affected by the spin state.  In the Met 

system, with a triplet ground state, there is a smaller NP-NP distance.  All other systems 

have quintet ground states and larger NP-NP distances.   The bond distance between the 

coordinating atom of the amino acid ligand and the iron centre of the porphyrin does 

correlate with the donor atm.  The systems from shortest to longest Fe-L bond are: Tyr, 

Glu, His, Arg, Cys then Met.  In other words, the oxygen coordinating systems have the 

shortest Fe-L bonds, while the sulphur coordinating systems have the longest Fe-L bonds 

and the N coordinating system are between these bond lengths.  This ordering is to be 

expected based on van der Waals radii of the atoms.  Bond length should not be confused 

with bond strength, which is assessed by evaluating the electron density at the bond 

critical point between the bonded atoms, shown in Table 5.5.  The doming does show 

correlation to the bond strength.  Doming is largest in systems with the strongest bonds to 

the amino acid ligand, characterized by a greater electron density at the Fe-L bond critical 

point.  This supports previous conclusions in Chapter 3 that doming is largely an effect of 

the interaction between the iron and the axial ligand.
85

  The electron density at the Fe-NP 

bond critical point is correlated to the Fe-NP bond distances in Table 5.3, with the triplet 

system, Met, having the shortest bonds and greatest electron density.  
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Table 5.5. QTAIM atomic charges (au) and electron density at the bond critical points, 

ρBCP (au), for the deoxy-iron porphyrin systems. 
 

L in FePL 

Charge  ρBCP 

Fe L  Fe-L Fe-NP 

Arg 1.41 -1.11  0.0664 0.0761 

Cys 1.34 -0.05  0.0707 0.0722 

Glu 1.45 -1.11  0.0833 0.0708 

His 1.41 -1.07  0.0663 0.0768 

Met 1.17 -0.04  0.0423 0.0860 

Tyr 1.45 -1.08  0.0926 0.0711 

 

The atomic charges calculated using QTAIM, reported in Table 5.5, show that 

iron is least electropositive in the Met system, the only ground state triplet system.  In 

other words, in this system more electron density is transferred to the iron.  By comparing 

to the other ligands, this electron density appears to be coming from the porphine ring, as 

there is the greatest electron density between the porphine and the iron (Fe-NP) for Met, 

while less electron density is coming from the ligand interaction, with the least electron 

density between the iron and the coordinating atom (Fe-L) for Met.  Thus, Met interacts 

more strongly with the porphine ring, and is weakly interacting with the ligand.  The 

other systems, which are high-spin, have a greater interaction with the ligand.  Cysteine 

in an interesting case, despite the anionic nature of the ligand the charge of the ligand is 

among the least negative.  Thus, a significant amount of electron density must be 

transferred to the iron and porphine ring via the ligand interaction.  

For the oxygen bound systems, the Cys, Glu, His and Met substituted systems 

have a singlet ground state.  The Arg and Tyr substituted systems have a triplet ground 

state.  To determine these ground states oxygen stretching frequencies, which should 
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approach the superoxide stretching frequency, chemical intuition, and comparison with 

higher basis set calculations, were employed to determine the most likely ground state.  

In the case of arginine, this is supported by experimental evidence of high-spin six-

coordinated heme systems with an arginine axial ligand.
176

   As previously discussed, the 

open shell singlet ground state of the histidine system is also supported experimentally.  

Structural parameters for the oxy-systems are shown in Table 5.6.   The same trend 

between the Fe-L distance and the coordinating atom observed in the deoxy system, 

exists in the oxy systems.   In other words, the oxygen coordinating systems have the 

shortest Fe-L bonds, following by nitrogen and then sulphur coordinating systems, 

consistent with the van der Waals radii of the atoms.  This trend is not observed for the 

Fe-O distances.  The shortest Fe-O distances are for the Glu, His and Met systems, which 

all have different coordinating atoms.  In all cases, there is minimal doming in the oxy 

system, with all systems now domed towards the oxygen atom by less than 0.1 Å.  Other 

similarities include the iron pocket, with all systems having Fe-NP and NP-NP distances 

that are only vary by 0.01 Å with respect to one another.  

Table 5.6. Structural parameters (distances in Å, angles in °) for the oxy-iron porphine 

systems. Dioxygen and superoxide are also included for comparison. 
 

L in FePL-O2 Fe-L Fe-O O-O ∠FeOO Doming Fe-NP NP-NP 

Arg 2.10 1.86 1.27 131.3 0.018 2.01 4.04 

Cys 2.31 1.95 1.29 121.2 0.035 2.02 4.05 

Glu 1.99 1.79 1.29 125.1 0.039 2.02 4.05 

His 2.08 1.85 1.28 121.0 0.053 2.02 4.04 

Met 2.45 1.77 1.27 123.4 0.078 2.02 4.04 

Tyr 1.95 1.89 1.29 129.9 0.007 2.02 4.05 

O2   1.22     

O2
- 

  1.36     
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The electron density analysis and atomic charges, calculated using QTAIM for the 

oxy systems, are reported in Table 5.7.  There is a direct correlation between the electron 

density at the bond critical point between iron and oxygen and the Fe-O distances 

reported in Table 5.3, with greater electron density resulting in shorter bonds.  The 

electron density between the iron and the ring, characterized by ρBCP at Fe-N, is very 

similar for all systems.  This supports the observation from the bond distances that all 

systems, upon binding oxygen, had similar iron pocket geometries and interactions. The 

electron density between the coordinating atom of the amino acid and iron gives an 

indication of the interaction strength.  The amino acid ligands in order of increasing 

interaction strength with iron are: Met, Arg, Cys, His, Glu, Tyr.  Again, this is not the 

ordering of Fe-L distances from Table 5.6, where the distance varied based on atom type.  

 The oxygen activation ability of a system is related to the electron density at the 

bond critical point between the two oxygen atoms, ρBCP, with a lower electron density 

corresponding to the greater oxygen activation.  This is evident from the values reported 

for dioxygen and superoxide in Table 5.7.  It is interesting to note that the correct trend of 

oxygen activation is reproduced for the histidine and cysteine systems.  It is known that 

the cysteine system is a better oxygen activator, due to its role in the cytochrome system 

and other experimental evidence
122,156,160 

and this is shown in Table 5.7 where the oxygen 

activation of cysteine is greater than the histidine model system.  It has been previously 

suggested that a weaker Fe-L bond leads to greater superoxide character, however, this is 

not consistently observed in this study even when comparing ligands with the same 

coordinating atom-type.
137
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Table 5.7. QTAIM charges (au) and electron density at the bond critical points, ρBCP (au), 

for the oxy-iron porphine systems. Dioxygen and superoxide are also included for 

comparison. 
 

L in FePL-O2 

Charge  ρBCP 

Fe L O
a 

O
b
  Fe-L Fe-N Fe-O O-O 

Arg 1.30 -1.06 -0.25 -0.17  0.0698 0.0841 0.1105 0.442 

Cys 1.22 -0.34 -0.28 -0.25  0.0708 0.0827 0.0932 0.423 

Glu 1.35 -1.05 -0.25 -0.25  0.0788 0.0832 0.1400 0.425 

His 1.32 -1.07 -0.23 -0.17  0.0736 0.0840 0.1230 0.443 

Met 1.24 -0.01 -0.20 -0.18  0.0486 0.0845 0.1499 0.448 

Tyr 1.35 -1.01 -0.29 -0.26  0.0826 0.0885 0.1054 0.420 

O2   0.00 0.00     0.524 

O2
-   -0.5 -0.5     0.349 

O
a
 is the proximal oxygen atom. O

b
 is the distal oxygen atom. 

The oxygen coordinating systems, Glu and Tyr, have strong interactions with the 

iron, characterized by greater ρBCP at Fe-L.  This corresponds to an increased ability to 

activate the O2, evident from the low value of ρBCP for the Fe-O and O-O bonds, relative 

to most of the other systems.  The lower electron density at the O-O bond critical point is 

indicative of superoxide character, as shown in the difference between O2 and O2
-
, also 

shown in Table 5.7.  This corresponds to longer O-O bonds, as shown in Table 5.6, and 

greater negative charge on the oxygen atoms, as shown in Table 5.7.  These 

characteristics are observed in the Glu and Tyr systems.  Interestingly, Cys also exhibits 

these characteristics making it an excellent candidate for increased oxygen activation.  

The other sulphur coordinating system, Met, as well as Arg, have oxygen activation 

properties similar to the histidine reference system.  

The binding energy, denoted BE, for the amino acid substituted systems is 

calculated as shown in Equation 5.1.  The calculated values are reported in Table 5.8.  
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The Gibbs energy, ∆G, and enthalpy change, ∆H, are reported for comparison with 

experimental results.  The results are in good agreement with the histidine model system, 

as previously discussed.  

Table 5.8. Calculated Gibbs binding energy and enthalpy change for oxygen binding to 

FePL at 298 K (kcal∙mol
-1

). The binding of O2 is exergonic and exothermic, however the 

values are shown as positive quantities as is convention. 

 

L 

Binding Energy 

∆G  ∆H 

Arg 6.7 7.2 

Cys 10.2 13.0 

Glu 3.2 6.1 

His 9.9 12.7 

Met 3.6 8.2 

Tyr 6.7 9.0 

a
Exp.

147
 8.0 12.6 

a
O2 binding to native myoglobin. 

 

 

 It is useful to consider structural changes between the deoxy- and oxy-iron 

porphine systems and these changes are reported in Table 5.9.  The changes are from the 

deoxy to the oxygen bound system, thus, negative changes indicate a decrease in distance 

upon binding.  It is also useful to consider changes in the QTAIM properties between the 

deoxy- and oxy-iron porphine systems. These are shown in Table 5.10 and are taken as 

changes upon dioxygen binding to the porphyrin, thus a negative change in electron 

density indicates an increase in electron density upon binding.  In this way, negative 

changes for charge indicate more negative atomic charges and for ρBCP stronger bonding 

interactions. 
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Relative to the histidine model system, it is interesting to note that cysteine, in 

addition to being better at activating the oxygen molecule, has a greater binding affinity 

for oxygen, albeit only 0.3 kcal∙mol
-1

 greater.  Glutamic acid has similar properties, to a 

lesser extent.  Tyrosine and arginine exhibit similar oxygen affinity, approximately 

3 kcal∙mol
-1

 less than histidine, yet exhibit different oxygen activation abilities as 

discussed above.  Glutamic acid has a lower oxygen affinity, despite having significant 

oxygen activation ability.  Methionine also has a lower oxygen affinity relative to 

histidine, which is counterintuitive since it forms the strongest interaction with oxygen, 

shown in Table 5.7.  This can be explained as an entropic effect since the enthalpy 

change, ∆H, for binding is significantly greater.  Methionine has the weakest interaction 

with iron and the porphine ring, shown in Table 5.5, and upon binding this interaction is 

strengthened.   

Table 5.9 shows that the magnitude of the decrease for Fe-L distance is greatest 

for methionine.  Methionine has the weakest interaction with the porphine ring in the 

deoxy system, however, the interaction is strengthened upon binding, shown by the 

∆ ρBCP for the Fe-L distance in Table 5.10.  However, this interaction appears to be at the 

expense of the electron density within the porphine ring as it is the only system that 

exhibits an increase in porphine ring geometry upon binding, exhibiting positive changes 

for Fe-NP and NP-NP in Table 5.9.  Accordingly, there is a decrease in electron density at 

the ∆ ρBCP for the Fe-NP bonding interaction, in Table 5.10.  These differences, relative to 

the other systems, may contribute to the greater entropy change experienced by the 

methionine system upon oxygen binding, evident from the large difference in ΔH and ΔG 

for binding.  The decrease in electron density explains the high electron density at the 
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Fe-O bond critical point, as methionine exhibits the strongest interaction with dioxygen, 

as previously mentioned.    

Table 5.9. Changes in the structural properties upon oxygen binding to FePL. The 

changes are represented as the difference in distance (Å) and the percent change (%). A 

negative change indicates a decrease in the distance upon binding with O2.  Systems are 

shown in order of increasing BE, based on the Gibbs energy change, ∆G.   

 

 ∆ Fe-L ∆ Doming ∆ Fe-NP ∆ NP-NP 

L  Å % Å % Å % Å % 

Glu 0.01 0.4 -0.39 -91 -0.08 -3.9 -0.08 -2.0 

Met -0.10 -3.8 -0.05 -38 0.02 0.8 0.03 0.6 

Arg -0.04 -1.7 -0.30 -95 -0.10 -4.9 -0.10 -2.3 

Tyr 0.01 0.4 -0.44 -98 -0.07 -3.4 -0.09 -2.1 

His -0.05 -2.4 -0.23 -81 -0.06 -2.4 -0.10 -2.3 

Cys -0.03 -1.5 -0.40 -92 -0.10 -3.7 -0.09 -2.2 

 

Table 5.10. Changes in the QTAIM charges (au) and electron density at the bond critical 

points, ρBCP (au), upon oxygen binding to FePL. A negative change indicates an increase 

in electron density upon binding with O2.  Systems are shown in order of increasing BE, 

based on the Gibbs energy change, ∆G.   

L 

∆ Charge  ∆ ρBCP 

Fe L NP  Fe-L Fe-NP 

Glu -0.10 0.05 0.07  0.0045 -0.0124 

Met 0.07 0.04 0.01  -0.0062 0.0015 

Arg -0.11 0.05 0.07  -0.0034 -0.0080 

Tyr -0.10 0.07 0.07  0.0100 -0.0174 

His -0.10 0.03 0.07  -0.0066 -0.0076 

Cys -0.12 0.13 0.07  -0.0039 -0.0105 

 

In the case of Arg, Cys, and His, upon binding oxygen there is shift of electron 

density away from the NP and L coordinating atoms to the iron centre.  This is evident 

from the changes in atomic charge, shown in Table 5.10, where the L and NP atoms 
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become more positive and iron more negative. This corresponds to a greater electron 

density at the Fe-L and Fe-NP bond critical points and accordingly, shorter Fe-L, Fe-NP, 

and NP-NP bonding interactions, exhibited by negative changes in Table 5.9.  The shorter 

bond distances are likely a result of stronger electrostatic interactions between the atoms.  

Not surprisingly, these systems exhibit similar activation of oxygen. 

 The amino acid ligands with oxygen coordinating atoms, Glu and Tyr, exhibit 

different affects upon oxygen binding.  Upon binding oxygen, electron density shifts 

away from the L and NP atoms and there is an increase in negative charge on the iron 

atom, as with Arg, Cys and His.  However, this weakens the Fe-L bonding interaction and 

significantly strengthens the interactions with the porphine ring. This differs from the 

Arg, Cys and His systems where these interactions were all strengthened.  Despite modest 

binding energies, Glu and Tyr yield significant superoxide character in the bound oxygen 

and, thus, have great oxygen activation potential.  These systems must provide 

accessibility of electron density to the dioxygen to facilitate the oxygen activation.   

In order to further evaluate the binding energy, it is useful to consider the 

occupied molecular orbitals that participate in bonding.  Within DFT, the Kohn-Sham 

orbitals have been shown to provide qualitative insight to aid in the explanation of 

chemical phenomena.
177

  The deoxy-iron porphine systems are all open shell, with triplet 

or quintet multiplicities in the ground state, thus it is useful to consider the highest energy 

singly-occupied molecular orbitals.  The highest energy singly-occupied molecular 

orbital and second highest energy singly-occupied molecular orbital, denoted SOMO and 

SOMO-1, respectively, are shown in Figure 5.4.  Also of interest is the highest energy 

SOMO of the oxy-iron porphine systems which are shown in Figure 5.5. 
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Figure 5.4. Highest energy singly-occupied molecular orbital (SOMO) and second 

highest energy singly-occupied molecular orbital (SOMO-1) for the FePL systems, with 

an isosurface of 0.02 au. The positive and negative regions of the molecular orbital are 

represented as red and green, respectively. Systems are shown in order of increasing BE, 

based on the Gibbs energy change, ∆G.   
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Figure 5.5. Highest energy singly-occupied molecular orbital (SOMO) for the FePL-O2 

systems, with an isosurface of 0.02 au. The positive and negative regions of the molecular 

orbital are represented as red and green, respectively. Systems are shown in order of 

increasing BE, based on the Gibbs energy change, ∆G.   

 

As discussed above, upon binding to oxygen Arg, His and Cys have similar 

electronic and structural affects.  Not surprisingly, the SOMO of all three systems, shown 

in Figure 5.4, are similar.  The orbitals are largely delocalized over the porphine ring and 

the d-orbital on the iron atom that has a positive and negative lobe positioned towards the 

oxygen binding site.  The SOMO-1 for Arg and His are also similar, with the d-orbital on 

the iron positioned towards the nitrogen atoms of the porphine ring.  In the SOMO-1 the 

d-orbital is contracted with greater orbital contribution coming from the porphine ring.  

However, in the Cys system the SOMO-1 has a 𝑑𝑧2-orbital positioned towards the 
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oxygen binding site.  This explains the stronger BE for the Cys system and the ability of 

Cys to more successfully activate oxygen.  This can be seen in Figure 5.5, where the 

SOMO for Cys and His have a large anti-bonding orbital localized on the oxygen, leading 

to decreased electron density at the ρBCP for the O-O bonding interaction.   In the case of 

Arg, the orbital on the oxygen is smaller and there is interaction between the orbital on 

the proximal oxygen and iron.  This suggests that there is more electron density 

contributed to the Fe-O interaction and less contributing to the antibonding O-O 

interaction, leading to decreased activation in the Arg system.  

In the case of Met, the SOMO is similar to the other systems, largely delocalized 

over the porphine ring and having a d-orbital on the iron atom that has a positive and 

negative lobe positioned towards the oxygen binding site.  However, the SOMO-1 is 

localized on the iron atom having lobes pointed towards the nitrogen atoms of the 

porphine ring.  Upon binding this leads to modest overlap with the binding oxygen and 

significant overlap between the iron and the ligand, shown in the SOMO of the oxy-iron 

system in Figure 5.5.  This supports the previous discussion from the electronic and 

structural results for Met.  There is also orbital overlap between the oxygen and the ring, 

leading to decreased oxygen activation as in Arg.  

The SOMO of the Glu and Tyr systems are similar.  This is not surprising 

considering the similarities in electron density and geometric changes upon binding 

between these systems. The SOMO for both systems is again largely delocalized over the 

porphine ring, however, the d-orbital on the iron atom is not aligned directly toward the 

oxygen binding axis.  Instead, the orbital is tilted with the negative and positive lobes 

positioned between the plane of the porphine ring and the oxygen binding axis, as shown 
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in Figure 5.4.  The SOMO-1 for both Glu and Tyr is similar to the Arg and His systems, 

with the lobes of the orbital on iron facing the nitrogen atoms.  The orbital contribution 

from iron is significantly contracted, relative to the SOMO, and thus there is greater 

orbital contribution in the SOMO-1 from the porphine ring.   

Upon binding, the SOMO of the oxygen bound Glu and Tyr systems, shown in 

Figure 5.5, exhibit similar interactions to the Arg and Met systems, where the orbitals on 

the oxygen interact modestly with the iron and porphine ring.  However, there is only 

orbital overlap between the iron and the closest oxygen, and not the distal oxygen atom as 

is observed in Met.  It is interesting to note that in the oxygen bound systems, the three 

best oxygen activators, Cys, Glu and Tyr, all exhibit significant orbital contribution from 

the ligand in the SOMO.  This supports the idea that the ligand plays an important role in 

electron density transfer to the oxygen, and thus oxygen activation.  In contrast, Arg, His, 

and Met show a greater orbital contribution in the SOMO from the porphine ring, as 

oppose to the ligand, and exhibit weaker oxygen activation properties.  Also in support of 

this idea is that of the three best oxygen activators, Glu is the weakest and also exhibits 

the weakest oxygen binding.  In comparing the SOMO of Cys, Glu and Tyr, in Figure 

5.5, the Glu system has the smallest contribution from the ligand.  It is also the system 

that most resembles the Arg, His and Met systems, with respect to orbital contribution 

from the porphine ring.  Overall, the superior oxygen activating ability of Cys and Tyr is 

evident from the large, well-defined anti-bonding orbitals on the oxygen for these 

systems, pictured in Figure 5.5. 

A previous study of oxygen binding to porphyrin systems with ligated imidazole 

analogues concluded that O2 binding is favoured when the coordinating atom of the axial 
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ligand carries more negative charge.
130

  The proposed explanation is that more electron 

density is available to the porphyrin system and thus to the O2 molecule, making the 

oxygen more active and allowing for an increase in back-donation to the Fe-O bond.  

This study looked at neutral nitrogen-containing ligands and the anionic thiol group.  Our 

results are consistent in showing that the thiol group has a greater affinity for oxygen; 

however, the Glu and Tyr systems are also anionic but have significantly lower affinity 

for oxygen.  Furthermore, the binding energy and oxygen activation ability do not 

correlate.  In fact, systems with similar binding energies have very different activation 

abilities.  Thus, the charge of the ligand is not the only factor affecting binding energy 

and oxygen activation.  In fact, even the results presented here for the nitrogen containing 

systems are not consistent.  Instead, the arginine system shows a weaker affinity for 

oxygen despite a more negative charge on the coordinating nitrogen atom of the ligand, 

as shown in Table 5.5.  Thus, more electron density on the axial ligand does not 

necessarily ensure this transfer.  It is recognized that these systems are more structurally 

diverse than the systems studied in previously.
130

  Nonetheless, it is evident that simply 

correlating the charge on the coordinating atom to binding energy may suffice for both 

structurally and electronically analogous systems, however, this cannot be extended to 

larger more diverse ligands.   

It should be noted that an experimental study assessing the catalytic effect of 

substituting cysteine and tyrosine for the proximal histidine in human myoglobin 

concluded that cysteine enhances heterolytic O-O bond cleavage, whereas tyrosine has 

little effect on the catalytic activity relative to histidine.
160

  Based on the results presented 

here, this effect must be due to the increased oxygen activation of cysteine.  Both Cys and 
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His have similar oxygen binding energies, with cysteine exhibiting only a slight increase 

in oxygen affinity, while Tyr has a lower binding affinity.  However, both Cys and Tyr 

show significant oxygen activation ability as evident from the charge transfer to the 

oxygen.  Thus, the balance of increased oxygen activation and decreased binding affinity 

in Tyr yields no significant change in the catalytic activity of tyrosine.  It follows that the 

Cys system, which exhibits a binding affinity similar to the His system, and an increased 

oxygen activation ability would produce an increase in catalytic activity.   

5.4 Conclusions 

  For the systems studied here there is no clear correlation between charge, 

interaction strength, or changes in structural or electronic features of the iron porphine 

systems with oxygen activation or binding energy.  Instead, multiple components and 

features of the binding reaction must be considered in order to explain the results 

computed.  These include interaction strength between the ligand and iron porphine 

system, electron density transfer between the ligand, iron, porphine ring, and oxygen, and 

molecular orbital contributions from the orbitals involved in the binding reaction.  

Overall, it is hypothesized that a balance between a sufficiently strong bond with the axial 

ligand while maintaining the ability of the iron to transfer electron density to the O2 

molecule is critical for these systems in situ.  

One of the goals of this study was to provide inspiration for the design and 

modification of proteins, or smaller synthetic analogues to mimic their function, for a 

range of applications, including catalysis and therapeutics.  In experimental methods it is 

often difficult to rationally design a protein for a specific function due to the multitude of 

existing functions and complexity of protein structure that have accumulated through 
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evolution.  It is the hope that computational studies can elucidate the observed effects of 

site-directed mutagenesis and guide further exploration, while contributing to the 

principles of the growing field of protein engineering.  As such, a number of amino acid 

substitutions are noteworthy.  Relative to the histidine system, Glu, Tyr and Cys provide 

increased oxygen activation ability making them ideal candidates where oxidants are 

sought.  This is a common target in catalysis where, for example, the activated O2 can 

abstract a hydrogen atom.  Cysteine provides an interesting modification to the histidine 

system of myoglobin and hemoglobin.  It has a greater binding affinity for oxygen and 

upon binding, activates the oxygen with significant superoxide character.  Similarly, 

tyrosine provides great oxygen activation ability, while maintaining similar affinity for 

oxygen as the myoglobin or hemoglobin systems.  If instead decreased oxygen affinity 

and activation is targeted, methionine is a suitable candidate.  
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Chapter 6 : A Computational Investigation of Nitric Oxide 

Induced Oxidation of Oxyhemoglobin 

 

6.1 Introduction 

The benefits of artificial blood substitutes are numerous. Issues of blood type 

compatibility and blood borne diseases, such as HIV, do not exist for artificial blood 

substitutes.  Issues such as cold storage and short shelf life would no longer be limiting, 

enabling blood transfusions to be performed in remote locations and at trauma sites.  A 

synthetic blood substitute may also aid those whose religious beliefs prohibit them from 

accepting donor blood.  Ultimately, the development of an artificial blood substitute 

would reduce the overwhelming and unmet demand for donors. 

The central aim in developing cell-free blood substitutes (CFBS) is to mimic 

hemoglobin’s ability to bind oxygen.  Despite decades of research in the field, the 

development of CFBSs is plagued by two problems: oxidation damage and 

vasoconstriction.
178,179

  Oxidation occurs because hemoglobin degrades without the 

protective antioxidant enzymes present in the membrane of the red blood cell.  Upon 

oxidation, hemoglobin breaks into two subunits that are cytotoxic.  Several successful 

approaches to stabilize hemoglobin include: polymerizing hemoglobin molecules 

together via glutaraldehyde;
179

 binding many polyethylene glycol molecules to a 

hemoglobin molecule to keep it from dissociating;
179

 and conjugating hemoglobin to 

superoxide dismutase and catalase to protect it from potential oxidizers by reacting with 

superoxides and hydroxyl radicals.
180,181 

 

 The latter problem of vasoconstriction remains a significant hurdle for the 

development of CFBSs.  Although the effect is typically mild, it can induce heart attack 
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for those receiving emergency medicine.  This shortcoming has been the failure of a 

number of CFBSs at clinical trials.
179  

Many studies have shown that a depletion of nitric 

oxide from the wall of the vasculature results in constriction of the arterioles.
181–185

  Since 

CFBSs are much smaller than red blood cells they can closely approach the surface of the 

vascular smooth muscle, binding irreversibly with nitric oxide, causing this depletion.  

Although both deoxy- and oxyhemoglobin have a high affinity for nitric oxide, 

oxyhemoglobin is the predominant form in arteries and thus has a more significant effect 

on nitric oxide scavenging.
182,186,187

  Furthermore, the reaction of oxyhemoglobin with 

nitric oxide results in the formation of methemoglobin and nitrate.  This ferric form of 

hemoglobin cannot transport oxygen, rendering the CFBS inactive. Despite its 

physiological importance, this reaction is poorly understood.
188  

 

Not surprisingly, myoglobin, whose structure closely resembles an individual 

subunit of hemoglobin has been found to act as a nitric oxide scavenger in the body.  

Oxy-myoglobin reacts with NO. resulting in an oxidized Fe (III) centre which is reduced 

by metMb reductase, thus acting as a catalyst in this cycle.
189–191

  It has been suggested 

that the intermediate involves a peroxynitrite species bound to the iron centre.
187,192

 

Experimental studies show the presence of free iron (III) porphyrin complexes in 

solution increases the rate of peroxynitrite decomposition to nitrate, at physiologically 

relevant temperature and pH.
193

  Studies involving oxy-myoglobin and oxy-hemoglobin 

showed the presence of an iron (III)-peroxynitrite complex.
194,195

  These studies detect 

neither a free peroxynitrite species nor an oxidized oxo-Fe(IV) species.   Instead it is 

suggested that the peroxynitrite complex rearranges to nitrate without prior dissociation.  
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Experimental evidence, which employs protein engineering, showed limited 

success in modifying the distal pocket to inhibit the NO induced oxidation reaction.
187

  

Multiple amino acid substitutions where made to generate steric hindrance in the distal 

pocket, which led to moderate success in the α subunits of hemoglobin, while no 

inhibition was observed in β subunits.  It is likely that the varied results for α and β 

subunits are due to the unequilvalent environment around the heme group.  In the β 

subunit some amino acid residues overlap with the ligand binding site to a larger extent 

than in the α subunit, giving rise to different rate constants for some of the reactions of 

hemoglobin.  In addition, it has been shown that the distal histidine residue plays an 

important role in discrimination between O2 and CO.
146,165

  Thus, additional caution must 

be taken in modification of the distal histidine to preserve O2 specificity which provides 

an added challenge with this approach.   

Ultimately, a greater understanding of the heme system is necessary in the 

development of future CFBSs.  One route to overcome the problem of vasoconstriction 

would be to alter the reactivity of heme, allowing for the selective inhibition of 

unfavourable oxidation reactions, while maintaining moderate O2 affinity.  In this study, 

the effect of amino acid substitutions at the proximal histidine residue on the binding 

affinity of O2 and NO with heme is investigated to gain insight into the electronics 

governing this region of the heme system.  

6.2 Computational Methods 

The model system employed in this chapter is analogous to that of previous 

chapters in this thesis.  This not only provides consistency and continuity with the 

previous studies but is also computationally efficient for the chosen models employed 
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herein.  One of the axial positions on the iron atom is occupied by dioxygen and the other 

by the ligand used to model the amino acid residue, which is denoted by L, as in the 

previous chapter.  This system is shown in Figure 6.1 and is denoted as FePL-O2, as in 

Chapter 5.  The distal histidine is excluded and therefore the results represent the low-pH 

case, where the histidine is protonated and therefore does not participate in a hydrogen 

bond within the active site.  

 
Figure 6.1. The oxy-iron porphine model system, shown here has a histidine ligand and 

thus is denoted FePHis-O2.  Carbon, nitrogen, oxygen and hydrogen atoms are shown as 

grey, blue, red and white spheres, respectively.  The iron atom is shown in orange. 

 

The ligands chosen to model the amino acid residue are also consistent with 

Chapter 5: arginine (Arg), cysteine (Cys), glutamic acid (Glu), histidine (His), methionine 

(Met) and tyrosine (Tyr).  The abbreviation used herein is given in parentheses.  In the 

case of arginine, cysteine, histidine and tyrosine, the deprotonated forms of the amino 

acid are studied.  This is consistent with physiological conditions, as discussed in the 

previous chapter.  

In this chapter, all calculations employing density functional theory methods were 

performed using the Gaussian 09 program package.
70

  Geometry optimizations and 

frequency calculations were computed for all stationary points.  The relative energies 

reported are corrected to the Gibbs energy (∆G) at 298 K.  Spin-unrestricted density 
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functional theory was used for all calculations, as all systems are either open-shell singlet 

or have a spin multiplicity greater than 1.  Following from the previous chapter, the 

B97-D
65

 density functional approximation has been employed to investigate the reaction 

mechanism of oxy-hemoglobin and NO yielding methemoglobin and nitrate.  Direct 

methods for locating transition states (e.g. TS, QST2, QST3 options in Gaussian 09) as 

well as potential energy scans were used to probe the potential energy surface.  The 

B97-D
65

 density functional approximation was also employed for the second part of this 

study to investigate the effect of various amino acids in the axial position on the first step 

of this mechanism.  

Pople-type basis sets were employed: 6-311+G(f) on iron, 6-311+G(d)  on 

nitrogen, sulfur and oxygen, and 6-31G on carbon and hydrogen.  The use of different 

basis sets within the complex was employed for computational efficiency, allowing for 

optimization of the geometries, while allowing for higher level calculation on the part of 

the system where binding occur.   

The quantum theory of atoms in molecules, denoted QTAIM, which uses the 

integral of the electron density to map the chemical topology of a system, was used to 

explore the nature of the bonding environment.  More specifically, atomic charges and 

the electron density at bond critical points were computed using the AIMAll software 

package.
112

  

 

6.3 Results and Discussion 

6.3.1 Reaction Mechanism 

 As previously discussed the mechanism for the nitric oxide induced oxidation of 

oxyhemoglobin is poorly understood.  To investigate the mechanism of reaction between 
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oxy-hemoglobin and nitric oxide to form methemoglobin and nitrate, three potential 

mechanisms were probed based on experimental evidence.  These three mechanisms are 

shown in Figure 6.2.  The first step in all three mechanisms involves the addition of nitric 

oxide to the oxygen bound iron porphine systems, resulting in an iron (III)-peroxynitrite 

complex, which has been characterized experimentally.
182,192,194–196

 This is analogous to 

the reaction of superoxide with nitric oxide.
197

  This is consistent with the superoxide 

character of O2 in oxyhemoglobin that has been reported theoretically herein and 

elsewhere
198

 and experimentally.
199

    

Mechanism 1 involves the subsequent generation of a free peroxynitrite species, 

suggested to exist in some experimental studies.
192

  Although this pathway has been 

discounted in another study, this was under alkaline conditions, with a pH of 8.1, thus 

under physiological conditions free peroxynitrite may form.
187

  For this reason, the 

formation of free peroxynitrite will not be excluded in this study. 

Mechanism 2 investigates a potential isomerization of the peroxynitrite ligand 

while still interacting with the iron porphine system.  This mechanism would also support 

the absence of an oxo-Fe(IV) complex in the reaction. Mechanism 3 proceeds via a oxo-

Fe(IV) species, as suggested by experimental studies of iron porphyrin compounds in 

solution.
193,200 

 Despite the oxo-Fe(IV) species not being detected in stopped-flow 

spectrophotometric experiments with hemoglobin,
187,194,195

 this mechanism has been 

suggested by others
201

 and the oxo-Fe(IV) species is known to occur in accepted 

mechanisms for that family of cytochrome P450 enzymes.
202–204
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Figure 6.2. The three potential reaction mechanisms investigated for nitric oxide induced 

oxidation of oxy-hemoglobin. The porphyrin structure and histidine axial ligand are 

omitted for simplicity. 

 

 After considerable computational effort, a free peroxynitrite mechanism, as shown 

in mechanism 1 of Figure 6.2, was unable to be located on the potential energy surface.  

If dissociation between the peroxynitrite species and the iron porphine is attempted the 

favoured reaction pathway is the exchange of O2 with NO to give the NO bound iron 

porphine, nitrosylhemoglobin, and free oxygen.  This reaction has an estimated barrier of 

9 kcal·mol
-1

 and is exergonic by approximated 14 kcal·mol
-1

.  However, these reactions 

are not significantly observed experimentally, nor are they the focus of this study.
 196

  The 

reaction between NO and oxy-hemoglobin is rapid and known to give stoichiometric 

quantities of methemoglobin and nitrate.  In fact, O2 replacement by nitric oxide is very 

low, even when patients are exposed to modest levels of NO.
205
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Also, peroxynitrite is a strongly oxidizing and nitrating species, however it was 

noted in the experimental results of Herold that only trace amounts of nitrated species 

were found, which suggests that a free peroxynitrite mechanism is likely not the primary 

mechanism.
195

  It should be noted that peroxynitrite can form from the reaction between 

nitric oxide and molecular oxygen, albeit the reaction between nitric oxide and oxy-

hemoglobin is estimated to be approximately 26 times faster.
196

  Thus, free peroxynitrite 

may originate it this way.  

On the mechanism where isomerization of the peroxynitrite ligand proceeds in a 

concerted manner, with no Fe(IV) species found, no feasible mechanism could be 

obtained.  Scans of the potential energy surface gave large barriers to isomerization, 

ranging from 53 to over 500 kcal·mol
-1

.  It is possible that larger, more complex 

modelling may yield a lower barrier to isomerization.  This may suggest interactions 

between the bound peroxynitrite species and the amino acid residues in the distal pocket.  

However, these effects are not captured in the current study.  

A plausible concerted mechanism could not be obtained, in contrary to the 

experimental studies where no Fe(IV) species is detected.  Thus, provided our model is 

sufficient, it must be the case that the Fe(IV) species must react too fast to be detected, 

thus does not accumulate above the detectable limit of the experiment.
194,195

  This 

hypothesis is supported by the energetics of this step of the reaction, which has a very 

low barrier.  Thus, mechanism 3 is the only plausible mechanism and the reaction profile 

is shown in Figure 6.3.  The abbreviations used for the species involved in the mechanism 

are shown in Figure 6.4 and is used to report the energetics of the reaction in Table 6.1.  
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Figure 6.3. Gibbs energy surface for mechanism 3.  Energies (kcal·mol

-1
) are reported 

relative to the reactants.  

 

 

    

FePL-O2 + NO FePL-OONO FePL=O···NO2 FePL-NO3 

Figure 6.4. Minimum structures on the potential energy surface for the proposed reaction 

mechanism, with abbreviations used herein.   

 

In the first step of the proposed reaction mechanism, the open-shell singlet 

FePHis-O2 species exhibits superoxide character and reacts with the NO radical to form 

the peroxynitrite bound intermediate, FePHis-OONO.  For the hemoglobin model, where 
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the axial ligand is imidazole, the reaction is exergonic by 11.2 kcal·mol
-1

.  The reaction 

barrier for this reaction is 3.8 kcal·mol
-1

, which results from the entropic barrier since the 

transition state has an enthalpy 5.6 kcal·mol
-1

 lower than the reactants.  Thus, at 298K the 

entropic barrier is 9.4 kcal·mol
-1

 and the change in entropy from the reactants to bound 

product is 10.7 kcal·mol
-1

.  Previous theoretical studies were not able to locate a 

transition state for this step of the reaction pathway and thus estimated, from the 

peroxynitrite bound intermediate species, that the entropic barrier would be 

approximately 10.4 kcal·mol
-1

.
206

  This is in excellent agreement with the value reported 

herein.  It should be noted that both the cis and trans conformations of the peroxynitrite 

bound species were explored.  Consistent with previous studies,
207

 (the Z or cis) 

conformer was found to be favoured by 2.6 kcal·mol
-1

. 

 

Table 6.1. The change in Gibbs energy, ∆G, enthalpy, ∆H, and entropy, ∆S, at 298 K for 

the stationary points of mechanism 3. Energies reported relative to the reactants, FePL-O2 

+ NO.  

 ∆G,  

kcal∙mol
-1

 

∆H,  

kcal∙mol
-1

 

-T∆S,  

kcal∙mol
-1

 

∆S,  

cal∙mol
-1

∙K
-1

 

FePL-O2 + NO 0 0 0 0 

TS1 3.8 -5.6 9.3 -31.3 

FePL-OONO -11.2 -21.7 10.5 -35.3 

TS2 -10.4 -21.6 11.3 -37.8 

FePL=O···NO2 -28.5 -35.0 6.5 -21.7 

TS3 -18.7 -25.9 7.1 -23.9 

FePL-NO3 -37.9 -48.8 10.9 -36.5 

 

In the second step of this mechanism, the O-O bond is homolytically cleaved to 

yield the oxo-Fe(IV) species and the NO2 radical, FePHis=O···NO2.  This step of the 

reaction is exergonic by 17.3 kcal·mol
-1

, and has a very small reaction barrier of 0.8 
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kcal·mol
-1

.  It should be noted that the local nature of the GGA exchange-correlation hole 

leads to failures in non-equilibrium, or stretched, geometries where a non-local 

description of the exchange hole is necessary.  In other words, reaction barriers are 

underestimated by GGA-type density functional approximations.  Nonetheless, a 

discussion of the reaction barriers relative to one another is valuable for understanding 

the mechanism.  As a comparison, the barrier for this step of the reaction was reported to 

be 6.7 kcal·mol
-1

 in an investigation that employed a hybrid density functional 

approximation, B3LYP, and a similar model system.
206

 

It should be noted that at low pH the peroxynitrite species is not observed.
194,195

  

Under these conditions, the distal histidine in the heme pocket is protonated and does not 

play a role in stabilizing species bound in the active site.  The current model is effectively 

modelling these conditions, since the distal histidine is not included.  Thus, it is 

reasonable to assume from the low reaction barrier reported here that the peroxynitrite 

intermediate decays too fast to be detected, and faster than the rate of formation of the 

intermediate, making it very difficult to detect experimentally.   

The third step of the mechanism involves the combination of the NO2 radical with 

the oxo-Fe(IV) species to give a bound nitrate ligand.  This step of the reaction is 

exergonic by 9.4 kcal·mol
-1

, and has a reaction barrier of 9.8 kcal·mol
-1

.  The reaction 

barrier for this step of the reaction is the highest, thus, does not support the notion that the 

oxo-Fe(IV) species reacts too fast to be detected.  Based on the results it is expected that 

the rate of formation would be greater than the rate of decay.  Since this study does not 

include the distal histidine group, known to stabilize dioxygen by 2.5-3.8 kcal∙mol
-1

,
146,165

  

it is possible that the distal histidine plays a role in varying degrees of stabilization along 
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the reaction pathway.  This is supported by experimental evidence that the rate of nitrate 

production increases with decreasing pH, thus without stabilization from the distal 

histidine the reaction proceeds faster.  Another theoretical study on the effects of the 

distal histidine group on this reaction pathway has shown that the barriers are increased 

upon inclusion of the distal histidine and have a greater effect on TS2 than TS3.
206

  

However, this study employs a different model system and choice of density functional 

approximation, thus, further computational investigation would be most appropriate to 

provide insight on the effects of the distal histidine residue.   

 

6.3.2 Amino Acid Substitution 

The first step of the mechanism has been investigated further to determine if the 

electronic effects of the amino acid in the proximal site are significant enough to have an 

effect of the affinity of NO for the oxygen bound species.  The first step is chosen since 

the first step in unchanged for each of the proposed mechanisms.  This step involves the 

generation of the iron (III)-peroxynitrite complex, FePL-OONO, from the reaction 

between the nitric oxide radical and the open-shell singlet species, FePHis-O2.  To 

determine the effect of the amino acid residue on the nitric oxide affinity of oxy-iron 

porphyrin systems, substitutions at the proximal histidine residue are investigated.  The 

seven amino acids chosen for substitution are: arginine (Arg), cysteine (Cys), glutamic 

acid (Glu), histidine (His), methionine (Met) and tyrosine (Tyr).  The abbreviation used 

herein is given in parentheses.  Model systems of these amino acid residues are 

employed, which exclude the protein backbone.  The structures of these ligands have 

been shown previously, in Figure 5.3 of Chapter 5.  The minimum structures for the first 

step of the mechanism for the histidine model system, the reaction between FePHis-O2 
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and nitric oxide to form the iron (III)-peroxynitrite complex, FePHis-OONO, are shown 

in Figure 6.5. 

  

(a) (b) 

Figure 6.5. Optimized geometries for FePHis-O2, shown in (a), and FePHis-OONO, 

shown in (b). 

The geometry of the heme pocket is defined by the six atoms coordinating to the 

iron atom.  The equatorial ligands, the four nitrogen atoms of the porphine ring, have the 

same geometry in the case of each substitution, with an average Fe-N distance of 2.02 Å 

and an average N-N distance of 2.86 Å.  The axial ligands are the coordinating atom of 

the amino acid model system, denoted L, and the coordinating oxygen atom of the 

OONO ligand.  The distances for the axial ligands are given in Table 6.2.  The Fe-L 

distances vary based on the type of coordinating atom and its van der Waals radius, with 

sulfur coordinating systems having the longest Fe-L distance, followed by the nitrogen 

and then oxygen systems.  Interestingly, the Fe-O distances, shown in Table 6.2, do not 

exhibit this trend.  
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Table 6.2. Structural parameters (distances in Å, angles in °) for the FePL-OONO 

systems.  The bond distances in the peroxynitrite ligands are denoted using the image to 

the right of the table.  
 

L Fe-L Fe-O A B C 

 

Arg 2.07 1.86 1.38 1.60 1.16 

Cys 2.27 1.96 1.39 1.52 1.18 

Glu 1.95 1.87 1.42 1.48 1.18 

His 2.03 1.84 1.38 1.59 1.16 

Met 2.42 1.85 1.37 1.62 1.16 

Tyr 1.92 1.90 1.41 1.49 1.18 

 

Table 6.3. Bond distances for Fe-O and N-O compared with the NO stretching frequency 

(distances in Å, angles in °) for the FePL-OONO systems.  

 

L Fe-O N-O NO stretching frequency, cm
-1

 

Arg 1.857 1.161 1743 

Cys 1.962 1.180 1645 

Glu 1.869 1.180 1647 

His 1.843 1.161 1743 

Met 1.854 1.158 1760 

Tyr 1.901 1.180 1647 

Free NO  1.157 1904 

 

 

Not surprisingly, there is a correlation between the distance of B, or the 

interaction between the nitric oxide and the oxygen with the distance at A and C, as 

shown in Table 6.2.  The trend is such that the systems with shorter B lengths, have 

longer A and C lengths.  Thus, a stronger interaction between the nitric oxide and the 

dioxygen weakens the original O-O bond of dioxygen and the original N-O bond of nitric 

O

Fe

O

N
O

A

B

C

L
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oxide.  The frequency of the N-O bond is reported in Table 6.3.  As expected, there is a 

correlation with the strength of the N-O bond, such that the systems exhibiting greater 

interaction with nitric oxide, or longer N-O bond distance, exhibit the longest Fe-O bond 

distances.  These are the Cys, Glu and Tyr systems.   It is interesting to note that these are 

the systems that exhibited the greater superoxide change in the oxy-iron porphine systems 

shown in Chapter 5.  This suggests that electron density for the interaction with nitric 

oxide may also be coming from both the superoxide species and the iron centre.  To 

investigate this assertion, analysis of the electron density is necessary.  Conversely, 

systems with shorter N-O bonds, which are closer to the free nitric oxide bond length, 

exhibit a higher stretching frequency, again closer to the free nitric oxide.   

The atomic charge and electron density at the bond critical points for the 

FePL-OONO systems, as evaluated using QTAIM, are shown in Table 6.4 and Table 6.5, 

respectively. The trend observed in the bond lengths where systems with shorter B 

lengths, have longer A and C lengths, is also observed in the electron density.  From 

Table 6.5, systems with greater electron density at the BCP, or stronger interaction, for B, 

are accompanied with lower electron density at the BCP, or weaker interaction, for A and 

C.  Analogously, the Fe-O interaction strength shows correlation with the strength of the 

N-O bond, such that the systems exhibiting greater interaction with nitric oxide, noted 

above as Cys, Glu and Tyr, exhibit the weakest Fe-O interactions.   
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Table 6.4. Atomic charges (au) evaluated using QTAIM for the FePL-OONO systems. 

The oxygen atoms are denoted using the image to the right of the table. 

L  

Charge  

Fe L I
 

II N III 

 

Arg 1.33 -1.06 -0.37 -0.20 0.48 -0.41 

Cys 1.23 -0.30 -0.42 -0.20 0.41 -0.45 

Glu 1.38 -1.03 -0.41 -0.20 0.44 -0.44 

His 1.34 -1.06 -0.37 -0.20 0.49 -0.41 

Met 1.26 0.01 -0.36 -0.19 0.49 -0.41 

Tyr 1.37 -0.99 -0.42 -0.20 0.43 -0.44 

OONO-       

 

 

Table 6.5. The electron density at the bond critical points, ρBCP (au), for the FePL-OONO 

systems, evaluated using QTAIM analysis. 

L  

ρBCP 

 

Fe-L Fe-O A B C 

Arg 0.074 0.117 0.333 0.195 0.576 

Cys 0.081 0.088 0.324 0.240 0.551 

Glu 0.087 0.111 0.293 0.263 0.552 

His 0.080 0.121 0.329 0.197 0.577 

Met 0.057 0.118 0.341 0.183 0.581 

Tyr 0.096 0.102 0.306 0.254 0.552 

OONO-      

 

The binding energy for nitric oxide to FePL-O2 is denoted as  𝐵𝐸𝑁𝑂, and is 

defined as the energy difference between the bound system and the infinitely separated 

reactants:   

𝐵𝐸𝑁𝑂  = (𝐸𝐹𝑒𝑃𝐿−𝑂2
+ 𝐸𝑁𝑂) − 𝐸𝐹𝑒𝑃𝐿−𝑂𝑂𝑁𝑂 6.1 

In this way, a positive value of  𝐵𝐸𝑁𝑂 indicates favourable binding.  

O

Fe

O

N
O

L

I

II

III

O

Fe

O

N
O

A

B

C

L



134 

 

The computed values for 𝐵𝐸𝑁𝑂 are shown in Table 6.6. For comparison, the 

binding energies reported for dioxygen to the deoxy-iron porphine system, denoted as 

𝐵𝐸𝑂2
 and computed in Chapter 5, are also shown.  From the results presented above, it is 

reasonable to expect that the Cys, Glu and Tyr systems would exhibit the greatest nitric 

oxide binding energy, 𝐵𝐸𝑁𝑂, due to the greater superoxide character of their FePL-O2 

complex and strongest NO interaction as discussed above.  However, just as these 

systems did not exhibit a greater 𝐵𝐸𝑂2
, as discussed in Chapter 5, they did not exhibit an 

increase in NO affinity.  This again highlights the complexity of the amino acid systems 

with respect to reactivity.  Overall, there is no correlation between oxygen and nitric 

oxide affinity.   

 

Table 6.6. Calculated Gibbs binding energy for nitric oxide binding to FePLO2 at 298 K 

(kcal∙mol
-1

). The reaction is exergonic, however the values are given as positive 

quantities for simplicity. Oxygen binding energies, from Chapter 5, are also included for 

comparison.  

 

L 𝑩𝑬𝑶𝟐
, kcal∙mol

-1
 𝑩𝑬𝑵𝑶, kcal∙mol

-1
 

Arg 6.7 9.1 

Cys 10.2 10.9 

Glu 3.2 13.5 

His 6.9 11.2 

Met 3.6 12.2 

Tyr 6.7 10.9 

 

 

Arginine is interesting because it exhibits a similar affinity for oxygen as the His 

reference systems, yet a different nitric oxide affinity.  The Arg system exhibits a modest 

decrease in NO affinity relative to the reference His system.  The lower NO affinity is 

likely a result of the low nature of the highest energy singly-occupied molecular orbital 
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(SOMO), shown in Figure 5.5 of Chapter 5.  The arginine species had little superoxide 

character and the SOMO showed delocalization of the molecular orbital onto the iron 

atom, whereas the other systems showed a larger contribution of the SOMO from the 

dioxygen species.  The low NO affinity of the Arg system makes it a potential mutant of 

interest in the field of CFBSs.  

 

Table 6.7. Changes in the structural properties upon NO binding to FePL-O2. The 

changes are represented as the difference in distance (Å) and the percent change (%). A 

negative change indicates a decrease in the distance upon NO binding.  Systems are 

shown in order of increasing, BENO. 

 ∆ Fe-L ∆ Fe-O ∆ O-O ∆ ∠Fe-O-O 

L Å % Å % Å % ° % 

Arg -0.025 -1.2 -0.004 -0.21 0.105 8.25 -14.1 -10.7 

Tyr -0.033 -1.7 0.015 0.80 0.117 9.06 -13.8 -10.6 

Cys -0.042 -1.8 0.011 0.56 0.097 7.51 -5.0 -4.1 

His -0.045 -2.2 -0.003 -0.16 0.109 8.55 -4.6 -3.8 

Met -0.077 -3.1 0.087 4.92 0.101 7.95 -6.6 -5.3 

Glu -0.037 -1.9 0.081 4.53 0.136 10.56 -9.7 -7.8 

 

Table 6.8. Changes in the QTAIM charges (au) and electron density at the bond critical 

points, ρBCP (au), upon oxygen binding to FePL. A negative change indicates an increase 

in electron density upon binding with O2.  Systems are shown in order of increasing, 

BENO. 

L 

∆ Charge  ∆ ρBCP 

Fe L O (I) O (II)  Fe-L Fe-O O-O 

Arg 0.03 0.00 -0.12 -0.02  -0.004 -0.006 0.109 

Tyr 0.02 0.02 -0.13 0.06  -0.013 0.003 0.144 

Cys 0.01 0.03 -0.15 0.05  -0.007 0.006 0.099 

His 0.02 0.01 -0.14 -0.03  -0.008 0.002 0.114 

Met 0.02 0.02 -0.16 -0.01  -0.008 0.032 0.107 

Glu 0.03 0.02 -0.16 0.05  -0.013 0.003 0.114 

O
 
(I) and O (II) are the proximal and distal oxygen atoms to the iron atom, respectively.  
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To further discuss the reported NO binding energies, it is useful to consider the 

effects of NO binding on the systems.  The changes in structural and electronic properties 

upon NO binding are shown in Table 6.7 and Table 6.8, respectively.  The Fe-N and N-N 

distances are not given in Table 6.7 as there is negligible change in structure upon 

binding, with all changes less than 0.01 Å.  Similarly, there is negligible change in the 

electron density at the BCP for these interactions, where all changes are less than 0.001 

au.  Thus, these values are not reported in Table 6.8.  

The three systems with the strongest NO interaction discussed above, Cys, Glu 

and Tyr, are the only systems that show the distal oxygen atom becoming more 

electropositive.  These systems exhibit the greater superoxide character in the oxy-

porphyrin form, allowing the greater interaction with the approaching NO radical.  Thus, 

the superoxide character of the FePL-O2 species affects the nature of the NO binding.  

It is interesting to note that upon nitric oxide binding, the iron and coordinating 

atom of the ligand, denoted in Table 6.8 as Fe and L, respectively, become more 

electropositive.  Conversely, the proximal oxygen atom, denoted O (I) in Table 6.8, gains 

electron density, becoming more negative.  Without further probing of the electron 

density it may be assumed that electron density is transferred from the iron system and 

ligand to the dioxygen upon binding.  However, surprisingly, there is both a decrease in 

the Fe-L interaction length and an increase in electron density between the atoms, shown 

in Table 6.7 and Table 6.8, respectively.  Thus, binding of NO strengthens the Fe-L 

interaction and is accompanied by a weakening of the Fe-O interaction, except in the Arg 

system, and in the O-O interaction in all cases.  In other words, the interaction with NO 
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relies on the transfer of electron density from the Fe-O and O-O interactions.  There is 

negligible transfer of electron density from the ligand and porphine ring.  

As expected, there is a significant decrease in electron density from the O-O bond 

upon NO binding, relative to the Fe-L and Fe-O bond.  The weakening of the O-O bond 

results in an increase in negative charge on the proximal oxygen atom.  However, despite 

a greater electrostatic interaction between the iron and proximal oxygen, the Fe-O 

interaction is weakened as a result of the removed electron density.  Nonetheless, the 

greater electrostatic interaction would be a barrier to free-peroxynitrite formation. 

This is not the case in Arg, where the Fe-O interaction is strengthened. This 

would act as a driving force in the next step of the reaction, where the O-O bond is 

homolytically cleaved to yield the oxo-Fe(IV) species and the NO2 radical.  This step has 

been studied for the His system, as discussed above, which is exergonic and has a very 

low barrier of 0.8 kcal·mol
-1

.  Thus, the Arg system may potentially have an even lower 

barrier for this reaction. However, this system also has the weakest affinity for NO, thus 

further investigation of the mechanism is required in order to more conclusively assess 

the effects of Arg substituent.  

The weakening of the O-O is also a driving force for the second step of the 

reaction, since it is the bond cleaved to form the oxo-Fe(IV) species and the NO2 radical.  

The cysteine system has the smallest change in electron density, in other words, is the 

least weakened upon NO binding.  Thus, this system is a potential system where this step 

would be inhibited.  However, there is experimental evidence for the presence of the 

oxo-Fe(IV) complex in numerous cytochrome pathways.
202–204

  Cytochrome P450 
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systems contain a heme group coordinated to the enzyme via a cysteine residue, thus the 

Cys ligand is an unlikely inhibitor of this step of the reaction pathway.    

6.4 Conclusions 

Overall, the systems with substituted amino acid ligands exhibit very similar 

affinity for the NO ligand.  It has been shown that the electron density from the ligand 

has little involvement on the binding on NO to the dioxygen species.  Thus, tuning the 

NO affinity relies more heavily on the electronics of the oxygen bound system, which 

were shown to exhibit dependence on the ligand in Chapter 5.  Systems exhibiting the 

greater superoxide character show the strongest interaction with NO, although not 

necessarily the greatest nitric oxide binding energy.  It is the nature of the interaction, 

rather than the binding energy that differs between the systems.  These may affect the 

reaction mechanism for the oxidation of the iron porphyrin and generation of nitrate, 

however, future work is required to investigate this hypothesis.  The reaction mechanism 

should be investigated further to elucidate the effects of amino acid substitution on the 

reaction barriers and mechanism.   
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Chapter 7 : Conclusions and Future Direction 

7.1 Conclusions 

The initial computational study pursued as part of this thesis is presented in 

Chapter 3.  This chapter highlights the powerful nature of computational techniques, 

including QTAIM and DFT, to explain experimental observations.  The atomic size of 

high-spin iron within the porphyrin structure is computed and explained as a consequence 

of the quantum mechanical interpretation of Hund’s multiplicity rule.  Instead the doming 

observed in this system is attributed to the nature of the molecular orbitals and resulting 

interactions with the porphyrin ring.  

As further studies of the porphyrin system were initiated, the intricate nature of 

iron porphyrin systems was realized.  Overall, the computational investigation of the 

heme system is a complex and surprisingly demanding task.  Others have described the 

task of computing diatomic binding energies to heme as “more difficult than expected”
208

 

and “well beyond routine quantum mechanical modeling.”
143

  This thesis has supported 

these notions and has shown the complexity of the iron porphyrin system and some 

significant hurdles when studying this system as well as analogous systems with density 

functional theory.  The conclusions of the benchmarking and exchange study in Chapter 4 

call for the development of better density functional methods that are feasible with 

reasonable computational resources.  Currently, the ideal computational approaches for 

this system are not practical.  In particular, the work in this thesis should alert researchers 

in this field to use extra caution when selecting their computational methodology.  

Chapters 5 and 6 further establish the complexity of the porphyrin system, but 

provide guidance of the electron nature of some biologically relevant substitutions on the 
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iron porphine system.  Specifically, the effect on the binding of O2 is determined and 

cysteine and tyrosine are highlighted as interesting modifications to the heme system.  

More specifically, these substituents provide significant oxygen activation ability; 

generating significant superoxide character in the O2 bound complexes.   Methionine is 

noted as a deactivator, decreasing both oxygen affinity and activation.   

Subsequent reaction of these complexes with NO, show that the effect of amino 

acid substitution has little effect of the generation of the peroxynitrite intermediate.  

Analysis of the electron density upon formation of the peroxynitrite bound complex 

shows little transfer of electron density from the ligand, and instead the nature of the 

dioxygen moiety plays a greater role in NO affinity.  However, these results are not 

conclusive of the effects of the substitutions on the full reaction mechanism.   

Overall, interesting electronic properties of the iron porphyrin system are 

presented in this thesis.  The complexity and intricacies of the electronic nature calls for 

careful consideration of the computational approaches used to study these systems.  

Accurate quantum mechanical methods are essential for the study of reactions with these 

systems.  

7.2 Future Direction 

7.2.1  Functional Development  

Further study of the nature of the iron porphyrin system is essential as emphasized 

throughout this thesis.  Although there are numerous extensive benchmarking studies of 

the iron porphine system, most lack insight on the characteristics of the functional form 

and how they manifest as benefits or errors specifically in the iron porphine 
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system.
136,137,143,144,209

  Further studies as well as functional development are needed in 

this area.  Specifically functionals that can describe strong correlation and charge transfer 

interactions should be targeted to study the binding of small molecules to 

metalloporphyrin complexes.  

7.2.2 Oxygen Binding Energies 

The oxygen binding energies reported in Chapter 5 are based on a model system 

of the iron porphyrin framework found in hemoglobin.  Further work could be done to 

include more of the porphyrin framework, ideally employing quantum mechanical 

methods.  Previous theoretical studies that include the distal histidine have shown only 

small effects on the energetics on the reaction pathway investigated herein.
206

  

Nonetheless, inclusion of the distal pocket would allow for further investigation of 

substitutions in this region.  This may also provide insight into the failures of 

experimental methods to inflict changes in binding affinity upon substitution of this distal 

histidine group of hemoglobin.
187

   

7.2.3 Effects of NO on Oxyhemoglobin 

Further investigation of the reaction mechanism proposed in Chapter 6 is of 

significant interest.  The results in Chapter 6 only present the effects of amino acid 

substitution on the first step of the reaction and thus, are not conclusive of the effects of 

the substitutions on the full reaction mechanism.  Although the effect of amino acid 

substitution has little effect on the first step of the investigated mechanism, the generation 

of the peroxynitrite intermediate, the effect may vary for the other steps of the reaction.  

The formation of the peroxynitrite intermediate is not the rate-determining step of the 

reaction, as it proceeds only via an entropic barrier.  Thus, barrier heights for the 
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subsequent reaction steps are essential for determining the effects of the amino acid 

substitutions and to give a more complete explanation and picture of the effects of NO on 

oxyhemoglobin. 

7.2.4 Metalloporphyrin Systems 

Metalloporphyrins are incorporated into protein structure ubiquitously in nature.  

The most well-known and abundant example is the iron-containing class of proteins 

known as heme proteins, which have been the focus of this thesis.  Another well-known 

metalloporphyrin is chlorophyll, which is a magnesium (II) porphyrin responsible for the 

absorption of energy from light, transferring it to the reaction centers of plants.  The 

incorporation of metal ions is crucial for many proteins as it provides the catalytic and 

electron transfer functionality.  Over one-third of natural proteins containing at least one 

metal ion, making the understanding of metal behaviour and the role of specific metal 

ions in these systems essential to the design of metalloenzymes for specialized processes. 

Although considerable attention in metalloporphyrin chemistry is focussed on 

iron, magnesium and cobalt due to their biological significance, synthetic routes to 

synthesize a wide array of metalloporphyrin species is possible.  These developments 

allow for a library of metalloporphyrin species to be generated with different structure 

and reactivity related to differences in character of the metal involved.   The heme system 

is considered one of the most versatile groups in metalloproteins, making 

metalloporphyrins the focus of many research efforts. A simple iron porphine system was 

first used to effect the stereospecific olefin epoxidation and alkane hydroxylation in 

1979.
210

  The system was designed to mimic cytochrome P450, using iodosylbenzene as 

an oxygen-transfer agent.  Manganese porphyrins have since been shown to have high 
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reactivity for these reactions.
211–214

  Group 3 through 6 metals have also been 

incorporated into the porphyrin framework and studied extensively.
215

   

The design of enzymes for both biological and alternative-energy applications is 

the ultimate challenge in the understanding of metalloprotein function.  In the recent 

literature there have been successful reports of the modification of the metalloprotein 

structure to achieve efficient catalytic activity for the reduction of O2 to H2O
 
as well as 

other biologically relevant hydrolysis reactions.
216–218

  A recent study has proposed a 

solid state heme protein mimic with the ability to tune functionality by modification of 

the porphyrin structure and the organic linkers at the proximal and distal heme pocket 

sites.
219

 This calls for further understanding of the porphyrin structure and key 

interactions that contribute to protein function.  These properties have the potential to 

provide inspiration for the design of smaller synthetic analogues to mimic their function.  

They can also aid larger scale investigations where advanced computational methods 

have allowed for rational design of enzyme function.
218,220–224

 

Preliminary work has been done to look at the structural and electronic properties 

of metalloporphyrins containing Sc, Ti, V, Cr and Mn at the central position.  Chemically 

relevant oxidations states of each metal in three multiplicity states were investigated, 

employing a model system that comprises the metal within a porphine ring and an axial 

imidazole ligand.  Structural and electronic properties such as geometry, charge, atomic 

volume, bond critical point electron density, as well as binding energies were computed.  

Computational methods were employed analogous to Chapter 5, where the B97-D 

functional is employed for binding properties and ωB97X-D for spin state energetics.  No 

clear conclusions could be drawn from the study and it became increasingly clear that the 
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density functional approximations employed were not reliable for determining the 

properties sought.  

The results shown in Chapter 4 of this thesis show the importance of including HF 

exchange in density functional approximations for the correct prediction of spins states; 

however, it is reasonable to assume that the precise amount varies based on the functional 

employed.  The optimal amount of HF exchange may also vary based on the system 

studied.  In other words, the current methods are not robust enough to apply broadly to 

metalloporphyrin systems.  It follows that it is not reasonable to assume that the density 

functional approximation chosen in this thesis for the study of iron porphyrin systems is 

suitable for other metalloporphyrin systems.  Future studies should be initiated to explore 

the performance of density functional methods for other metalloporphyrin systems.   

Experimental data is essential to clearly elucidate the characteristics of an optimal density 

functional approximation.  As shown herein, the quality of spin state energetics and 

binding energies of dioxygen, show different dependence on the inclusion of HF 

exchange, thus both should be explored for the metalloporphyrin systems.   
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