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Abstract

The main intentions of the thesis were to determine the roles that word prosody may play
in speech and reading and to examine the effects of sub-lexical phonology on lexical
activation. The thesis also aimed to elucidate the nature of phonological processing in
silent reading. Given that event-related brain potentials (ERPs) can provide reliable
information concerning the timing and sequencing of linguistic processes, they were used
as the primary research tool. The Phonological Mismatch Negativity (PMN) associated
with phonological encoding in speech and the N400 related to semantic analysis were
studied in the first two speech experiments. The N270 sensitive to form-based
(orthography and phonology) processing in reading and the N400 were further examined
in the third reading experiment. In the first experiment, ERPs were recorded as native
English speakers listened to a series of English sentences whose terminal words were
varied according to lexical stress, syllable-sized sub-lexical phonology, and semantic
appropriateness. The results of this experiment showed that both the PMN and the N400
were sensitive to lexical stress and contextually primed syllables. This suggests that
lexical processing primacy for non-initial-stress words is given to primarily stressed
syllables instead of word onsets. In the second and third experiments, ERPs were
recorded as native Chinese speakers listened to (experiment 2) or silently read
(experiment 3) a series of Chinese four character proverbs whose ending characters were
manipulated by lexical tone, onset, rime, and semantic variables. It was shown that both
the PMN and the N400 were modulated by lexical tone and segmental manipulations.
Furthermore, the N270 findings suggest the presence of orthographic-to-phonological
transformation in reading. It is argued that lexical tone is involved in both Chinese speech
and reading comprehension. Segments play an important role in semantic constraint not
only in speech but also in reading. In all, it is concluded that word prosody is represented
in the mental lexicon, which reflects aspects of a language-universal mechanism. Lexical
activation progresses with directionality but not in a strictly sequential fashion. Lexical
processing does not proceed in an all-or-none commitment. Instead, sub-lexical
phonology exerts crucial facilitating effects on whole word/character processing. The
present research provides explicit evidence that phonology plays a primary role in both

speech and reading.
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Unraveling the roles of word prosody and sublexical phonology in spoken English and

spoken and written Chinese using event-related brain potentials

Chapter One: Introduction

1.1 Lexical prosody and sub-lexical phonology in spoken English word processing

Speech comprehension can be crudely seen as the process through which meaning
is derived from continuous acoustic signal analysis. Meanwhile, given the fact that the
brain is confronted with an infinite number of potential utterances, the brain cannot hold
a representation of every whole utterance in memory. Rather, what are held in memory
must be representations of discrete meaningful units, or words, which make up such
utterances (Cutler, 1986; Cutler & Carter, 1987; Cutler & Norris, 1988). In this regard,
the recognition of discrete words becomes of crucial relevance in fluent speech
comprehension. It is noteworthy, however, that a problem that speech researchers have
been facing is that words in fluent speech do not exist as separate acoustic events. There
are no reliable equivalents of white spaces that conveniently present the onset and offset
of a word in continuous text (Cutler, 1992). It has been argued that “words are the
product of speech perception” and “they exist in the mind of a perceiver, and not in the
physical stimulus” (Cole & Jakimik, 1980, p.133). On this view, much research effort has
thereby been devoted to understanding the means and procedures through which the
semantic representations of single spoken words in fluent speech can be accessed in the
absence of clear cues to the locations of word boundaries.

Under such circumstances, a tentative solution in an attempt to locate spoken

word boundaries on the basis of syllables to facilitate lexical access has been proposed. It



is argued that mental representations of a spoken word may depend on syllabic units so
that listeners can efficiently divide speech input into syllables in order to facilitate single
word processing (Mehler, 1981; Mehler, Dommergues, Frauenfelder, & Segui, 1981).
Based on this argument, a continuous speech stream can be constructed as a series of
syllables that can be practiced as pre-lexical representations of the potential word.
Therefore, lexical access can be attempted beginning on each syllable. The convincing
evidence for this argument comes from an influential French study (Mehler,
Dommergues, Frauenfelder, & Segui, 1981), the results of which revealed that syllable-
sized targets were detected much faster when the target was compatible with the actual
syllabification of the speech input. For example, the target “ba” is detected faster when it
is in ‘ba-llance’ than in “bal-con” while the target “bal” is detected faster when it is in
“bal-con” than in “ba-llance”. Furthermore, if the target corresponds exactly to the first
syllable of a word, the speed of its detection is significantly quicker than if it consists of
more or less than the syllable (for a review, see Segui, Dupoux, & Mehler, 1990). It is
thus reasonable to argue that this syllable-based strategy is efficient in speech
segmentation at least in the French language. Unfortunately, this pattern of results did not
hold up in English language studies (Cutler, Mehler, Norris, & Segui, 1983, 1986; Cutler
& Norris, 1988). It is reasoned that perceptual procedures in speech processing are
heavily influenced by the phonological features of the language (Cutler & Norris, 1988).
The French language has regular syllable patterns and listeners generally rely on syllabic
structure. In contrast, words in English have diverse syllable patterns. They may consist
of one or multiple syllables; likewise, monosyllabic words in English can consist of a

considerable range of syllable structures (the words “I” and “scrounged” are both



monosyllables). This may make the syllable based strategy not appropriate to identify
word boundaries for the English language.

Alternatively, several other computational models have been developed that have
had a strong impact on most contemporary language literature. These models have been
heavily influenced by written language theories that deemphasize the necessity of
segmenting word boundary before lexical access and can fall under one or the other of
the two major hypotheses in the literature to be introduced below. By this account, the
two hypotheses are seen as general class hypotheses in this thesis. These models will be

delineated and discussed by virtue of these hypotheses.

1.1.1 Two major hypotheses on the progression of spoken word recognition mechanisms
1.1.1.1 The “sequential” hypothesis

The “sequential” hypothesis aims to accommodate the sequential time-dependent
nature of the speech stream. Proponents of this principle surmise that lexical activation of
a spoken word proceeds with the deployment of speech in a strictly time-shadowing
fashion. That is, speech information occurring first in time is always processed first. To
illustrate, with the word discount, the initial sound d would initiate lexical search and be
processed before the later sound iscount because d appears first in time. Indeed, from the
anatomical standpoint, it is evident that acoustic signal is produced in a fairly sequential
way with limited overlap between phonemes (Liberman, 1970; Massaro, 1975; Studdert-
Kennedy, 1975). In this regard, it seems impossible that all the phonemes of a spoken
word can be pronounced simultaneously, which renders the “sequential” hypothesis

logical and likely to reflect the nature of all proactive language processing with early



information contributing to the analysis of later information (for review see, Mattys,
1997).

The sequential hypothesis has been extensively developed in certain models of the
process of spoken word recognition (e.g., Cole & Jakimik, 1978, 1980a; Marslen-Wilson,
1987; Marslen-Wilson & Welsh, 1978; Marslen-Wilson & Zwitserlood, 1989). Amongst
those models, most influential is the Cohort model. According to this model, a word’s
initial information activates a cohort of word candidates corresponding to the acoustic
signal. With the sequential accruement of acoustic information, the cohort candidates, if
matching the input, remain activated; otherwise, they immediately start to be deactivated.
The consequence of this activation/deactivation process is the isolation of only one
candidate that matches the sensory input while the others no longer do. The precise
moment at which a word becomes isolated and recognized following this unfolding
sequential process is called the uniqueness point (UP). Marslen-Wilson (1987) argues
that such a strategy appears to be computationally inexpensive because only the acoustic
signal before the UP in theory needs processing to have recognition occur. By this
reasoning, words can be recognized with half or less than half of their full acoustic input
and even sooner when the words are heard in a context constraining environment
(Grosjean, 1996). The economic feature of this model is particularly evident, in theory,
for long words with an early UP. For instance, the first four phonemes of the word
rhinoceros are adequate to achieve recognition because it is the only word in English that
starts with the sequence /rgina/. Another contribution of this model to speech processing
is that early recognition may allow the offset of a word to be anticipated, which thereby

solves the complex problem of word segmentation in continuous speech (Taft, 1984).



Until recently, the Cohort model had been dominating spoken word recognition
research, which has been fostered by a considerable body of English literature with
various tasks, such as shadowing (Marslen-Wilson, 1973), phoneme monitoring
(Frauenfelder, Segui, & Dijkstra, 1990; Marslen-Wilson, 1984), lexical decision
(Goodman & Huttenlocher, 1988; Taft & Hambly, 1986), mispronunciation detection
(Jakimik, 1979; Ottevanger, 1984), gating (Grosjean, 1980; Tyler & Wessels, 1983), and
phonemic restoration (Samuel, 1987). Although compelling, the sequential hypothesis
and its supporting Cohort model have not gone unchallenged.

First of all, an increasing number of studies question the viability of the
processing primacy of word onsets. It has been observed that the acoustic signal in fluent
speech is naturally produced in a wide variety of conditions that could be disruptive (e.g.,
coarticulation, misarticulation, environmental noise) so that it cannot guarantee the
processing system reliable information about word onsets (Connine, Blasko, & Titone,
1993; Marslen-Wilson & Zwitserlood, 1989). In this view, the over emphasis on word
onset information puts a cohort-based recognition model into difficulty whenever the
information at word beginnings is obscure. On tﬁe contrary, it appears that human
listeners have the alleged ability to recognize such mispronounced items as “shigarette”
or “dwibble” without difficulty (Grosjean, 1985; Norris, 1981). For example, in a cross-
modal priming task, it was found that disruption of word onset information did not
restrain recognition much more than violations of non-initial parts (Connine, Blasko, and
Titone, 1993).

In response to such criticisms, Marslen-Wilson and Warren (1994) have argued

that given the flexibility of the cognitive system, “shigarette” is processed as the word



“cigarette” in fact by a correction strategy which may not be the same as the way the
correctly and naturally spoken word “cigarette” is processed. Although this argument
may seem logical in interpretation of the “shigarette” case, it fails to provide sound
explanations for the challenge from another line of behavioral literature which argues that
late segments of words generate important lexical searches (e.g., Radeau, Morais, &
Segui, 1995; Shillock, 1990; Tabossi, 1993; Slowiaczek, Nusbaum, & Pisoni, 1987); this
obviously runs counter to any predictions based on the sequential hypothesis. For
instance, the identification of monosyllabic words in a noisy background has been shown
to be facilitated by a preceding prime that shares one or more phonemes with the target,
no matter where the shared phonemes are located in the target word ( Slowiaczek,
Nusbaum, & Pisoni, 1987). In addition, Connine, Blasko, and Hall (1991) provide
converging evidence against the sequential hypothesis by demonstrating that contextual
information after the offset of a word can also help disambiguate alternative lexical
hypotheses of the acoustic input. Taken together, all these data demonstrate that the
processing of spoken words is not strictly sequential. Instead, input occurring late in time
has a certain impact on the processing of information occurring earlier.

Parallel to these studies, a substantial body of literature calls into question the
viability of the UP effects in spoken word recognition. According to the sequential
hypothesis, recognition operates in a strictly time-shadowing fashion. As each word is
identified, the boundary of that word can be subsequently identified. In order to work
efficiently, such an account demands that words can be reliably recognized before their
offset. However, a seminal study done by Luce (1986) showed that when frequency is

taken into account, over one third of words do not uniquely diverge from all other words



until after their offset. It is noteworthy that 84% of polysyllabic words have at least one
shorter word embedded in them (e.g., "carbon" contains car) and 63% contain more than
one embedded word (e.g., "cartoon" contains cart and car) (McQueen, Cutler, Briscoe, &
Norris, 1995). A majority of these embedded words appear at the onsets of the
polysyllabic words (McQueen & Cutler, 1992). In this regard, even if the input
information is intact with no variability, the sequential models cannot lead to accurate
recognition for a considerable number of words. Words such as cart, car, and cartoon
would not be deactivated until a pause is heard at the offset of the word car. In fluent
speech without reliable word boundary cues, car may need a few more phonemes after its
offset to be disambiguated. In line with this view, in theory, more than a third of words in
daily-use English will be recognizable only after part of the following word is heard
(McQueen, Notris, & Cutler, 1994). In fact, using the gating paradigm, experimental
data further underscore the inability of the sequential hypothesis to deal with embedded
words (Bard, Shillcock, & Altmann, 1988; Grosjean, 1985). For example, using a gating
paradigm Bard and colleagues (1988) presented participants with words that were
interrupted prior to their offsets (e.g., the presentation of a word such as “controversy”
could be interrupted after /kontrd/). The subject was required to guess the identity of the
full word. By varying the locus of the interruption, it can be established how much of the
word is required to be presented so that reliable recognition can be reached. The results in
this study revealed that many words (short ones in particular) in fluent speech were
frequently not identified until some time after their acoustic offset. Another study further
demonstrated that even if the UP of a word occurs early, the decision on the recognition

of that word might require the processing of post-UP segments too (e.g., more than the



first four phonemes would be processed in rhinoceros) (Goodman & Huttenlocher, 1988).
In line with this view, Taft and Hambly (1986) also provide compelling evidence
demonstrating that the processing of a pseudo-word continues after the point at which
there are no possible continuations that would make it a word.

The most salient problem of sequential models, as Norris, McQueen, and Cutler
(1995) observe, is that the system will be “paralyzed” if recognition fails in the middle of
an utterance given the principle that word processing can proceed only in a strictly left-
to-right manner. In order to remedy this drastic weakness, Marslen-Wilson (1987) revised
the Cohort model (Cohort II) to adjust the emphasis on signal onset and re-consider the
role of the information that occurs after the UP. He emphasizes in the Cohort II model
that word recognition is an event of relative activation rather than a cohort’s steady
reduction to one candidate. Although the Cohort II tends to be more flexible than its
earlier version, its loss of temporal predictability as to the UP ultimately separates Cohort

II from the sequential hypothesis (Mattys, 1997).

1.1.1.2 The “goodness of fit” hypothesis

In contrast to the sequential hypothesis in which word-initial phonology has
primacy in initiating lexical access, the ‘goodness of fit” hypothesis proposes that a word
is recognized on the basis of its overall goodness of fit between the complete input and a
given lexical representation and is based on a comparison of the input’s goodness of fit to
other potential candidates. The advantage of this hypothesis is that the identification of
the word pleasant with an input error (e.g., bleasant) will not cost much because the

extent of overlap with the lexical representation of pleasant is high and there is no other



word candidate in the lexicon to which bleasant is a better fit. The influential
representatives of this hypothesis in the auditory domain are the interactive TRACE
model (McClelland & Elman, 1986) and the bottom-up Shortlist model (Norris, 1994), in
which recognition is derived from a process of competition' between multiple lexical
candidates starting at many different points in the acoustic stream.

According to the TRACE model, the cognitive system consists of nodes
structured into feature, letter, and word levels. Excitatory activation spreads between
levels. Within levels, however, there is lateral inhibitory activity so that nodes
corresponding to overlapping candidates are interconnected with inhibitory links.
Meanwhile, the more information shared by lexical candidates, the stronger the lateral
inhibition between them. The most striking feature of this model is that “this process of
competition is in principle open to any word in the vocabulary at any time, which is
rendered possible by the alignment of a complete copy of the lexical network with each
point in the input where a word might begin” (Norris, McQueen, & Cutler, 1995, p.1210).
In line with this view, as well as given the fact that a very large number of candidates will
be activated if the vocabulary is not trivially small, TRACE is regarded as a very
computationally expensive model.

Alternatively, based on the Shortlist model, the cognitive system is made up of
two clear-cut stages. At the first stage, any lexical candidates that can begin at any
phoneme in the acoustic input are activated in a completely bottom-up fashion. Given
that there is no interactive activation between potential candidates at this stage, the

process in this stage does not take into account whether candidates share part of the

! Compared with TRACE and Shortlist, competition in Cohort I1 is passively completed through the analysis of the
goodness of fit between the candidates and the acoustic-phonetic information.
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acoustic input. It is not until the second stage that these candidates are linked into a small
interactive activation network in which overlapping candidates compete in a way similar
to how overlapping lexical nodes compete in the TRACE model. What is different from
the TRACE model, however, is that the number of words permitted to enter the
competition is relatively small because the competition occurs only between candidates

(the “shortlist™) for which there is some bottom-up evidence.

1.1.2 The common downside of the aforementioned speech hypotheses

It is worth noting that both the “sequential” and “goodness of fit” hypotheses lend
the written language notion of words to spoken word recognition models. The assumption
behind each is that the spoken word is an acoustic-phonetic analog of the written word,
which is processed as a “unit” in the speech recognition process. It is further believed that
the process that auditory word recognition undertakes is analogous to the domain in
which printed word processing takes place (Grosjean & Gee, 1987). Although there is a
large body of language literature arguing that there is a common semantic system shared
by the written and spoken language comprehension (Kutas & Federmeier, 2000), there
has been little empirical evidence in favor of the assumption that the written supposition
of the word plays a role in the earlier stage of auditory lexical processing. Most critically,
this excessive importance given to the written language notion of the word in the lexical
access of spoken words leads to a major shortcoming of the two hypotheses. That is, the
two hypotheses have trouble segmenting continuous and complex acoustic streams

(speech) into discrete words, which is obviously not a problem in processing continuous
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text given that there are little white spaces between written words that serve as explicit
word-boundary markers.

In point of fact, in an attempt to locate the speech analog of white spaces in text,
several markers for word segments have been pinpointed and studied; these include
pauses, fundamental frequency contours, bursts, aspiration, glottal stops, and allophonic
variations (e.g., Garding, 1967; Lehiste, 1960; Nakatani & Dukes, 1977). Unfortunately,
empirical data undermine any of them acting as a stable and reliable indicator of word
boundaries (e.g., Klatt & Stevens, 1973; Lehiste, 1972; Reddy, 1976). In order to avoid
the trouble in locating word boundaries, proponents of these two hypotheses claim that a
word’s boundaries are clarified only after the word is recognized (Cole & Jakimik, 1980).
In line with this view, word segmentation in fluent speech is a by-product of the ongoing
processes of word recognition. For instance, word boundary is demonstrated to be
clarified by semi-exhaustive (in the Shortlist model) or fully exhaustive (in the revised
Cohort I and TRACE models) activation of lexical candidates at any point in the
acoustic input (Mattys, 1997).

However, this view is highly debatable, as one should keep in mind that lexical
access operates with discrete units in continuous speech. Logically, word segmentation
should be an essential and explicit process that occurs prior to lexical activation. Cutler
emphasizes (1992) that “when a recognizer is presented with continuous speech... it
cannot begin the process of lexical access until it has taken some decision about how the
stream of continuous speech should be segmented into units that one might reasonably
expect to be matched in the lexicon” (p.343). In fact, a rich and robust variety of evidence

attests to this possibility. An increasing number of speech studies have demonstrated that
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prosodic information can provide reliable cues for speech segmentation. In particular,
stressed syllables of an English word are suggested as reliable perceptual ‘anchors’ to
parse the speech input into words (e.g., Nooteboom, Brokx, & de Rooij, 1978; Nakatani
& Schaffer, 1978; Carlson, Grandstrom, Lindblom, & Rapp, 1973; Cutler & Butterfield,

1992).

1.1.3 The introduction of prosodic information into English spoken word processing
theory.

Not a single language in the world is spoken without prosody. In general, speech
prosody refers to the rhythmic patterns associated with speech’s many phonetic elements
(e.g., tone, stress, intonation, and rhythm) (Cutler, 1989; Gandour, Wong, & Hutchins,
1998). Variations in speech prosody offer valuable auditory information to phonological,
lexical and grammatical codes (Gandour, Wong, Hsieh, et al., 2000; Gandour,
Ponglorpisit, Potisuk, et al., 1997). A great deal of literature has underscored the fact that
prosodic information plays an important role in speech comprehension. For example, it
has been demonstrated that variations in the fundamental frequency contour have a clear
impact on the intelligibility of sentences (Slowiaczek & Nusbaum, 1985; Sorin, 1983).
Given the role prosody appears to play on ongoing language processing at the sentential
level, it is reasonable to address the question of whether word prosodic cues have any
effects on spoken word processing.

English language is a stress-based language. Word prosody in English refers to
the stress pattern of an English word. Generally speaking, there are two means to define

stress. A liberal definition of stress simply divides syllables into strong and weak
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syllables (Cutler & Norris, 1988; Norris, McQueen, & Cutler, 1995). Strong syllables are
those containing a full vowel (e.g., /&/) while weak syllables are those involving a
reduced vowel (i.e., schwa /0/). This dichotomous division of stress is called “metrical”.
The other definition of stress is relatively more lexically based and also more
conservative (Mattys, 2000). According to this definition, strong syllables are further
classified into primary stressed syllables, secondary stressed syllables, or unstressed
vowel-unreduced syllables. For example, with respect to the multi-syllabic English word
“generate”, there are three stress levels for each syllable of the word: the first syllable
“ge” has the primary stress, the syllable “rate” bears a kind of stress that is secondary to
the primary stress, and the syllable “ne” is the unstressed. In English language, there are
no routine regulations for the particular position for the primary stress in words. The
primary stress can either occur on a word-initial syllable (e.g., “generate™) or be placed
on a word-non-initial syllable (e.g., “discount”) (Cutler, 1992). What is noteworthy,
however, is that, for each discrete English word, the primary stress occurs at a specific
position either in isolated presentation or in context.

The intelligibility of stressed syllables in speech perception has long been taken
as a well-established fact in phonetics as well as in cognitive psycholinguistics. Phonetic
analyses have shown that the stressed syllable presents salience in terms of pitch,
duration, and amplitude: it is longer in time, higher in pitch, and greater in amplitude
(Chomsky & Halle, 1968; Fry, 1955, 1958; Lehiste, 1970; Umeda, 1977). In a phoneme
detection task, for example, it was found that reaction times were faster when the
phoneme was located in a stressed syllable than in an unstressed syllable (e.g., Cutler &

Foss, 1977). Some other studies have also reported that when mispronunciations occur on
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stressed syllables they are detected more frequently than when they occur on unstressed
syllables (Cole & Jakimik, 1978, 1980a, 1980b). Equally, the stressed syllables of words
are misperceived or misinterpreted less often than the unstressed syllables (Bond &
Garnes, 1980). Stressed syllables are identified more easily and consistently than
unstressed syllables in noise backgrounds (Kozhevnikov & Chistovich, 1966) or in
continuous speech (Liberman, 1965). They are also less fluently restored than unstressed
syllables in shadowing tasks (Small & Bond, 1982).

The relevant effects stressed syllables appear to have on speech perception call
great attention to the important role that stressed syllables may play during spoken word
recognition in continuous speech. According to this account, a third “stress guide”
hypothesis has been proposed (see review for Mattys, 1997). Contrary to the
aforementioned “sequential” and “goodness of fit” hypotheses in which lexical
segmentation emerges as a consequence of speech recognition, the “stress guide”
hypothesis claims that the identification of word boundaries is a discrete process which
can in fact facilitate spoken word recognition. Put differently, speech recognition
involves a discrete procedure of segmenting continuing acoustic input so that lexical
access can be guided by the knowledge of where word boundaries can most likely start.
Given the salient status of stress in English language, the third hypothesis asserts that it is
the stressed syllable that plays a crucial role in parsing fluent speech into words and
initiating lexical processing.

The contribution of stress to speech processing has recently become a critical
object of inquiry for a number of speech models, such as the "attentional bounce" model

(Shieds, McHugh, & Martin, 1974; Pitt & Samuel, 1990). One of the most influential
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models based on this “stress based” hypothesis is the Metrical Stress Segmentation (MSS)
model that was first proposed by Culter and Norris (1988).

On the basis of the metrical partition of stress, the MSS claims that the
segmentation of speech stream is triggered by strong syllables at the onset of which the
cognitive system starts a lexical access attempt. Using word-spotting methodology,
Cutler and Notris (1988) presented English listeners with a list of bi-syllabic pseudo-
words that ended with either a strong (e.g., thintayf or mintayf) or weak (e.g., thintef or
mintef) syllable and asked them to judge whether or not a pseudo-word they had heard
began with a real word (e.g., “thin” in “thintayf”). According to the MSS, it is expected
that the second strong syllable in the strong-strong string “mintayf” triggers segmentation
of the input into “min” and “tayf”. This segmentation thereby disrupts the recognition of
the embedded real word “mint”. As for the second weak syllable “tef” in the strong-weak
string “mintef”, such a segmentation does not occur so that the real word “mint” can be
easily detected. The findings obtained in this study fully support this expectation: the
target “mint” was less likely to be detected in the string “mintayf” compared to the string
“mintef”, while the detection of the target “thin” presents no difference between the cases
of “thintayf” and “thintef”. Another piece of supporting evidence for the MSS comes
from a “slips of the ears” study. Cutler and Butterfield (1992) examined misperceptions
of the locations of word boundaries in fluent speech. They presented unpredictable and
barely audible sentences that consist of strings of alternating strong and weak syllables.
In line with the MSS, the results of this study demonstrated that listeners had a strong

tendency to locate word boundaries at the beginning of strong syllables. On the basis of
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these data, it seems likely that English listeners practice a segmentation strategy that
strong syllables are reliable markers for the onsets of words.

Further support in favor of the stress guide hypothesis comes from lexical
distribution data. It is argued that the strategy of stress-guided segmentation, in theory,
yields a high rate of correct word boundary detection. According to the lexical statistic
data of the English vocabulary, most English words that contain content in everyday
English are initially stressed (Cutler & Carter, 1987). Cutler (1992) reported that when
their frequency of occurrence is taken into account, about 85 percent of content words
start with stressed syllables. In this regard, for initial stressed words, the “stress guide”
hypothesis would accurately guide the system to identify the word onset. With respect to
the historical change in English language, it is also noted that words that gradually carry
little informational saliency turn out to lose part of their phonological substance and
eventually become function words or affixes to other words (Givon, 1975). Such
historical changes in conjunction with the distribution data give rise to the viability of the
stress guide hypothesis.

The viability of the stress guide hypothesis has not gone unchallenged, however.
The major question about the feasibility of the stress segmentation strategy is that this
hypothesis does not provide any clear account for how non-initial-stress words are
processed. As proponents of the stress base hypothesis underscore, given the stress based
nature of English language itself, stressed syllables are seen as “the milestones of the
listener's attention” (Mattys, 1997, p.322). On the basis of this view, however,
segmentation of word boundaries initiating at the onset of stressed syllables would result

in faulty lexical processing on non-initial-stress words. This issue cannot be neglected
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given that there are about 10 percent of words starting with unstressed syllables in daily
use English.

In an attempt to delineate the process during non-initial-stress word recognition,
proponents of the hypothesis first maintain the credibility of the argument that lexical
processing primacy is not given to temporally early-occurring acoustic information (in a
strictly time-shadowing fashion) but to that which is perceptually salient (stressed
syllables). At the same time, they further argue that word processing can proceed in a
flexible time-independent fashion. It is reasoned that although stressed syllables in
natural speech are capitalized from one to the other in a time-shadowing manner, the
process initiated by stressed syllables can also realize and decode acoustic information
immediately before and after stressed syllables in a proactive and retroactive fashion
(Mattys & Samuel, 1997, 2000). To accommodate this hypothesis, a retroactive
mechanism is proposed, which is argued to repair faulty lexical segmentation by
backtracking to information presented earlier in time on the condition that lexical access
through strong syllables is not successful. In this regard, the segmentation of speech
using stressed syllables as onsets of words can be supplemented by a retroactive
processing by which lexical search starting with initial unstressed syllables can be
successfully accessed.

A number of experimental data have accumulated to substantiate the proposal that
the initiation of lexical search on stressed syllables is accompanied with a retroactive
processing during non-initial-stress spoken word recognition. For instance, in the
identification of spondees” presented in white noise, Cluff and Luce (1990) found that

accuracy of identifying final syllables was not influenced by the frequency and phonetic

? Spondees are bi-syllabic compound words like chestnut or deadiock that bear two stressed syllables.
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neighborhood density of the initial syllable with which the final syllable was paired. The
results showed that subjects’ performance on the hard-easy spondee whose initial syllable
was a low frequency word with high phonetic neighbors and whose final syllable was a
high frequency word with few phonetic neighbors (e.g., “hacksaw”) was nearly equal to
the performance on the easy-easy spondee the two syllables of which are high frequency
words with low phonetic neighbors (e.g. “catfish”). Similarly, accuracy of identifying
final hard syllables was at nearly equal level of performance regardless of the type (easy
or hard) of the initial syllable. What is interesting is that the pattern of results for final
syllables was not obtained for initial syllables. It was shown, for example, that
identification performance for initial easy syllables was decreased when the easy syllable
was followed by a hard syllable (e.g., the easy-hard spondee “madcap”) but increased
when followed by an easy syllable (e.g., the easy-easy spondee “catbird”). The authors
interpreted the data as suggesting that later occurring information (e.g., the final easy
syllable of a spondee) can be used to resolve the ambiguity that has arisen in an initial
hard syllable whereas earlier occurring information (e.g., the initial easy syllable of a
spondee) would do little to aid in identifying the final syllable (the easy-hard case). The
data have therefore been invoked extensively to support the idea of the retroactive
strategy in spoken word recognition. It seems likely that under certain conditions (e.g.,
initial lexical uncertainty), retroactive processing occurs in continuous speech.

The viability of this retroactive position is further bolstered by a phoneme-
detection study. In this study, Mattys and Samuel (2000) conducted three experiments. In
the first experiment, subjects were presented with a list of seven words (e.g., list 1:

sauna—gazelle—awkward—profane—depart—dissect—pervade; and, list 2: water—
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basic—dictate—sage—zealous—furry—beyond) with no pauses between them. Subjects
were instructed to detect the initial consonant (target) of a pre-specified syllable (e.g., /g/
of /gd/ or /z/ of /zel/). The target-carrying syllable was either stressed (e.g., /zel/ in
“gazelle™) or unstressed (e.g., /gd/ in “sage”) and was either the first (e.g., /gd/ in
“gazelle”) or second syllable (e.g., /gd/ in “sage”) of a bi-syllabic word. Meanwhile,
initial stress and non-initial stress words were matched phonemically and acoustically on
their target-carrying syllables. It was predicted that if the retroactive strategy is exploited
during non-initial-stress word perception, a penalty — a delayed process, should be
imposed on non-initial-stress words. The finding in this experiment was consistent with
this prediction in demonstrating that the phoneme-detection reaction times were shorter
for initial-stress words than for non-initial-stress words, no matter where the target was in
the word and no matter whether or not the syllable that the target was embedded in was
stressed. In their second experiment, they attempted to examine the cost of retroactive
processing by monitoring the detection times to word-initial phonemes in a strong-weak
and weak-strong word in which the syllable that the target phoneme was embedded in
was identical through splicing. For instance, /p/ in PERmit contrasts with perMIT or /k/
in CAMpus with camPAIGN). The results of this experiment demonstrated that the
detection times were prolonged for a word-initial consonant in a word with late stress
(e.g., perMIT or camPAIGN) than in a word with initial stress (e.g., PERmit or CAMpus).
These performance data are believed to provide compelling evidence for the retroactive
strategy utilized in non-initial-stress word processing. It is logical to argue that there
should be a substantial demand on memory if the retroactive processing is required given

that the information prior to the stressed syllable of a non-initial-stress word needs to be
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kept available in the memory store. In line with this view, the authors carried out a third
experiment to limit the phonetic memory sources during spoken word processing by
asking subjects to perform two simultaneous cognitively demanding tasks. In support of
the retroactive processing view, the results demonstrate that non-initial-stress words
demand greater mnemonic needs than initial-stress words. Overall, the findings in this
study indicate that words with different stress patterns are processed differently: non-
initial-stress words require extra processing so that early information can be incorporated
into the encoding of later stressed sounds to assist inappropriate lexical access begun on a
later strong syllable.

It is worth keeping in mind that the behavioral data particularly represent the
complex combination of several processes that involves extensive post-lexical bias
effects. Although the data collected in these behavioral studies support the argument that
non-initial-stress words require an additional, time-consuming backtracking processing,
the data fail to provide a direct account of the mechanisms underlying the non-initial-
stress word recognition. Merely based on the performance data, we cannot screen out the
possibility that the delayed responses to non-initial-stress target words in the
aforementioned studies reflect delayed post-lexical processes rather than activity at the
prelexical or lexical stage. In this regard, the discrete processes of lexical access remain

to be explored.

1.1.4. Sub-lexical phonological priming in spoken English word recognition
Most theories of word recognition are in general agreement that contextual

knowledge has an impact on lexical processing (Henderson, 1982; Henderson, Wallis, &
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Knight, 1984; Kutas & Van Petten, 1988). First and foremost, there exists a considerable
body of empirical findings that point to contextual semantic priming effects on lexical
processing. The basic and general experimental design is to examine the contextual
facilitation effects with various reaction time measures. In a typical word-pair paradigm,
for instance, subjects are presented with a stream of words upon which to perform some
task such as naming or lexical decision (i.e., judge whether or not a string of letters is a
real word). Using this paradigm, the classical semantic priming effect refers to the
phenomenon that both speed and accuracy are improved if the target word (e.g., “dog”) is
preceded by a semantically related word (e.g. “cat”™—prime) as opposed to a semantically
unrelated word (e.g., “table”), a non-word, a “pseudo-word” (pronounceable non-word),
or some non-linguistic stimulus such as a line of *’s (Bolinger, 1965; Collins & Quillian,
1969; Johnson-Laird, Herrman, & Chaffin, 1984; Katz & Fodor, 1963; Rips, Shoben, &
Smith, 1973; Smith, Shoben, & Rips, 1974). This response facilitation for related words
has been taken as empirical evidence in favor of the argument that the nodes
corresponding to discrete words in the mental lexicon are organized and linked in some
meaningful fashion. Put differently, the above facilitation reflects some abstract
knowledge-based association between the target and its preceding contextual information
(either words or sentences) (for a review, see Neely, 1991).

Faced with the semantic contextual effects on word processing in both speech and
written text, it is logical to ask whether contextual information exerts any effect on form
based (phonology and/or orthography) representations and whether form-based
contextual cues play any role in semantic activation of the word. Form-based processing

in the auditory modality, according to Marslen-Wilson (1989), is described as “the basis
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for a mapping of the speech signal onto the representations of word forms in the mental
lexicon” (phonological processing) (p.3). Although it is evident that reading or hearing
one word has influence on the speed and quality of the processing of associated words
not only in the semantic domain but also in the form based domain, the effects of form
based contextual information on ongoing lexical processes remains elusive.

At present, the interaction of contextual factors with form-based information in
word recognition has been documented in numerous studies. One line of performance
evidence in favor of the argument that the form based contextual cues come into play in
word recognition is derived from a group of repetition priming studies. It has been found
that the presentation of words or other items (e.g., drawings) influences later performance
on those items. This repetition effect, in fact, can even be reliably observed in a task that
does not make explicit reference to the past study episode, such as the word perceptual-
identification task (Jacoby & Dallas, 1981) and the word-stem completion task (Graf,
Mandler, & Haden, 1982). This supporting evidence has been questioned by the
possibility that the priming effects observed do not reflect phonological (if in speech) or
orthographic (if in reading) contextual information on word processing because many
other variables (e.g., meaning) are also involved in this process and thereby bias the
results.

Notwithstanding these criticisms, a variety of other performance data underscore
that the influence of contextual information on lexical processing includes more than the
associations in the semantic domain. Indeed, an increasing amount of literature has
suggested that the phonotactic (Luce, 1986; Pisoni, Nusbaum, Luce, et al., 1985),

phonological (Pisoni, Nusbaum, Luce, et al., 1985; Slowizczek, Nusbaum, & Pisoni,



23

1987), and orthographic (Hillinger, 1980; Jakimik, Cole, & Rudnicky, 1985) information
about a word reflects attributes of a corresponding node in the mental lexicon and its
relevant contextual information plays some role in word recognition during listening and
reading.

In view of the common agreement that form based contextual information
contributes to ongoing linguistic processing, the question at stake is whether form based
information has a facilitation or inhibitory effect on word recognition if only partial cues
about the word (e.g., the phonological cue /d/ for the word “desk™) are provided. In an
attempt to clarify this question, a number of studies were conducted and computational
theories were developed.

Some compelling performance data demonstrate that there is a facilitation effect
of sub-lexical form based information on word recognition. In a seminal lexical decision
study on phonologically and orthographically related stimuli, Hillinger (1980) presented
subjects with pairs of rhyme words (e.g., BRIBE-TRIBE) and asked them to decide
whether or not the target item is a real word (lexical decision task). The finding
demonstrated a reliable response facilitation effect: subjects responded much faster to the
visually presented words in a pair that were similar orthographically and phonologically
(BRIBE-TRIBE) than to control pairs (BREAK-DITCH). The phonological facilitation
effect was further replicated under the condition that the rhymed prime-target pairs were
orthographically dissimilar (e.g., “eight—mate’’) and when the prime was presented
aurally and the target remained visually presented. Based on these findings, it seems
tenable to argue that sub-lexical form-based cues provide facilitation functions on whole

word recognition. However, this argument was questioned by some results obtained in



24

the same visual lexical decision task: contrary to the aforementioned facilitation findings,
an inhibition effect was instead observed as the response times were found prolonged
when the prime-target pairs (TOUCH-COUCH) shared only orthographic attributes.

In a similar vein, inconclusive results were observed in some other behavioral
studies. For instance, a sub-lexical contextual facilitation effect was seen when the
auditory target (e.g., car) was preceded by a prime that started with the same one or two
phonemes (e.g., carbon) in identification-in-noise, lexical decision-in-noise (Goldinger,
Luce, & Pisoni, 1992), and shadowing tasks (Slowiaczek & Hamburger, 1992). However,
the findings that run counter to the facilitation data were also observed when the auditory
target was preceded by a prime that shared more than three phonemes (Hamburger &
Slowiaczek, 1996; Slowiaczek & Hamburger, 1992).

In view of these inconclusive results from performance studies, one of the
intentions in this thesis is to explore the neural correlates of sub-lexical form-based
effects on semantic representations of words during listening and reading, the
consequence of which can provide a better insight into the architecture of the
organization of word processing. This thesis seeks to define the role of syllable-sized
phonological information in multi-syllabic word processing in spoken English sentence
comprehension (Experiment 1) and to explore the function of discrete onset and rime
phonological information in Chinese character recognition during Chinese proverb

listening (Experiment 2) and reading (Experiment 3) comprehension.

1.2 Lexical prosody and segmental phonology in spoken Chinese character processing

In comparison to the salient stress and phonological complexity of English words,



25

Chinese characters present different physical attributes. Chinese is a tonal based language.
Chinese characters consist of monosyllables affiliated with word prosody by virtue of the
tonal pattern. In this regard, syllable structure of a Chinese character in the phonological
domain is relatively regular. Meanwhile, contrary to the stress pattern in English, tonal
information in Chinese is relevant for lexical purposes (Lee & Nusbaum, 1993; Gandour,
Wong, & Hutchins, 1998; Gandour, 2000). In Chinese, segmental (onset and rime)
distinctions are not the only criteria used to distinguish words but contrasting tonal
variations as well. For example, in Chinese Mandarin, although two characters may be
homonyms insofar as they share the same onset-rime pattern, they can have totally

different meanings due to tonal variations (#k‘ma2’-linen; & ‘ma3’-horse) (Chao, 1948,

1968).

It is interesting to note that while the majority of the world’s languages are tonal
in nature (Fromkin & Rodman, 1993; Gandour, 2000), most of theories regarding speech
processing have been derived from stress based language studies (e.g., English) and not
many studies have focused on the specific features of tonal language speech. It is thus of
great importance to incorporate an understanding of the nature of tonal speech processing
if we hope to shed light on language-universal mechanisms.

It is clear that from an acoustic vantage point, voice fundamental frequency states
and movements are the primary carriers of tonal information in tonal languages (Cutler &
Chen, 1997; Gandour, Wong, Hsieh, et al., 2000; Ye & Connine, 1999). However, little
explicit evidence exits regarding the relationship between segmental and tonal perception

as well as the contribution of tonal information to ongoing linguistic processing.
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Most of the related literature argues that, although tones are lexically meaningful
in tonal languages, tonal information is still a supra-segmental element of language
(Miller, 1978; Nusbaum & Lee, 1993; Repp & Lin, 1990; Ye & Connine, 1999). Like
other prosodic information such as intonation and syntactic stress, word tones have been
seen as being carried upon segmental phonology. Contrary to this view, however,
Goldsmith (1976) argues that tones in tonal languages are “segmental in their own right”,
and has proposed the term ‘autosegmental’ for tones. He underscores that segments and
tones do not depend or ride upon each other but can be seen as independent of one
another. Viewed in this light, it is logical to ask “are tones and segments processed in an
integrated or separate manner during ongoing linguistic processing?” Likewise, one must
ask whether they are processed in the same neural network as a single, integral structure.

The majority of behavioral studies (Gottfried & Suiter, 1997; Lee & Nusbaum,
1993; Miller, 1978; Repp & Lin, 1990) addressing these two concerns were conducted
using a speeded classification paradigm that was first introduced by Garner (1970). This
paradigm is argued to reveal the nature of the interactions between different dimensions
of speech information (Garner & Felfoldy, 1970). In this paradigm, subjects are required
to attend to variations along one dimension while trying to ignore changes along a second
dimension. For example, in Wood’s (1974) study, there were four synthesized stimuli:
/ba/ and /da/, affiliated with either a high (140Hz) or a low (104Hz) constant Fy. When
pitch (high or low) was chosen as the target dimension, the participant was asked to
merely focus on the change in pitch dimension while ignoring the variations in the
consonant dimension (/b/ or /d/). The theory behind this paradigm is that listeners will

have difficulty in selectively attending to only one dimension if two dimensions (i.e.,
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consonant and pitch) are processed in an integrated fashion. In this case, the extent to
which two dimensions are integrated can be indicated by reaction times (RTs).

Using the speeded classification paradigm and choosing native English listeners
as participants, it was found that there was an asymmetric interference in the processing
of consonant and tonal information. That is, tonal variation slowed down consonant
identification decisions, whereas consonantal variation had no influence on tonal pitch
decisions (e.g., Repp & Lin, 1990; Wood, 1974). However, symmetric interference was
observed in the discrimination of vowel quality and tonal perception. That is, tone change
interferes with the processing of vowel as much as vowel change with the processing of
tone (Carrell, Smith, & Pisoni, 1981; Miller, 1978; Repp & Lin, 1990). Interestingly,
using the same paradigm but applying Chinese language-related tones to Chinese
listeners, Repp and Lin (1990) found that, unlike English listeners, Chinese listeners
showed an underlying processing asymmetry between vowels and tones in consonant-
vowel (CV) syllables. This finding was interpreted as supporting evidence for the
hypothesis that vowels and tones in Chinese may not be processed in an integrated
fashion. However, given a paucity of empirical evidence on the nature of segmental and
tonal processes in Chinese, the relation between segments and tones remains to be further
elucidated.

At the same time, the aforementioned differences in performance results based on
the testing of different language populations have encouraged researchers to define the
role that tonal information may play in tonal language processing. It has been argued that
tonal information serves to distinguish lexical identity in tonal languages. A line of

compelling evidence bearing on this issue is derived from neuropsychological
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investigations of hemisphere functions. For example, in a dichotic-listening task (Van
Lancker & Fromkin, 1973), native speakers of Thai demonstrated a right ear advantage
for Thai tonal variations. Interestingly, this right ear advantage disappeared when Thai
tones were replaced by hummed stimuli (i.e., sounds that carried tonal features but were
unrecognizable as words and thus carried no linguistic meaning). In a similar vein, some
clinical studies reported that left brain-damaged aphasics seemed to meet with much
greater difficulty in distinguishing words that minimally differed in tones than normal
subjects, while this difficulty could not be observed in the right brain damaged patients
(Gandour, 1988, 2000). Given the view that the left hemisphere plays a predominant role
in processing lexical information, this left lateralization for tonal features was interpreted
as compelling evidence for the proposal that tones in tonal languages are represented in
the mental lexicon.

Another line of convincing evidence for the engagement of tonal information in
lexical processes comes from some psycholinguistic performance studies. For instance, in
a tonal discrimination task, Lee, Vakoch, and Wurm (1996) found a lexical effect when
lexical and non-lexical tones in Chinese Cantonese were presented to native Cantonese
listeners. However, such an effect was not observed when the same materials were
presented to native English and to native Chinese Mandarin listeners.

The lexical view of tones, however, is not without controversy. For example,
Chao (1980) states that in tonal languages, the importance of tones to a spoken word
cannot be overemphasized so that a “syllable of the same consonant and vocalic
composition but pronounced using a different tone is perceived as a thoroughly different

word” (p.42). In line with this statement, several lines of empirical data appear to run
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counter to the lexical view. For example, using the same dichotic listening technique as
Van Lancker and Fromkin (1973), Yang (1991) found no right ear advantage in language
related tonal identification. These conflicting results were taken as a counter example to
challenge the validity of the left hemisphere dominance theory in tonal processing.
Evidence questioning the effects that tonal information may exert in lexical processing
also comes from a visually presented homophone judgment experiment (Taft & Chen,
1992). The results in this experiment demonstrate that native Chinese speakers gave less
rapid and less accurate responses when the pronunciation of the two characters differed
only in tonal dimension, as opposed to in segments.

In a similar vein, Cutler and Chen (1997) carried out an auditory identical
judgment experiment and found that listeners without any knowledge of Cantonese
showed an identical same-different judgment pattern for Cantonese syllables as the native
Cantonese listeners. Nevertheless, there were more errors in lexical decision when non-
words mismatched real words in the tonal dimension compared with a mismatch in
segmental attributes. Based on these findings, it was concluded that tonal processing is
only achieved at a simple perceptual level without any lexical specifications.

Some caution, however, has to be exercised in drawing firm conclusions about the
effects of tones on on-going language processing. It has been argued that behavioral
performance approaches (e.g., the response time and error rates) usually measure the
‘end-state characteristics of a process’ (Swinney, 1981, p 307), which unavoidably lead
to extensive post-lexical bias effects if earlier stages of language processes are of interest.
In this regard, these measures may obscure the nature and form of processes that occur

earlier in the language sequence. For instance, the results of the study by Taft and Chen
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(1992) showing less accuracy in tonal change than in segmental change may not
necessarily imply that tonal information does not come into play at the lexical stage.
Indeed, based on these performance data, there is no evidence to undermine the
possibility that slow responses to tonal variation merely reflect the nature of judgment-
related post-lexical processes.

The drawback of behavioral measures renders the structure and process of tonal
and segmental information difficult to establish. In an attempt to delineate the functional
locus and time course of tonal and segmental processes during Chinese Mandarin
listening and elucidate the relationship between tones and segments, experimental

methods and designs sensitive to both temporal and spatial domains are required.

1.3 The roles of segmental phonology and prosodic phonology in silent Chinese reading

The role of phonology in visual word recognition has been a key question in
reading research for the past 20 years. Although there is an abundance of accumulated
data, the major controversies surrounding phonological functioning in reading are still far
from resolved. Central to the inquiry remains the question of whether “to read, in effect,
is to translate the writing into speech” (Edfelt, 1960, p.14).

It has been widely accepted that the foremost association developed in the process
of language acquisition is the contact between spoken words and meaning. Levelt,
Roelofs, and Meryer (1999) observe that infants (literally derived from Latin infans,
meaning speechless) are human beings who cannot speak. It takes most of us the whole
first year of our lives to learn a simple mapping from sound phonology to semantic

meaning in order to understand and produce meaningful spoken words. In a similar vein,
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it is believed that learning to read may start with the development of orthography-
phonology mapping so that words can be overtly articulated and understood via the
original sound phonology-semantic route for spoken language (Taft & Van Graan, 1998).
By this account, a number of researchers (Blank, 1978; Siegel, 1985; Stanovich, 1991)
have postulated that phonological functioning plays a critical role in the development of
reading skills. In fact, a large number of studies on the reading skills of reading disabled
children provide convincing evidence for the argument that the deficits in basic
phonological skills are the basis of a reading difficulty in alphabetic (e.g., English) as
well as logographic (e.g., Chinese) languages (Rack, Snowling, & Olson, 1992; So &
Siegel, 1997).

However, of crucial interest is the question as to whether phonological decoding
is still central to reading comprehension when skilled readers perform reading. Can the
printed word be processed directly from orthography to meaning without any
phonological involvement when reading proficiency is reached? Although hundreds of
studies conducted over the past several decades have attempted to answer these questions,
such issues have consistently remained on the agenda.

Regarding the different views on phonological functioning in reading, there are
three major theories concerning the nature of visual word recognition. The first is the
‘phonological recoding’ theory. The major feature of this theory is its emphasis on the
primary role of phonological processing in word recognition (Frost, 1998; Van Orden,
1987, 1990). Proponents of this theory argue that phonological processing is indeed the
default procedure of the cognitive linguistic system. According to this account, the

process of reading is believed to proceed with a visually presented word being converted



32

into its phonological codes in order to activate its semantic representation (Lesch &
Pollatsek, 1993; Lukatela & Turvey, 1994; Peter & Turvey, 1994).

The second theory “phonological mediation” claims that phonological
information exists and is automatically activated in the course of silent reading. In
contrast to the first theory in which phonological processing in written word recognition
is central, advocates of the second theory argue that the existence of phonological
activation does not mean that it is indispensable to transform orthography to phonology
in order to activate semantic meaning. The existence of an orthographic-to-semantic route
is considered to be a viable proposition. At present, there are two influential models in
favor of this theory. The first is the dual-route model that further proposes that there are
two independent routes to lexical meaning: a direct visual route and a back-up
phonological route (Coltheart, Davelaar, Jonasson, et al., 1977; Coltheart, Curtis, Haller,
et al., 1993). The direct visual route is responsible for the processing of the physical
features of the word form and is generally the primary approach to lexical access for
skilled readers. Similar to the dual-route theory, the second named “parallel-distributed
time-course processing (PDP)”” model also provides two routes for reading (Seidenberg &
McClelland, 1989). What is different from the dual-route model, however, is that,
according to the PDP model, the two routes are not independent of each other. Rather,
both the visual and the phonological pathways interact within a distributed network to
activate the mental representation of a written word.

Using different experimental paradigms in which semantic meaning is either
required by the task or appears to be involved in the task, a large body of behavioral

research has been carried out to determine the impact of phonology in reading. The issue
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of phonological recoding has been extensively studied and been in particular inspired in
tasks showing (pseudo)homophone confusion effects. One such task is lexical decision in
which subjects are required to decide whether or not a visual stimulus (e.g., letter strings)
is a word. Homophones are described as those words that have the same pronunciations
but different derivations, spellings and meanings (e.g., you and ewe). Pseudo-
homophones are non-words (e.g., brane) that are homophonic with a real word (brain). A
typical finding in the lexical decision task is that subjects take more time to reject
pseudo-homophone foils (e.g., brane) than control foils (e.g., brene) (e.g., Coltheart,
Davelaar, Jonasson, & Besner, 1977; McCusker, Hillinger, & Bias, 1981; Rubenstein,
Lewis, & Rubenstein, 1971). One influential explanation for this effect is that the pseudo-
homophone brane encodes the phonological representation /brein/. The encoded
phonological representation further activates the lexical code corresponding to the word
brain. As a consequence, this lexical activation makes the speech cognition system take
longer time to classify brane as a non-word. This pseudo-homophone effect is thereby
taken as evidence for phonology playing a predominant role in written word recognition.

Another task showing homophone confusion effects is semantic categorization
(e.g., Coltheart, Patterson, & Leahy, 1994; Peter & Turvey, 1994; Van Orden, 1987). In
this task, subjects are required to judge, for example, whether LOOT that is homophonic
with LUTE is a musical instrument. The common finding is that homophones and/or
pseudo-homophones of category members produce a higher false alarm rate than
orthographically similar controls.

Apart from these (pseudo)homophone confusion data, the involvement of

phonology in reading has also been demonstrated in some other studies showing
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homophone facilitation effects. For example, the eye monitoring technique has been used
in many studies to examine the effect that homophony may exert on eye movements and
fixation during reading comprehension (Daneman, Reingold, & Davidson, 1995; Rayner,
Pollatsek, & Binder, 1998; Rayner, Sereno, Lesch, et al., 1995). The underlying
assumption is that the duration of fixation would be shorter if the processing of the target
word is facilitated. Consistent with the phonological mediated theories, the results
obtained in these studies demonstrated that the duration of eye fixation becomes shorter
when homophones (Beech vs. Beach) were involved in contrast to visual controls (e.g.,
Bench vs. Beach).

Another line of literature employing a phonologically mediated semantic priming
approach provides further compelling evidence for the role of phonological processing in
reading (e.g., Lesch & Pollatsek, 1993; Lukatela, Lukatela, & Turvey, 1993; Lukatela &
Turvey, 1994). It was found that naming times as well as lexical decision times for a
target word could be facilitated not only by the semantically related primes (e.g., the
target word ‘war’ in the sentence ‘the dove is a sign of war (peace)’) but also by
homophones of semantic associates of the target word (e.g., the target word ‘piece’ in the
sentence ‘the dove is a sign of piece (peace)’).

Taken together, these performance data lend strong support to the hypothesis that
phonological activation is an intrinsic constituent of the reading process. In particular, the
results from some performance studies further indicate that the sound of a word is indeed
activated automatically even in tasks in which phonological information is not explicitly
required (e.g., Ferrand & Grainger, 1992, 1994; Grainger & Ferrand, 1994; Zeigler, Van

Orden, & Jacobs, 1997). One such task is letter search that requires only a shallow level
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of processing. It was hypothesized that phonological recoding should be seen as an
automatic process if homophony effects can be observed in a letter search task that is in
fact carried out on a purely visual basis. The results in such letter search studies support
this hypothesis. It was demonstrated, for instance, that the identification of the letter “I”

in the word “hail” was interfered with by the homophone of “hail” (hale) (Zeigler, Van
Orden, & Jacobs, 1997).

The above arguments, however, are not without controversy. With regard to the
findings in the eye monitoring tasks, there is controversy as to the locus of the
phonological activation. Some argue that this phonological activation occurs earlier than
semantic access (Pollatsek, Lesch, Morris, et al., 1992; Rayner, Sereno, Lesch, et al.,
1995), while others believe that it comes into play only after meaning has been activated
(Daneman & Reingold, 1993; Daneman, Reingold, & Davidson, 1995). More importantly,
the homophone effect was not replicated in other eye monitoring studies (Rayner,
Pollatsek, & Binder, 1998; Pollatsek, Lesch, Morris, et al., 1992). In semantic
categorization studies, conflicting results were likewise observed (Jared & Seidenberg,
1991). Most interestingly, Taft and Graan (1998) did not find any regularity effect when
asking participants to decide whether the target word belongs to the category “words with
definable meanings” or the category “given names”. Given the assumption that the
regularity effect derived from the transformation of orthography to phonology should be
revealed if semantics is to be accessed via phonological assistance, the results of this
study were interpreted as strong evidence against the argument that phonological
processing is a prerequisite for semantic activation. In an attempt to accommodate these

controversial findings with reading models, the theory of “direct access™ has been
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proposed, which stands in contrast with the first two reading theories in that it questions
the influence of phonological activation for skilled readers. The “direct access” theory
claims that the semantic representation of a written word can be accessed directly via the
visual representation of the word without reference to the word’s phonology.

The past several decades have witnessed a pendulum-like swing between the
strong phonological view (phonological recoding) and the strong visual view (direct
access) of access to semantics. The conflicting findings in the literature regarding the role
of phonology in reading English make one wonder why there has been such difficulty in
establishing the facts. Apart from the limitations of behavioral research in reading that
will be discussed later on, one main reason is possibly due to the confounding nature of
the English language itself. Most of the research in this area has been conducted in
English and the stimuli used in many of these English studies have been homophones.
Skeptics of the viability of the reading models based on those studies may argue that even
though orthography itself has no direct impact on access to semantics it may come into
play in reading tasks where it interacts with appropriate phonological information (Zhou
& Marslen-Wilson, 1999). For instance, with the exception of very few examples such as
ate vs. eight, English homophones (e.g., rose and rows) not only share identical
phonological attributes but substantial orthographic characteristics. By this account, it
seems logical to claim that the confounding between word form and pronunciation in
alphabetic languages may hamper the examination of phonological roles in reading
alphabetic materials.

The frustration inherent in attempting to control the orthographic confounding in

English has gradually directed researchers’ attention to languages with non-alphabetic
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orthographies. The Chinese language, for instance, is a logographic language where each
character has its own symbol. In stark contrast with the transparency between
orthography and phonology in alphabetic languages, there is an arbitrary relationship
between orthography and phonology in Chinese characters. To illustrate, although two
Chinese characters may be homophones insofar as they share the identical segmental and

tonal attributes, they can have distinct orthographic forms (JH /tian1/-“add”; X /tianl/-

“sky”). This arbitrary relationship in Chinese provides an excellent opportunity to
examine the ‘pure’ contribution of phonological information to reading comprehension
(Tan & Perfetti, 1998).

In point of fact, several lines of behavioral research concerning the nature of
Chinese reading parallel studies using English language which implicate the involvement
of phonology in reading. For example, employing forward priming and backward
masking techniques, a good number of Chinese studies have shown that there is
phonological activation during Chinese reading (Perfetti & Tan, 1998; Perfetti & Zhang,
1991, 1995; Tan, Hoosain, & Peng, 1995; Tan, Hoosain, & Siok, 1996). Critically, these
experiments further provide evidence that phonological processing appears to occur in
the early stage of Chinese character recognition. Most impressive perhaps is the study by
Tan, Hoosan, and Peng (1995). Using the backward masking paradigm, the authors
exposed the character target for a brief time, which was immediately followed by a
character mask that was replaced by a pattern mask of 1.0 s. The character mask was
visually, phonologically, or semantically either similar or dissimilar to the character
target. The duration time of the character target and mask presentation varied across two

experiments in this study. In Experiment 1, the target and mask were exposed for 50ms
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and 30ms, respectively. In Experiment 2, the exposure durations for the target and mask
were, respectively, extended to 60ms and 40ms. The results in this study demonstrate that
the exposure durations of the target and mask were shorter when the phonological effect
was first found than when the semantic effect was first observed. Given the assumption
that an early-occurring event may mediate a later-occurring event during the same
reading task, the earlier activation of phonology in contrast to semantic activation was
taken as convincing evidence for the proposition that phonology constrains access to
semantic meaning.

In a similar vein, another line of research using lexical decision and meaning
judgment tasks presents further evidence that phonological processing takes place in an
automatic fashion during written Chinese character recognition (Chen, Flores d’Arcais, &
Cheung, 1995; Leck, Weekes, & Chen, 1995; Perfetti & Zhang, 1995). For example,
Perfetti and Zhang (1995) carried out two judgment tasks in which Chinese characters
were visually presented. In the synonym judgment task, they asked subjects to decide
whether two successive characters had the same meaning. In the second homophone
judgment task, they required subjects to decide whether two successively presented
characters had the same pronunciation. In their study, some succeeding characters had the
same pronunciation as, but had a different meaning from, the preceding characters. It was
found that phonological activation was present in both tasks. This evidence was further
construed as the evidence for the “automaticity” of phonological processing.

However, this conclusion about the influence of phonology in Chinese reading
has not gone unchallenged. In fact, some of the most striking phonological effects

documented in the literature (Perfetti & Tan, 1998; Tan & Perfetti, 1997) were not
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replicated in some other behavioral studies even though the same stimuli, procedures and
approaches were employed (Chen, 1998; Zhou & Marslen-Wilson, 1999). Setting this
problem to one side, it is noteworthy that behavioral approaches are critically sensitive to
the ‘end-state characteristics of a process’ and mainly associated with particular response
requirements. In this regard, behavioral approaches may not be able to reveal the locus of
early components in reading and distinguish distinct cognitive stages of a process. More
importantly, language comprehension consists of very rapid and complex processes that
may overlap in both spatial and time domains. In line with this view, while phonology is,
no doubt, involved in reading, its potential role in constraining the semantic activation of
a written word remains unclear. For the investigation of phonology’s role in accessing
semantic meaning during reading that may take place at an earlier stage of lexical
processing, an online measure that can capture detailed language processing as it unfolds

across time becomes of great value.

1.4 Event-related brain potentials in language research

Given the inherent limitations in behavioral approaches, capturing continuous
online traces of language processing has been one of the most daunting problems in
language research. However, the emergence of event-related brain potentials (ERPs) has
made the future prospects in this respect appear very promising. The central position of
this thesis is that event-related brain potentials can be taken as “an on-line and continuous
measure, one that taps into the state of affairs in the lexical processing system while it

operates in real time” (Zwitserlood, 1989, p. 29).
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ERPs, as a noninvasive, objective, online electrophysiological measure of human
brain functions, are time locked to an external event (e.g., a word or a picture) of interest
and have sufficient temporal resolution to reveal the temporal dynamics of the neural
activity underlying linguistic processes. Of crucial relevance is that ERPs provide direct
real time insights into covert neural correlates of specific stages of information
processing which are not contingent upon overt behaviors (Brandeis & Lehmann, 1986).
In addition, although ERPs do not indicate the source location of neural activity since
they are the summed brain activity of synchronized post-synaptic potentials, the scalp
distribution of ERPs reflects the locations and orientation of the neurons within the
ensemble (Kutas, 1997; Kutas & Federmeier, 2000). According to these features, analysis
of language event-related brain potentials is regarded as “an attractive means of
complementing the behavioral analysis of information processing” (Rugg, 1987, p.126)
and poses effective constraints on the viability of language processing models derived
from behavioral data.

Simply put, when a pair of electrodes are placed on the scalp surface and attached
to an amplifier, a pattern of variation in voltage over time can be obtained from the
output of the amplifier. This variation pattern is referred to as the ‘electroencephalogram’
(EEG) (Coles & Rugg, 1995). Since Berger (1929) first successfully recorded the scalp
EEG, considerable effort has been devoted to the understanding of the neural origin of
this scalp-recorded phenomenon. According to the present knowledge, two types of
neuroelectric events in nerve cells contribute to the scalp EEG: inhibitory and excitatory
synaptic potentials and action potentials. At the microscopic level, currents in relation to

individual action potentials are generally detected more strongly than synaptic currents.
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However, the magnitude of an action potential in the spatial domain is quite small
because the action potential is an intracellular current that cannot easily be observed at a
distance (closed field). In addition, in most cases there is little synchronous activation
across neighboring axons that conduct action potentials. In this regard, at the macroscopic
level, the net current change produced by multiple action potentials even across a large
population of neurons is fairly small (Lewine & Orrison, 1995).

In contrast, synaptic potentials are primarily recorded as extracellular currents.
The pattern of current flow of synaptic potentials is very sophisticated at the microscopic
level but can be simply seen as if it were produced by current flow between two poles at
the macroscopic level. This dipole approximation results in an electric potential
distribution that can be recorded at a distance. What needs to be kept in mind, however, is
that even with this dipole configuration synaptic activity generated by some neuronal
populations may not be recorded at a distance. Only does the neuron population in which
the individual neurons are synchronously active and which have a certain geometric
configuration (e.g., the alignment of neurons is in a parallel orientation) yield potentials
of sufficient magnitude that can be recorded at the scalp. At present, it has been strongly
suggested that the EEG recorded at the scalp is principally a summation of graded post-
synaptic potentials produced by the inhibitory and excitatory pyramidal cells within the
cortex. The name of those cells comes from the peculiar pyramidal shape of their cell
body. Pyramidal cells in the cortical layers are large and account for about 70 percent of
the cortical neurons (a sizeable population). Another important feature is that all

pyramidal cells in the laminar structure of the cortex and even their dendrites are
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organized in a parallel fashion that creates a large open bipolar field (Coles & Rugg, 1995;
Knight, 1990; Kutas & Van Petten, 1994; Lewine & Orrison, 1995).

The ERP is derived from the EEG. It can be seen as a series of transient voltage
perturbations of the spontaneous EEG, which are time locked to a definable event of
interest such as the onset of a word and are specifically associated with the brain’s
response to the event (Kutas & Van Petten, 1988). Simply put, when the subject is
presented with certain events of interest at the same time when we record the EEG, an
epoch of the EEG that is time-locked to the language target can be defined. To illustrate,
the epoch of the EEG analyzed in the three experiments of this thesis begins 100 ms
before the onset of the target word and ends 1000 ms after the target onset. The raw EEG
data normally contain both ERP responses (signal) to the language stimulus that are
associated with language related information processes and spontaneous electrical brain
activity (noise) that is not associated with word processing mechanisms. It is noteworthy
that ERP signals are small in amplitude (e.g., 5-10 uV) compared to the raw EEG data
that varies from 10-200 pV. In order to achieve reliable ERP signals, they must be
extracted from the background raw EEG data by the means of signal averaging. This
technique includes the recording of ERPs to repeated presentations of the ‘same kind’ of
stimuli. The assumption behind this is that EEG activity that is not involved in stimulus-
evoked processes is not synchronous with the timing of stimulus onset and thus cancels
out by averaging. Conversely, the event-related ERP signal will summate and emerge
from the background EEG (Kutas & Van Petten, 1994)

The relationship between neural processes in the brain and scalp recorded ERP

waveforms is not yet completely understood. Nevertheless, it is evident that neural
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activity can be reliably recorded on the scalp in relation to the stimulus (Allison, Wood &
McCarthy, 1986). ERPs have been widely used in identifying the neural correlates of
specific stages of information processes in cognition, particularly with respect to word
recognition and associated processes (Rugg, 1987).

Traditionally, a peak or trough of the ERP waveform that is linked or associated
with a specific process such as semantic comprehension is defined as a “component”
(Donchin, Ritter, & McCallum, 1978). It has been found that the particular component
that is evoked relies predominantly on the nature of the stimulus of interest and the nature
of the task demand that is applied in the study.

The earlier components of the ERP are usually considered to be those with
latencies of less than 100ms after the stimulus onset. They can be elicited by a given
stimulus and their amplitude and latency are determined primarily by stimulus parameters
(e.g., intensity, modality and rate of stimulus presentation) (Knight, 1990). As such, the
earlier evoked potentials are referred to as “exogenous”, sensory or stimulus-bound
components (Kutas & Van Petten, 1994). Examples of exogenous components are the
brainstem auditory evoked response (BAEP) and primary somatosensory evoked
potentials (SEP). Given the fact that those components are insensitive to a subject’s state
of alertness or attentiveness, they have been widely used for clinical diagnostic (e.g.,
multiple sclerosis disorder) and prognostic (e.g., coma) needs to measure neural activity
in sensory pathways in neurological disorders (for a review see Wang, Young, &
Connolly, 2003).

Within the cognitive domain, however, the more informative ERP components are

those referred to as endogenous components. In contrast with exogenous components,
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endogenous components generally occur relatively late - hundreds of milliseconds after
or before an evoking event. The triggering event may be a stimulus, a response, a
voluntary movement, or a cognitive operation (Kutas & Van Petten, 1994). In contrast
with the sensitivity of exogenous components to the physical stimulus parameters,
endogenous components are primarily sensitive to nature of task demands, attention,
decision-making, expectancies, or performance strategies. Put differently, endogenous
ERP components are not strictly “evoked” by the presentation of the stimulus but are
related to a range of processes constrained by the psychological demands of the event
(Donchin, Ritter, & McCallum, 1978; Kutas & Van Petten, 1994). Given that endogenous
potentials occur in relation to a certain cognitive event, they are also, in practice, referred
to as event-related brain potentials (ERPs) (Knight, 1990). Examples of endogenous ERP
components include the P300 which is well known for reflecting attention and memory
processes (Polich & KoK, 1995), the N400 which is primarily seen as an index of
semantic analysis (Kutas & Hillyard, 1980a,b), the Phonological Mismatch Negativity
(PMN) which is related to phonological processing in the auditory modality (Connolly &
Phillips, 1994) and the N270 which is associated with form-based processes in reading
(Bentin, Mouchetant-Rostaing, Giard, et al., 1999; Connolly, Phillips, & Forbes, 1995).
To date, a large body of literature has demonstrated the usefulness of employing
certain endogenous ERP components in language research and has laid the groundwork
for the hypothesis that discrete lexical processes can be dissociated and indexed via ERPs
(for a review see, Kutas & Van Petten, 1994). For the purposes of this thesis, given the

crucial interest in the cognitive mechanisms engaged during language processing, ERP
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components associated with linguistic function will be introduced and the underlying

mechanisms will be discussed.

1.4.1 The N400 component and lexical processing

A considerable amount of ERP literature has supported the practical and unique
value of an ERP component called N40O0 in language research. The N400, a negative ERP
component peaking around 400ms after the stimulus onset, was first described by Kutas
and Hillyard (1980a) in response to sentence terminal words that did not match the
semantic context of the sentence.

In an attempt to use ERP measures to index the function of sentential contextual
constraints in subsequent word recognition, Kutas and Hillyard (1980a) conducted three
experiments with different types of deviant sentence completions: moderate and strong
semantic deviations, and physical deviations. Examples of moderate and strong semantic
deviations are, respectively, a sentence ending with a relatively unexpected but
semantically appropriate word like “He shaved off his mustache and eyebrows” and the
sentence terminated with a semantically anomalous word like “He shaved off his
mustache and city”. The physical deviations made use of expected sentence ending words,
which were, however, presented in upper case, an example of which is “She put on her
high heel SHOES”. In each experiment, 160 different seven-word sentences were
visually presented on the screen with each word presented for 700 ms. Subjects were
asked to silently read the sentences and told that they would be required to complete a
questionnaire after the recording session. Three fourths of the sentences ended with

expected and meaningful words (e.g., “The pizza is too hot to eat”) and the remaining
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one-quarter of the sentences in each experiment were terminated by a deviant word
according to the three experimental manipulations described above. The results
demonstrated that two types of semantically deviant sentence-ending words were
characterized by a clear negative brain wave with a centro-parietal distribution (N400).
Different from semantic mismatch conditions, physically deviant targets were not
followed by a N400 but a robust positive component (P300). What is more interesting is
that the strong semantically deviant target word (e.g., “city” in the example above) was
characterized by a much larger N400 component than the moderate semantically deviant
target word (e.g., “eyebrow”). According to these results, Kutas and Hillyard argued that
the N400 is not a manifestation of the analysis of physical attributes, but instead reflects
aspects of cognition specific to linguistic processes.

A substantial body of later ERP literature reinforces the viability of this view.
With the issue of whether anomalies within non-linguistic contexts can also be
characterized by the N400 component, Besson and Marcar (1987) carried out an
experiment in which four experimental conditions were manipulated: semantically
congruity and incongruity in visually presented sentences, appropriate and inappropriate
notes in well known French melodies, increasing (congruous) and decreasing size
(incongruous) of geometric figures, and the ascending pitch (congruous) and descending
(incongruous) pitch in music notes of the musical scale. Consistent with the first N400
study by Kutas and Hillyard (1980a), one quarter of the stimulus sequences ended
incongruously (Besson & Marcar, 1987). The findings demonstrated that only
semantically anomalous sentence-ending words were followed by a clear N400

component. The other three types of incongruous stimuli were characterized by a
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positive-going deflection (P300). Compatible with these findings, other literature
reported that speech sounds played backward and orthographically illegal non-words in
reading also failed to elicit a reliable N400 component (Holcomb & Neville, 1990; Rugg
& Barrett, 1987; Smith & Halgren, 1987). Overall, these findings provide convincing
evidence for the argument that the N40O is not sensitive to physical attributes of a
language stimulus. Rather, it reflects some aspects of linguistic processes.

The N400 is indeed an extremely robust component in language research. Many
ERP studies in reading have demonstrated that sentence-based semantic N400 effects can
be obtained in a variety of languages. Semantically anomalous sentence-ending words in
Chinese (e.g., Wang, 1997), French (e.g., Besson & Macar, 1987), Spanish (e.g., Kutas,
1985), Finnish (Helenius, Salmelin, Service, & Connolly, 1999) and American Sign
language (e.g., Kutas, Neville, & Holcomb, 1987) are all reliably followed by the N400
component. Also, the N400 has been reliably elicited by semantic incongruity in both
visual and auditory modalities in language research (Kutas & Van Petten, 1988).

The N400 is characterized as a ubiquitous marker of lexical processing. At issue
is which linguistic processes are reflected by the N400. There has been general agreement
that the default amplitude of the N400 is high and experimental manipulations, such as
highly constrained semantic cues, decrease it (Van Petten, Kutas, Kluender, et al., 1991).
Moreover, it is also argued that the amplitude of the N400 reflects the ease of which the
target word is integrated into its linguistic (e.g., sentence) context. Integration generally
refers to the process of introducing a target word into a higher-order meaning
representation of the entire sentence or discourse (Brown & Hagoort, 1993). It can be

construed as the process of matching the semantic specifications of an activated lexical
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item with a representation built up with respect to the semantic specification of the
preceding context. The better the match between these two domains, the easier the target
word is integrated into the entire context. The evidence supporting this integration view
on the N400 effect comes from several lines of ERP research.

The first line of convincing evidence arises from a substantial body of ERP
literature that examines the relationship between word integration and the extent of
contextual constraints. For example, some early ERP studies have demonstrated that the
amplitude of the N400 varies according to the target word position in the sentence. Kutas
and Hillyard (1983) used prose passages with semantic anomalies in reading
comprehension. The semantically incongruous words were placed either at intermediate
positions (e.g., Other well-known reptiles are snakes, lizards, eyeballs and alligators.) or
at the ends of the sentences (e.g., Turtles are smarter than most reptiles but not as smart
as mammals such as dogs or socks). The findings of this study demonstrate that the N400
is responsive to both intermediate and terminal semantic anomalies, which replicates and
extends the findings in Kutas and Hillyard’s study (1980a). They undoubtedly provide
convincing evidence in favor of the argument that words are integrated with the
preceding context in a step-by-step fashion instead of being loaded until the end of a
sentence (Carpenter & Daneman, 1981; Kutas & Van Petten, 1988). Furthermore, the
striking finding in this study is that the amplitude of the N400 in response to a
semantically coherent content words decreases as a function of increasing word position
in sentence (i.e., N400 amplitude is negatively correlated with serial word position within
a sentence). This systematic decline in the N400 amplitude is construed as compelling

evidence for the integration processes manifested by the N400. It is reasoned that
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semantic context constraints accumulate with the increasing number of words in the
sentence. In this regard, words occurring late in the sentence benefit from the more
constrained contextual semantic cues established by the preceding words than those in the
earlier positions of the sentence. The electrophysiological manifestation of this sentence
position effect is that sentence-ending words evoked a larger N400 than sentence onset
words.

It is interesting to note that the above N400 effect fails to emerge when sentences
are embedded within coherent discourse (Van Petten, 1993). In an attempt to
accommodate these two contradictory findings with one explanation, Van Petten (1993)
reasoned that due to the coherence amongst embedded sentences in a discourse, the
contextual cues even in the beginning of a sentence have sufficient contextual constraint
to attenuate the N400 amplitude even to expected words that occur early in the sentence.

In fact, the amplitude of the N400 has been intentionally studied as an inverse
function of semantic integration at both local (sentence) and global (discourse) levels. For
example, St. George, and his colleagues (1994) presented subjects with paragraphs that
made sense only if a title that summarized the global subject was given. All the
paragraphs presented without titles looked like a series of relatively incoherent sentences
each of which was nonetheless semantically appropriate and acceptable. Given that the
semantic cues provided by the title would dramatically facilitate the semantic integration
of such paragraphs (Bransford & Johnson, 1972), the authors predicted that inferences
drawn with respect to the title presentation would attenuate the amplitude of the N400 if
the amplitude of the N400 were sensitive to semantic integration at the global level. As

predicted, the results demonstrated that N400 amplitudes were larger to the paragraphs
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without titles than to those with titles. In line with this argument, Van Berkum, Hagoort,
and Brown (1999) conducted two experiments to examine the relationship between an
incoming word to the preceding local semantic context and the wider global discourse.
What they found was that the target word that was semantically anomalous to the wider
discourse (e.g., “Jane told the brother that he was exceptionally slow” in a discourse
context in which he was in fact very fast) was characterized by a large N400 compared
with the discourse-congruous word (e.g., “fast™). This finding, in conjunction with the
aforementioned studies, provides convincing evidence that the amplitude of the N400
reflects the extent to which the incoming word is integrated into its preceding contextual
cues at both local and global levels.

Another line of research complements the view that the amplitude of the N400 is
not restricted to the violations of semantic knowledge. Kutas and Hillyard (1984)
manipulated experimental conditions in terms of sentence constraints and “cloze
probability” of the sentence ending words (targets). “Cloze probability” refers to the
proportion of individuals using that particular word as the most likely chosen word to
complete a sentence fragment. In this experiment, sentence-ending words were divided
into three kinds according to the degree of their cloze probability (high, medium, and
low). Meanwhile, sentences used were classified into three levels according to contextual
constraints (high, medium, and low). Highly contextually constrained sentences included
those that resulted in very predictable endings (e.g., “He mailed the letter without a
stamp’) while low constraints sentences were those whose contextual cues could not lead
to such strong expectations (e.g., “There was nothing wrong with the car”). The data

showed that the highly probable words in highly constrained sentences were
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characterized by a robust positive component (P300) while low probability words were
followed by a significant negative deflection (N400). Although Cloze probability and
sentential constraint to some degree interact with each other, the N400 was argued to be
more sensitive to Cloze probability than to the extent of sentential constraint. The
supporting evidence is that there was no difference in the N400 amplitude for words with
similar Cloze probability (e.g., the highly probable word “car” in the low constraints
sentence “there was nothing wrong with the car” and the medium probable word “jobs”
in the medium constraints sentence “Too many men are out of jobs”). What’s more, the
amplitude of the N400 decreased with the increasing Cloze probability of words in
medium constraints sentences.

Based on these findings, it was argued that the N400 can be seen as a sensitive
indicator of the semantic relationship between a word and the context in which it appears.
In particular, the amplitude of the N400 is modulated as an inverse function of semantic
expectation (Cloze probability). The sensitivity of the N400 amplitude to the Cloze
probability is in turn taken as compelling evidence for the prevalent view that the N400
reflects contextual integration. The higher the Cloze probability, the easier the integration
of the eliciting item into context-based information, and the smaller the N400 amplitude.

However, the view that the amplitude of the N400 reflects the extent to which the
eliciting item is integrated into its preceding contextual information does not always
succeed in interpreting the findings obtained in N400 language studies. For example,
Kutas, Lindamood, and Hillyard (1984) presented their subjects with three types of
sentences with respect to the semantic violations of the sentence-ending words. The first

type involved sentences ending with the highest Cloze probability word (e.g., “The pizza
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is too hot to eat”), the second type used sentences ending with semantically incongruous
words (e.g., “The pizza is too hot to cry”), and the third consisted of sentences terminated
with semantically incongruous words but whose meaning was related to the highest Cloze
probability word (e.g., “The pizza is too hot to drink”). According to the integration
hypothesis, the words in the latter two conditions should have been difficult to integrate
into their respective contexts and thus, should have evoked the same-sized N400. In
contrast to the prediction, however, the N400 in response to the word “drink” proved to
be very small compared with that to the word “cry”.

The viability of the integration view has also been called into question in some
other ERP literature. Using the sentence verification paradigm, Fischler and collaborators
(Fischler, Bloom, Childers, et al., 1983; Fischler, Childers, Achariyapaopan, et al., 1985;
Fischler, Bloom, Childers, et al., 1984) conducted a series of studies to investigate the
influence of the sentential meaning constraints on the amplitudes of the N400 by asking
subjects to judge the accuracy of simple statement sentences such as “A robin is a bird”.
Surprisingly, the amplitudes of the N400 show no relationship with the truth or falsity of
the propositions. Rather, they varied with the semantically associative relationship
between the subject and object of the sentence. Simply put, a robust N400 was found in
response to the target word (object of the sentence) that was semantically unassociated
with the subject of the sentence even if the statement was true (e.g., “A robin is not a
vehicle”). By this account, the N400 is not restricted by the propositional content of the
statement sentence but by the strength of semantic associations between the codes

corresponding to the subject and object of the sentence in the mental lexicon.
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The N400 has also been used to investigate semantic association in lexical
decision, naming, and letter search studies (Bentin, Kutas, & Hillyard, 1995; Brown &
Hagoort, 1993; McCarthy & Nobre, 1993; Kutas & Hillyard, 1989). For example, it has
been reported repeatedly that semantic associations between individual words in lists
modulated the amplitude of the N400. A word (e.g. “eat”) that is semantically related to
its prior word (“drink™) is readily characterized by a smaller N400 than when it is
preceded by a semantically unrelated word (“car”). Based on those findings, some
(Brown & Hagoort, 1993; Kutas & Hillyard, 1989; Kutas & Van Petten, 1994) argue that
N400 amplitude measures are indeed constrained by semantic associations given the view
that contextual constraint effects can be accounted for with respect to lexical associations
between the constituent items (e.g., Bradley & Forster, 1987).

In line with this argument, the term ‘semantic priming effect’ was introduced in
an attempt to delineate the mental processes manifested in the N400. In lexical decision
research, priming generally refers to the facilitation phenomenon that it takes less time to
decide that a string of letters or phonemes is a word if it is preceded by a related item
than if the preceding item is unrelated (e.g., Meyer, Schvaneveldt & Ruddy, 1974).
Taking a semantic priming effect as an example, the reaction time to decide whether the
item “car” is a real word is shorter when it follows the word “vehicle” or “bus” compared
to when it follows the word “desk”. A common explanation for this priming effect is that
it is attributable to the automatic spread of activation among nodes in the mental lexicon.
It is important to note that the relationship between nodes in the mental lexicon is not
only restricted to associations with respect to semantic knowledge but also involves

identity or associative information in orthographic and/or phonological forms (Kutas &
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Hillyard, 1989). Connecting low-resistance links exist between nodes in the mental
lexicon that share the same or associative attributes (e.g., semantic relatedness or similar
phonological forms). When a word in the network is processed, the corresponding node
in the mental lexicon is consequently activated. This activation is not limited merely to
the node corresponding to the processed word. Rather, it spreads along the links in the
network to other associative nodes so that all related nodes leave the resting state and
become closer to the threshold of recognition. As a consequence, it takes less effort and
time to activate an associative “restive” node that facilitates semantic activation of the
corresponding word when the processing of the word is subsequently required. In
addition, the activation level of nodes corresponding to unrelated words does not vary
with this priming effect (Brown & Hagoort, 1993).

Indeed, the “spread of activation” semantic priming theory can easily account for
the modulations of the N400 amplitude by sentence constraints, Cloze probability, related
semantic anomalies (e.g., “the pizza is too hot to drink™), and semantic relatedness. Based
on the ‘spread of activation’ priming theory, for instance, the sentence fragment “the
pizza is too hot to __” provides clear and clean semantic information which provokes the
cognitive system to pre-activate nodes in the mental lexicon bearing such semantic
features, such as the node corresponding to the word “eat”. Meanwhile, the pre-activity in
the “eat” corresponding node automatically spreads along certain links to any other nodes
that share associative features of the pre-activated node in either semantic or any other
feature domains. The consequence of this spread of the pre-activation leads to a small
N400 amplitude in response to the target word “drink” which is semantically associated

with the highest Cloze probability word “eat” although it is a semantically anomalous
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word for the sentence. Meanwhile, according to the “spread of activation” priming theory,
the different magnitudes of the N400O amplitudes in response to different Cloze probable
sentence-ending words can also be also understood in terms of the various strengths of
the pre-activation determined by its preceding sentence fragment.

A number of N400 studies further demonstrate that N400 amplitude can also be
modulated by the number of times a target word is presented (word repetition effect) and
daily use word frequency. These two N400 effects, together with the aforementioned
studies, accord the spread of activation theory a prominent position in current models of
the nature of the N400. As found in the large body of word repetition ERP studies (e.g.,
Van Petten, Kutas, Kluender, et al., 1991; Rugg, 1987), the N400 amplitude in response
to a repeated word is reduced compared to the N400 following the word’s first
presentation. It is reasoned in terms of the spread of activation theory that the node in the
mental lexicon corresponding to the repeated word has some “leftover” activity due to its
previous activation that may remain for a period of time. As a result, the “leftover”
activation facilitates the repeated node to pass over the threshold of recognition that in
turn facilitates semantic activation.

Another line of evidence supporting this view comes from the word frequency
N400 effect (Van Petten & Kutas, 1990). It has been reported that N400 amplitudes are
reduced to target words with higher word frequency values. It has been a well-known
behavioral finding that subjects usually require either less time or less information to
process common words than they do to rare words (Rubinstein, Garfield & Millikan,
1970; Solomon & Howes, 1951). The word frequency N400 effect is compatible with this

behavioral frequency phenomenon. According to the “spread of activation” priming
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theory, variations in N400 amplitudes to words with varying word frequencies can be
interpreted as reflecting the various general “resting” levels of the nodes corresponding to
words with different word frequencies. The “resting” level of the common node is closer
to the activation threshold of recognition (due to frequent practice) than that of the rare
node.

In order to accommodate all of these N400 effects within one underlying
mechanism, a compelling argument has been put forward with respect to the processing
nature of the N400. It states that the amplitude of the N400 can be seen as an inverse
function of the ease of semantic analysis and is sensitive to the strength and precision of
the spreading activation along the links of the network in the mental lexicon (e.g.,
Praamstra & Stegeman, 1993; Kutas & Federmeier, 2000; Kutas & Hillyard, 1988). If
this argument is accurate, any associative features including semantic and other linguistic
attributes (e.g., phonology and orthography) that can influence the pre-activation or
threshold level of the corresponding nodes should facilitate semantic activation of the
target word, the consequence of which would reduce N400 amplitudes.

Indeed, it has been argued that the N400 has also found in response to priming
manipulations in terms of not only semantic but also orthographic or phonological
characteristics of the stimuli. Kutas and Van Petten (1988) have suggested that Sanquist
and colleagues (1980) first revealed the sensitivity of the N400 to phonological cues
despite their primary concern being the relationship between P300 and language related
cognitive processes. Their study consisted of a series of experiments in which pairs of
words were presented and judged as “same” or “different” with respect to orthographic,

phonemic, or semantic characteristics. Kutas and Van Petten (1988) have interpreted
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these data as suggesting that a large negative component (N400) followed the “different”
words in the semantic judgment experiment. More interestingly, a discernible N400 was
obtained in response to “different” words in the phonemic judgment task that did not put
any explicit emphasis on semantic analysis of words.

In a similar vein, Kutas and Van Petten (1988) reinterpreted another data set
(Polich, McCarthy, Wang, & Donchin, 1983) as demonstrating the sensitivity of the
N400 to the engagement of both phonological and orthographic processes in a visual
word pair. In this study, subjects were presented with pairs of printed words and required
to judge whether the second word (target) was orthographically similar to, or rhymed
with, the first member (prime) of the word pair. The word pair stimuli included the word
pairs which not only rhymed but also looked alike, those which rhymed but did not look
alike, those which looked alike but did not rthyme, and those which neither rhymed nor
looked alike. Kutas and Van Petten (1988) inspected the ERP waveforms and suggested
that there was a robust N400 component whose amplitude varied with the phonological
and/or orthographical modulations. To illustrate, when rhyme matching was the task
demand, the N400 following the rhymed word pair appeared much smaller than that
following the non-rhyming word pair. Meanwhile, orthographically dissimilar words
elicited larger N400Os than orthographically similar words. When the task demand was
focused on orthographic similarity matching, orthographically dissimilar words were
likewise characterized by a large N400 compared with orthographically similar ones.
What is interesting is that under this task demand the N400 became insensitive to
phonological variations (thyme vs. non-rhyme). Based on theses findings, it was argued

that the elicitation of the N400 was not exclusively restricted to semantic processes.
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Rather, the amplitude of the N400 can be also influenced by the engagement of
phonological and orthographic information. From another perspective, the disparity of
these ERP data that orthographic effects of the N400 occurred in both task manipulations
while phonological effects of the N400 existed only in the explicit phonology-oriented
task provides compelling evidence in favor of the view that phonological and
orthographic representations can be activated independently. The additional implication
of this “disparity” effect also extends the tentative argument that phonological processing
may not be a prerequisite process during reading (Kutas & Van Petten, 1988).

In an attempt to explicitly replicate the above phonological effects of the N400
and provide more insights into the nature of this effect, some ERP studies intentionally
recorded N400s in response to phonological and/or orthographic manipulations. For
instance, in the first experiment of Praamstra and Stegeman’s study (1993), aurally
presented non-rhymed word pairs were contrasted with physically incongruous ones, i.e.,
being spoken by different voices (one male, the other female). The results indicate that
physically dissimilarity (different voices) did not elicit an N400 but rather a late positive
component (P300). However, ERPs to non-rhyming words were more negative than those
evoked by rhyming words in the 250-500 ms time range where the classical N400
semantic effect is obtained. It was argued that this rhyme priming ERP effect is sensitive
to phonological cues instead of acoustic variables (i.e., voice difference). It was further
concluded that this priming effect reflects the sensitivity of the N400 to phonological
manipulation.

As well, a large body of ERP literature using words and non-words in both visual

and auditory related word pair tasks has obtained similar phonological effects (Kramer &
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Donchin, 1987; Praamstra & Stegman, 1993; Rugg & Barrett, 1987). A typical finding is
that phonological incongruity (non-rhyming) evoked a significant N400-like deflection
regardless of whether the evoking stimuli were real words or phonotactically illegal non-
words. Given the phonotactically illegal features of non-words used which would inhibit
the activation of lexical processes, it is questionable whether the phonological effects of
the observed N400-like component reflect the activation of the phonological
representations that bridge between physical input and corresponding lexical nodes in the
mental lexicon. Taking a closer examination of these studies, however, most of them
place task demands explicitly on the phonological (e.g., rhyme matching) or orthographic
(i.e., “look like”) levels, which, as Praamstra and Stegeman (1993) argued, may gear
processing strategy away from natural word processes. In addition, as Connolly and
colleagues (1995) have suggested, this rhyme-sensitive negative deflection may involve a
pre-N400 response (PMN) that could have been related to those phonotactical violations.
In particular, the emphasis of those task demands on phonological analysis renders
possible that the rhyme priming ERP effect described above was the manifestation of this
earlier component rather than the N400.

Using the same word and non-word stimuli as used in the above studies,
Praamstra and Stegeman (1993) asked subjects to carefully listen to word-word and
word-nonword pairs, and to “respond to the second member of each pair, and decide fast
and accurately whether it was a word or not”(p.82). The authors reasoned that
phonological processing is crucial in spoken word processing which captures
phonological information that is related to the physical-acoustic instantiation of a word

and establishes contact between the acoustic signal and corresponding lexical nodes in
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the mental lexicon. In line with this argument, the N400 should be sensitive to
phonological manipulations. In this case, a clear phonological effect of the N400 should
be elicited by nonrhyming words even if phonological cues are not explicitly placed in
the task demand. Indeed, the findings were compatible with the expectation. It was found
that the amplitude of the N400 elicited by nonrhyming words was larger than that by
rhyming words. Importantly, such an N400 effect was not observed in word-nonword
pairs. This result seems not in accordance with what was found in the above explicitly
rhyming judgment task but consistent with the results of some other investigations that
used orthographically illegal nonwords in lexical decision tasks (Holcomb & Neville,
1990; Smith & Halgren, 1987; Van Petten, Kutas, Kluender, et al., 1991). At the same
time, these results extend the scarce knowledge of the phonological effects of the N400
that are assumed to occur only when phonological codes are task relevant. Taking all the
findings mentioned above into consideration, the phonological effects of the N400 more
likely reflect the consequence of phonological processes instead of phonological
processing per se (Praamstra & Stegeman, 1993).

Overall, the N400 component has been used as a marker of cognitive processes
associated with semantic analysis. Given the sensitivity of the N400 to both semantic
analysis and the consequence of form-based (phonology and orthography) encoding, the
N400 can be seen as of great value for the investigation of the influence of semantic

information and phonological cues on word recognition during reading and listening.

1.4.2 Phonological Mismatch Negativity (PMN) and spoken language research
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The Phonological Mismatch Negativity (PMN) as an auditory-specific ERP
component was first identified by Connolly, Stewart, and Phillips (1990) and labeled as
the PMN later (Connolly & Phillips, 1994). The discovery of this component was a
consequence of research efforts to elucidate the modality-specific cognitive processes
supposedly characterized by the time course of the N400 component. Before discussing
the PMN it is important to review the literature that preceded and in some ways
contributed to its discovery.

An increasing body of research has demonstrated that the semantic priming effect
on the N400 that has been recorded primarily in reading research can be reliably observed
in speech comprehension tasks. The common finding is that a spoken word that is
semantically related to its preceding contextual information (either sentence or the prime
word in a pair) evokes a smaller N400 than a semantically unrelated spoken word (e.g.,
Bentin, Kutas, & Hillyard, 1993; Connolly, Stewart, & Phillips, 1990; Osterhout &
Holcomb, 1993).

The semantic priming effect on the auditory N400 was first recorded in an
auditory replication of Kutas and Hillyard’s classic visual N400 study (1980). In this
study, McCallum, Farmer, and Pocock (1984) presented sentences spoken by a male
speaker with highly expected sentence-ending words, semantically anomalous ending
words, and highly expected ending words but unexpectedly spoken by a female voice.
Consistent with the classical N400 findings in the visual study, the anomalous sentence-
endings were characterized by a large negative component (N400) and congruous
endings were followed by a positive component (P300) in the 400 ms time range. What is

different, however, is that the auditory N400 appeared to have a more anterior
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distribution than the visual N400. In addition, this study and several subsequent
investigations found that the semantic priming effect on the auditory N400 appeared to
have a different time course from that of the visual N400 (Anderson & Holcomb, 1995;
McCallum, Farmer, & Pocock, 1984; Holcomb & Anderson, 1993; Holcomb & Neville,
1990, 1991).

For example, in an attempt to examine the timing effects on the N400 component
of a single word semantic context (prime), Holcomb and Neville (1990) employed a
lexical decision paradigm and systematically studied contextual priming effects to
auditory and visual stimuli. In this study, there were two blocks of trials: stimulus pairs in
one block were spoken by a male voice and those in the other were written. The paired
stimuli used in both blocks included word/word pairs that were semantically related,
word/word pairs that were semantically unrelated, and word/nonword pairs. In addition,
the target was presented 1150ms after the prime. Compatible with the findings of most of
the N40O literature, the results of this study demonstrated a robust semantic priming
effect in both modalities: the amplitude of the N400 was smaller when a target word was
semantically related to its prime than when the target word was preceded by a
semantically unrelated word. What is noteworthy, however, is that the time-course and
scalp distribution of the N400 effect showed modality specificity. First, the auditory
N400 effect looked more bilaterally symmetrical while the visual N400 effect had a right
hemisphere distribution. Given that the distribution of the N400 can be symmetrical even
in some reading tasks, this finding was not taken as convincing evidence for the
modality-specific effect. What was particularly interesting was the finding that the

divergent point of the negative ERP component to semantically incongruous target words
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(in comparison to the ERP to congruous target words) in the auditory modality appeared
to start earlier (between 200ms and 290ms after the target word onset) than that in the
visual modality (between 300ms and 360ms). The authors’ explanations of these effects
appear counter initiative in some respects. The authors proposed that, in contrast with the
written word that can be fully available at word onset, sounds of the spoken word unfold
across time. They noted that the durations of all spoken words in this study were not
shorter than 270ms. By this account, an earlier divergence effect would have been
expected in the visual instead of the auditory modality. However, the authors suggest that
contextual priming started its impact on the spoken word processing prior to the
occurrence of the final sounds of a spoken word. Several theories of spoken word
recognition have claimed that the locus of preceding semantic contextual priming
influences on word recognition occurs only at the level of higher-order semantic
processes instead of at the form-based (e.g., phonological) levels (Holcomb & Neville,
1990; McClelland & Elman, 1986). For instance, according to the Trace model (e.g.,
McClelland & Elman, 1986), the analysis of ongoing acoustic input is purely form-driven
and bottom up without any contextual influence. Top-down contextual information starts
to exert its influence only after the activation of form-based representations. Taking all
the above arguments into account, semantic processes engaged during listening
comprehension seem to begin prior to the arrival of all the acoustic information of a
spoken word.

In line with this argument as well as the argument that the N400 is a sensitive
index of semantic analysis, Holcomb and Neville (1990) take the above divergent

moment between incongruous and congruous ERPs as the onset of the N400 component.



64

The earlier influence of contextual priming effect for auditory than visual words was
further taken as evidence for the argument that different semantic mechanisms which are
characterized by the N400 component serve for spoken and written word recognition.
The view that the early onset of the auditory N400 effect reflects the early
engagement of semantic analysis has not gone unquestioned, however. In an attempt to
extend the findings of the above study, Holcomb and Neville (1991) carried out two
sentence comprehension experiments. Their study was aimed to further examine the time
course of the contextual priming effect on the N400 by manipulating semantic congruity
of sentence-ending words and the temporal interval between words in the sentence. The
stimuli used in both experiments were composed of three types of sentences: those that
ended with best completion words (contextually meaningful), those with related but
anomalous words (contextually meaningless but related to the best completion), and those
with unrelated anomalous words (contextually unrelated). The interval between words
varied across two experiments: in the first experiment, the sentence stimuli were
presented at the natural speech rate. In contrast, the second experiment introduced a
constant 750 ms word interval between words within spoken sentence stimuli. Consistent
with the aforementioned N400 findings, the results in both experiments revealed a
significant N400 semantic priming effect. However, in contrast with the time course
pattern of the N400 effect in the Holcomb and Neville’s (1990) study, the divergent
moment of the negative-going ERPs elicited by unrelated anomalous sentence-ending
words from the ERPs in response to the best completion words in connected natural
speech occurred even earlier (about 50 ms after the word onset). Given the fact that

natural speech bears more non-semantic cues such as prosodic and co-articulation than
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word pairs, Holcomb and Neville attributed this early priming event to the facilitation
effect of prosodic and word co-articulation cues on the best completion word processing.
More interestingly, the results in this study further demonstrated that the onset of the
N400 effect varied with the word interval duration. With 750 ms word interval, the onset
of the N400 effect appeared late in the time range of 220-300ms after the terminal word
onset. It has been emphasized that although the word interval of 750ms may make
sentences sound less than natural the relatively long word interval did not inhibit sentence
processing. Given that the manipulations in both experiments of this study are semantic
in nature and that the same stimuli were used, the word interval rate effect suggests that
the varied onsets of the contextual priming effect are not related to semantic-sensitive
processes.

As well, the data obtained in some other studies cast further doubt on the
argument that the different onsets of the auditory and visual N400 effects manifested
modality-specific semantic processes. Based on the manipulation of the time intervals
between the onsets of the prime and the target word of a pair (SOA), the time course of
the single word contextual priming effect was further studied and compared in two
between- and within-modality lexical decision studies (Anderson and Holcomb, 1995;
Holcomb & Anderson, 1994). The stimuli in both studies used pairs of words that were
either semantically related or unrelated and word-nonword pairs. The SOA of the prime
and target in both studies was manipulated across three levels: simultaneous presentation
(Oms), 200ms, and 800ms. What is different between these two studies is that in the
between modality study (Holcomb & Anderson, 1994) there were two experiments: in the

first, the prime word was visually displayed and the target item was spoken
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(visual/auditory); and, in the second, the prime was spoken and the target was written
(auditory/visual). In contrast, in the within-modality study (Anderson & Holcomb, 1995),
there were two experiments; one in which both the prime and the target were written
(visual/visual) and the other in which both the prime and the target were spoken
(auditory/auditory). It was predicted that if there were different mechanisms underlying
semantic priming for spoken and written words, between- and within-modality priming
should produce different patterns of N400 effects. In particular, if the SOA was set to
zero, the priming effect should only be found in the auditory/visual and auditory/auditory
experiments because the semantic priming in the auditory modality was assumed to be
able to start even on the basis of partial acoustic information of the prime word.

Surprisingly, these two studies produced findings contradictory to what were
predicted. In contrast with the significant priming effect that was observed at the 0 SOA
in the visual/auditory and visual/visual experiments, there was no discernible N400
priming effect at the 0 SOA in the auditory/visual and auditory/auditory experiments.
Unexpectedly, the N400 priming effect was only reliably obtained at the 800 ms SOA in
these two latter auditory/visual and auditory/auditory experiments. More interestingly, at
the 0 SOA condition in the auditory/auditory experiment, although no N400 priming
effect was found, there was a discernible ERP contextual priming effect in the 200-300-
ms time window after the word onset which had a reliable frontal distribution.

From these findings, it can be suggested that the early onset of the auditory ERP
priming effect does not correspond to semantic processes characterized by the N400.
Instead the effect seems to be associated with some other speech-related processes. By

this account, it is logical to hypothesize that the early onset of the auditory priming effect
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may be the manifestation of a negative ERP component that overlaps with the N400
component and is sensitive to auditory-specific processes. It has become a common view
that sound-based phonological encoding plays a critical role in access to semantic
meaning of a spoken word (Frauenfelder & Tyler, 1987; Klatt, 1989; Pisoni & Luce,
1987). Given this account as well as the time course of the early contextual priming (right
before semantic priming reflected by the N400), Connolly and colleagues (Connolly,
Stewart, & Phillips, 1990; Connolly, Phillips, Stewart, et al., 1992) proposed that the
relatively early onset of the aural contextual priming effect indicated the occurrence of a
separate ERP component which was sensitive to phonological mechanisms. One of the
theories underlying this proposal is that preceding semantic contextual information can
pre-activate the corresponding word nodes in the mental lexicon (e.g., “The piano was
out of” pre-activates the node of the word “tune”). In turn, the pre-activated node(s)
spread the activation along connected links to the nodes that share similar or identical
attributes in both semantic and the form-based (e.g., phonological) domains, resulting in a
phonological priming effect. Indeed, Connolly and Phillips (1994) have provided explicit
evidence in support of this proposal.

In order to successfully tease apart different cognitive processes reflected by the
overlapping negative component and the N400 component, Connolly and Phillips (1994)
directly manipulated both phonologically-sensitive and semantically-related features of
sentence-ending words in a listening comprehension task. In this study, participants were
presented with four types of medium to high constrained sentences that terminated with
highest Cloze probability words (e.g., ‘the piano was out of fune’) (condition 1), with

semantically anomalous words that had the same initial sound as the highest Cloze
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probability words (e.g., ‘The gambler had a streak of bad luggage’) (condition 2), with
semantically appropriate but low Cloze words that did not have the same initial sound as
the highest Cloze probability words (e.g., ‘Don caught the ball with his glove’(‘hand’
being the high Cloze probability ending for this sentence)) (condition 3), and with
semantically anomalous words that did not have the same initial sound as the highest
Cloze probability words (e.g., ‘The dog chased our cat up the queen’(‘tree’ being the high
Cloze word in this example)) (condition 4). As expected, the initial sound mismatched
sentence endings in the last two conditions were followed by an early negative
component with a frontal distribution that peaked in the 250 and 300 ms time range. The
N400 was seen in the last condition but not in condition 3. Interestingly, semantically
anomalous sentence endings in the second condition failed to evoke such an early
component but rather were characterized by a robust classical N400 component with a
posterior maximum which peaked in the 400-500ms time range — significantly later than
the N400 seen in the last condition. Given the sensitivity of this early component to
phonological variations, Connolly and Phillips named it Phonological Mismatch
Negativity (PMN).

It is interesting to note that examination of the ERP priming effect at the 0 SOA
condition in the auditory/auditory experiment of Anderson and Holcomb (1995) suggests
that the early priming effect may be the manifestation of the PMN without the presence
of the N400. One of the possible accounts for this phenomenon is that phonological
processing can begin on partial acoustic information of the prime word that can prime the
target word processing in time. The reason why there is no discernible auditory N400

priming at the 0 SOA condition may be that acoustic information of a spoken word needs
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some time to spread out and the semantic analysis of a spoken word may not be able to
proceed until adequate phonological information is available.

A number of ERP studies have provided further converging evidence that the
PMN component is a reliable index of phonological processing during listening (e.g.,
Connolly, Byrne, & Dywan, 1995; Connolly, Service, D’Arcy, et al., 2001; Hagoort &
Brown, 2000; van den Brink, Brown, & Hagoort, 2001). For example, Hagoort and
Brown (2000) asked subjects to listen to sentences that terminated either with a
semantically congruent or incongruent word that did not have the same initial sound as
the congruent completion either. A robust biphasic negative deflection was observed in
response to the semantically anomalous endings. The authors believe that two distinct
components comprised this biphasic deflection: one component peaked around 250ms
(the analogue to the PMN component), and was more sensitive to “the form-based

activation of a lexical candidate” (p.1528) and the other was the N400.

1.4.3 Earlier occurring negative components and reading research

Several early-occurring ERP components (e.g., the N200 and the N270)
associated with different aspects of reading processes have been recognized and
described in the literature. It has been argued that these earlier occurring components
reflect distinct aspects of language processing. In particular, they are believed to be
associated with early parts of the language processing sequence which take place prior to
the semantic analysis associated with the N400. The supporting evidence for this
assumption is derived from their difference not only regarding their latency range but

also in terms of their topographical distribution pattern. For example, the N400 has been
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reported to be more apparent over centro-parietal recording sites (Kutas & Van Petten,
1988) while the N270 has been repeatedly reported to have a fronto-temporal distribution
(Connolly, Phillips, & Forbes, 1995; Forbes, 1993, 1998; Newman, 2000). In this review
section, two earlier-occurring components, the N200 and the N270, will be fully

delineated and discussed.

1.4.3.1 The N200/N170 and orthographic specificity

The N200 specific to orthographic stimuli was demonstrated in a study by Nobre,
Allison, and McCarthy (1994). ERPs were recorded using intracranial implanted
electrodes. Several tasks including a sentence reading task and a semantic priming task
were manipulated in this study. In the sentence-reading task, subjects were required to
judge whether the sentence-ending targets were semantically appropriate. The stimuli
used in this task were composed of three types of sentences: those that ended with best
completion words (contextually meaningful); those that ended with such stimuli as
semantically incongruous words, pseudo-words and illegal nonwords; and, those that
ended with non-orthographic visual stimuli such as human faces. In the semantic priming
task, the authors presented a prime (e.g., chair) followed by a target (e.g., table) and
asked subjects to identify the target. The stimuli used in this task consisted of
orthographic and non-orthographic stimuli. In both tasks, ERPs to orthographic stimuli
were compared with those to non-orthographic stimuli.

As expected, orthographically legal letter strings and incongruous real words
elicited a robust N400. Prior to the N400, a negative component peaking about 200 ms

after the stimulus onset (N200) was elicited by both orthographic and non-orthographic
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stimuli. Of interest, however, is that the intracranial distribution of the N200 varied
according to the physical feature of presented stimuli: the N200 in response to
orthographic stimuli dominated in distinct brain areas from that to non-orthographic
complex visual targets (e.g., faces). Although both orthographic and non-orthographic
stimuli induced activity in the posterior fusiform gyrus, the regions corresponding to
these two types of stimuli did not appear to overlap within a subject (Allison, McCarthy,
Nobre, et al., 1994). Meanwhile, it is worth noting that orthographic stimuli induced more
activity in the left hemisphere while face stimuli produced either symmetrical response
patterns or more activity in the right hemisphere.

Given these features of the N200, the authors concluded that the N200 reflects
processes specific to letter string analysis. In particular, given that the intracranial
distribution of the N200 did not distinguish between pronounceable and non-
pronounceable nonwords, it was further argued that the N200 reflects visual form
analysis independent of phonological analysis.

In an attempt to disentangle different aspects of visual word processes, Bentin,
Mouchetant-Rostaing, Giard, et al. (1999) carried out a word identification study using
ERP. The working hypothesis provided was that visual word recognition is a complex
process that can be simplified into three distinct levels of cognitive operations which
proceed in a sequential fashion: an orthographic level at which visually presented input is
decoded and integrated to represent orthographic patterns; a lexical level at which the
phonological representation of the input is transformed from orthographic patterns; and, a

semantic level as the final processing point at which semantic meaning of the word input
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is successfully activated. It is argued that each level stated above can be intensified or
constrained according to specific task manipulations.

With this hypothesis in mind, the authors manipulated a series of oddball tasks in
which the distinction between designated target and non-target stimuli was manipulated
to intensify the processing level of interest including orthographical, phonological, and
semantic, in the meanwhile controlling other aspects of the processing. The ERPs to non-
target stimuli were of particular relevance in this study.

In the orthographic processing task, the authors manipulated targets twice as large
as the non-targets and asked participants to silently count the number of large targets.
Stimuli used in this task consisted of orthographic stimuli (letter strings) and non-
orthographic stimuli (alphanumeric symbols and ASCII forms). The authors hypothesized
that orthographic processing should be automatically induced by orthographic stimuli in
contrast to non-orthographic stimuli. In order to screen out the possibility that any ERP
difference between orthographic and non-orthographic stimuli was in fact derived from
phonological and/or semantic activation, the ERPs to words, pseudo-words, and
unpronounceable strings of consonants were compared. The results of this experiment
demonstrated that both orthographic and non-orthographic non-target stimuli elicited a
negative component peaking about 170 ms that had a temporal-occipital distribution. It
was further shown that the scalp distribution of the N170 distinguished between
orthographic and non-orthographic stimuli: The N170 in response to orthographic stimuli
was largest in amplitude over the left hemisphere and the N170 to non-orthographic

stimuli was largest over the right hemisphere. Given its latency, scalp distribution and
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sensitivity to orthographic analysis, the N170 seems equivalent to the intracranial
recorded N200 reported in the Nobre, et al.’s (1994) study.

Taking the findings from both of the above studies into consideration, it is evident
that the N170/ N200 reflects early occurring processes specific to orthographic
information. The sensitivity of the N170/ N200 to orthographic information further
suggests that distinct brain regions in the visual system correspond selectively to discrete
visual information (Bentin, Mouchetant-Rostaing, Giard, et al., 1999). In addition, given
the insensitivity of the N170/N200 to phonological cues, aspects of reading processes

manifested by this component do not seem to have involved phonological encoding.

1.4.3.2 The N270 and its associated reading processes

Forbes (1993) conducted an ERP study in an attempt to elucidate the influence of
phonological information on written word processing. The stimuli in this study were
made up of visually presented highly constrained English sentences the endings of which
were either semantically expected words (Congruence) (e.g., ‘The dove is a sign of
peace’.) or semantically anomalous words. The anomalous ending words were either
phonologically congruous but semantically incongruous to the sentence context (Foil)
(e.g., ‘The class baked a cake and everyone had a peace (piece)’.) or semantically
inappropriate homophones that did not share phonological information with highly
expected sentence ending words (Incongruence) (e.g., ‘Many people eat peanut butter and
jelly wave (waive)’.). ERPs were recorded to the sentence-ending words and subjects

were asked to read sentences silently.
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The findings of this study revealed that an N400 was reliably induced by the
Incongruence condition but not by the Congruence and Foil conditions. A notable finding
is that a negative component peaking about 270 ms after the terminal word onset (N270)
was elicited in both Incongruent and Foil conditions but not in the Congruent condition.
The author took the absence of the N400 in the Foil condition as converging evidence
that there was phonological involvement at least when phonological cues were clearly
provided during reading comprehension. Most importantly, the author proposed that the
N270 reflected certain aspects of reading processing that were associated with
orthographic expectation. Put differently, the occurrence of the N270 in both Incongruent
and Foil conditions reflected the deviation from the orthographic representation of the
highly expected sentence ending words.

In an attempt to clarify the issue of whether phonological involvement in English
reading is indeed a default process or its presence is task-dependent, Forbes (1998)
carried out a series of ERP studies to control the possibility that phonological activation
is in fact derived from the advantage of participants’ awareness of a phonologically based
reading strategy. In a semantic judgment task, the author used the same stimuli as well as
the same experimental manipulation as those employed in Forbe’s (1993). In this task,
subjects were required to pay close attention to the sentence ending word and judge via a
button press whether the ending word was semantically correct. The author surmised that
a semantic judgment task would make subjects pay close attention to semantic meaning
instead of phonological cues. In this regard, subjects would presumably apply

orthographic codes to constrain semantic interpretation of the terminal word.
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Correspondingly, the Foil sentence-ending targets were expected to elicit a clear N400
component reflecting their semantic incongruity.

As expected, whereas an N400 was not observed in the Foil condition in Forbes
(1993), a clear N400 was clearly invoked by the Foil targets in this study. The author
therefore interpreted this finding as meaning that phonological facilitation was
overshadowed by the semantic incongruity. Also, the results of this study showed that the
Foil target words did not elicit a N270 although the N270 was steadily replicated in the
Incongruent condition. This result was unexpected given the position that the N270
reflects orthographic expectancy, according to which there should have been an N270 in
response to orthographic deviations of the Foil sentence ending targets.

In view of the conflicting results, the author proposed that the absence of the
N270 in the Foil condition might have resulted from the similarity in the orthographic
dimension between Foil targets and highly expected sentence endings (e.g., bear/bare).
To test this hypothesis, Forbes (1997) carried out a second experiment in which the
magnitude of orthographic similarity between Incongruent targets and highly expected
sentence endings was manipulated. The stimuli used in this experiment included four
types of sentences: those that ended with highly probable words (Congruence); those with
semantically anomalous words which were orthographically similar to highly probable
sentence endings (orthographic similarity (OS) condition); those with semantically
anomalous words which were orthographically dissimilar to highly probable sentence
endings (orthographic dissimilarity (OD) condition); and, those with homophone foils
(FOIL condition). It was found that the N270 in response to both the Foil targets and the

OS targets was reduced in amplitude in contrast with that to the OD targets. The author
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took this N270 finding as supporting evidence that the N270 is sensitive to orthographic
expectations.

Unfortunately, the author did not further delineate and discuss the nature of the
N270 elicited in the Foil condition which might have shed better light on the relationship
between the phonological processing and the underlying mechanisms manifested by the
N270. In an attempt to clarify the relationship between the processes manifested by the
N270 and phonological activation in reading, Newman (2000) conducted an ERP study in
which subjects were required to silently read sentences and decide whether they made
sense. The stimuli used were visually presented English sentences ending with: words
that were orthographically congruent (OC), phonologically congruent (PC), and
semantically congruent (SC) to the high cloze probability endings (e.g., Larry writes with
his left hand); pseudo-words that were orthographically incongruent (OI), PC, and SC to
the high cloze probability endings (e.g., The ship disappeared into the thick phog (fog).);
words that were OI, phonologically incongruent (PI), and semantically incongruent (SI)
to the high cloze probability endings (e.g., The pizza was too hot to sing (eat).); and,
pseudo-words that were OI, PI, and SI to the high cloze probability endings (e.g., The
teacher wrote the problem on the heet (board).). The results of this study demonstrated
that a clear N400 followed the SI targets while an N270 was observed in response to the
Ol targets. According to these results, Newman (2000) proposed that the N270 and the
N400 reflect distinct aspects of language processing. Consistent with Forbes’ proposition,
she further suggested that the N270 is associated with orthographic expectation.

The results of Newman’s (2000) study further revealed that the N270 in response

to the OIPISI words, although showing no difference from that to the OIPISI pseudo-
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words, appeared significantly larger than the N270 to the OIPCSC pseudo-words. Facing
this finding, a tempting question addressed is whether the neural processes characterized
by the N270 involve phonological transformation mechanisms? Given limited data
provided in the literature, the issue as to whether the N270 is associated with
phonological activation in visual word recognition remains an open question.

In summary, the literature indicates that ERPs can be used to investigate discrete
stages of a process that are engaged during language comprehension. It remains
controversial as to what role phonology may play in speech processing and whether
phonological cues contribute to reading comprehension. More importantly, almost all of
the ERP literature conducted as of this date has been primarily devoted to semantic,
orthographic, and/or segmental phonological analysis. There have been no ERP studies
that explicitly sought to examine the role of word prosody in lexical processing and the
relationship between word prosody and other form-based information (e.g., segmental
phonology) in both speech and reading. The series of experiments in this thesis utilized
ERP measures to probe the functional locus and time course of word prosodic and sub-
lexical phonological analyses during word recognition in both English and Chinese
Mandarin speech as well as silent Chinese reading. The amplitude and latency of
language related components (e.g., PMN, N270 and N400) were taken as dependent
measures to elucidate the mechanisms underlying the processes of lexical prosody
(lexical stress in English and lexical tone in Chinese), syllable-sized sub-lexical
phonology, and segmental (onset and rime) phonology in language comprehension. In
addition, the ERP findings obtained from the present research were also used to

complement the performance data observed in behavioral studies and offer a better



insight into the validity of some spoken and written word recognition models derived

from behavioral studies.
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Chapter Two:
Experiment 1: The influence of lexical stress and syllable-sized sublexical phonology in
auditory multi-syllabic English word processing: An ERP investigation
2.1 Objectives:

In the first experiment of this thesis, I wish to shed light, primarily and
empirically, on the neural correlates of word prosodic processing and sub-lexical
phonological encoding during auditory English word recognition. The two specific issues
that were focused on in this experiment are as follows. First, I wished to establish
whether word onsets or primary stressed information of a spoken English word plays a
predominant role in initiating lexical processing. Second, I wished to identify what
processes are engaged during listening comprehension so that semantic representations
can be successfully accessed. At the same time, the other relevant goal of the first
experiment was to define the role that sub-lexical phonology plays in spoken word
recognition. More specifically, the syllable unit of phonological information in multi-
syllabic English words (such as the syllable-sized phonology /ka:/ in the word ‘cartoon’)
was targeted and the issue of what effects syllable-sized sub-lexical phonology exerts on
multi-syllabic word processing was addressed and studied in this experiment.

As ERPs provide empirical information about the strength, timing and neural
basis of cognitive processes engaged during speech comprehension, they can address the
aforementioned issues that have been impervious to behavioral investigations. Thus,
those issues were approached in this experiment by investigating the sensitivity to certain
experimental manipulations of the PMN and the N400, the two ERP components that are

respectively sensitive to phonological processing and semantic analysis. To date, no
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neuroimaging studies have addressed the issues of the influence of word prosody and
sub-lexical phonology and their interactive function on word recognition. This
experiment then will provide the first examination of these issues using ERP. Using this
measure, unique information regarding the influence of word prosody and sub-lexical
phonological information in the underlying cognitive architecture of the language system
will be obtained. The viability of the sequential, goodness-of-fit, and stress-guided
hypotheses can be thereby tested in a manner impossible with purely behavioral
approaches.

In this experiment, a sentence judgment task was used in which participants were
required to attend to binaurally- presented English sentences and make a judgment
whether the sentence heard made any sense. Five experimental conditions were employed
that varied according to stress pattern, sublexical phonology, and/or semantic
appropriateness of the sentence terminating word to the sentence context (see Table 1).

For the purposes of the present experiment, word prosody is operationally defined
in terms of lexical stress division. The rationale for using this division is that a good
number of reports demonstrate that English listeners are sensitive to subtle stress
differences in speech, which may imply the functioning of lexical stress patterns on
speech segmentation and word identification (e.g., Mattys, 2000; Vroomen & De Gelder,
1997; Vroomen, Tuomainen, & de Gelder, 1998). As stated in the introduction, the
Metrical Stress Segmentation (MSS) model (Cutler & Norris, 1988) is based on liberal
metrical prosody. The disadvantage of this liberal stress division, however, is that the
dependence of metrical stress may result in a great number of erroneous detections of

word boundaries (Mattys, 2000). For instance, on the basis of this metrical prosodic
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segmentation strategy, false mid-word segmentation is bound to take place in at least
some bi-syllabic words (e.g., “migraine™), many tri-syllabic words (e.g., “generate™), and
eventually all longer words (e.g., “cosmopolitan™). In contrast, lexical stress division
gives the priority of word segmentation to primary stressed syllables (Cutler & Carter,
1987). Such restriction correspondingly reduces the false segmentation at the mid-word.
The empirical evidence (Mattys, 2000) demonstrates that listeners can discriminate
between primary and secondary stressed syllables that may guide spoken word
recognition. In fact, another line of research indicates that not only adults but also infant
listeners are able to exploit subtle stress differences to segment words from continuing
speech (Mattys, Jusczyk, Luce, et al., 1999; Morgan, 1996; Vroomen & de Gelder, 1997).
By this account, stress patterns of sentence terminal words in this experiment were
defined according to the lexical stress division (instead of the metrical division): two
types of sentence endings were used based on whether or not their initial syllables were

primarily stressed.

2.2 Hypotheses:

In line with the sequential hypothesis underscoring the processing primacy of
word onsets in spoken word recognition, it was expected that the lexical initiation of
target words in the ONE/WONDER (in which the initial-stress sentence ending word was
semantically incongruent, but its initial stressed syllable was phonologically congruent, to
the sentence context.) and EYE/IDEA (in which the noninitial-stress sentence ending was
semantically inappropriate, but its initial unstressed syllable was phonologically

congruent, to the sentence context) conditions would be facilitated given that the initial
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information of target words in these two conditions can be highly expected by its
preceding sentential contextual information. Correspondingly, it was further expected
that the PMN component in response to target words in these two conditions should
appear smaller than the PMN in response to target words in the LIGHT/POLITE (in
which the noninitial-stress sentence ending was semantically incongruent, but its
noninitial stressed syllable was phonologically congruent, to the sentence context) and
INCONGRUENT (in which the initial-stress sentence ending was semantically and
phonologically inappropriate to the sentence context) conditions. In contrast, the PMN to
ONE/WONDER and EYE/IDEA ending words should show no difference from the
PMN elicited in the CONGRUENT (in which the initial-stress sentence ending was the
highest Cloze probable word to the sentence). Otherwise, the refining of the Cohort
model should be taken into consideration.

If the “goodness of fit” hypothesis holds a grain of truth, it was expected that
lexical processing of a target word should be facilitated as long as a syllable of the word
is primed or expected by its preceding sentential context. The consequence of such a
facilitation effect is that the PMN component in response to the CONGRUENT,
ONE/WONDER, EYE/IDEA and LIGHT/POLITE target words should appear smaller
than the PMN elicited in the INCONGRUENT condition. Most critically, the position of
the “goodness of fit” hypothesis would give rise to the expectation that the PMN
component elicited in the three ONE/WONDER, EYE/IDEA, and LIGHT/POLITE
conditions should appear similar to each other in amplitude due to their equal weighting
of sub-lexical syllabic priming according to their preceding contextual cues. Otherwise,

this hypothesis needs to be justified in order to fit well in with word recognition model.
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If the stress guide hypothesis reflects the truth of the nature of lexical processing,
it was hypothesized that lexical processing primacy would not be given to word onset
acoustic information but to that which is primarily stressed. Based on this stress guide
hypothesis, it was expected that only those targets whose primary stressed information
regardless of its word position is highly expected by their preceding contextual cues, can
be eased during lexical initiation. That is, the phonological contextual priming effect
varies with the stress status of the primed syllabic information instead of its word
physical position. In line with this expectation, the PMN component elicited in the
ONE/WONDER and LIGHT/POLITE conditions was expected to appear smaller than
the PMN in the EYE/IDEA condition. Meanwhile, given the deemphasizing of word
onsets in the stress guide hypothesis, it was further proposed that the PMN elicited in the
EYE/IDEA condition should show no difference from the PMN in the INCONGRUENT
condition.

Furthermore, if the retroactive strategy is the true account of the processing of
non-initial-stress words, it was expected that the onset and time course of the N400
corresponding to non-initial-stress targets in the EYE/IDEA and LIGHT/POLITE
conditions should be delayed and prolonged in contrast to those in response to initial-
stress target words in the ONE/WONDER and Incongruent conditions. Otherwise, the
viability of the retroactive strategy would be questioned and the nature of the processing
of noninitial stress words would need to be further explored.

As for the effects of sub-lexical phonology on semantic constrains of the target
English word: if sub-lexical phonology plays a facilitation role in semantic analysis of

English words, the amplitude of the N400 should be reduced when the sub-lexical
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phonology of the target can be expected by its preceding sentential context; if sublexical
phonology exerts inhibitory effects on whole word recognition, the corresponding N400
component should present a broad shape and the time course of the N400 should be
prolonged due to the extra effort to compete with other candidates at the lexical level. An
alternative possibility was also expected that the sub-lexical phonological effect only
takes place at an earlier stage of phonological encoding and it may have no impact on the
semantic representation of the whole word. In this regard, the amplitude and the time
course of the N400 should only present its sensitivity to the semantic manipulation: the
N400 elicited in the CONGRUENT condition appears much smaller than that in the other
four conditions between of which should show no differentiation in amplitude and time

course domains.

2.3 Method:
2.3.1 Participants

Fifteen right-handed first year undergraduate Psychology students (8 male and 7
female) were recruited and awarded course credit points for their participation in this
study. Their mean age was 19.67 (SD = 0.82) years. In order to constrain potentially
confounding variables, only individuals whose native language was English were
accepted into the experiment. All of the participants had normal hearing and normal or
corrected-to-normal vision. Furthermore, all participants were screened with a self-report
measure for previous audiological, psychiatric, and/or neurological disorders. They were
fully informed of the EEG recording and experimental task procedures and signed a

consent form prior to the onset of the experiment.
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2.3.2 Stimuli and experimental conditions

The 320 English sentences used in this experiment were recorded by a male
native Canadian English speaker. Stimuli were digitized at 10 KHz (12 bit resolution) and
timing marks (inaudible to participants) were placed at the onset of the sentence-ending
word. To identify word onset, the waveform of the terminal portion of each sentence was
viewed on a computer screen using successive windowing until the onset of the terminal
word had been identified. Visually identified word onsets were further confirmed by
repeated auditory presentation of the windowed area around word onset. The timing
marks were used to initiate sampling of the electroencephalographic activity (EEG). The
sentences varied in length from 5 to 13 words, most of which were composed of 6-9
words (For details, see Appendix A). Terminal word length was balanced across
conditions.

The five experimental conditions used sentences (40 per condition) in which the
sentence endings varied according to stress pattern, sub-lexical phonology, and/or
semantic appropriateness (See Table 1 for the stimulus sample in each condition). In the
CONGRUENT condition, the terminal word of each sentence was a word whose primary
stress was on the initial syllable and which was the highest Cloze probability word of the
sentence (e.g., “Three people were killed in a major highway accident”). In the
LIGHT/POLITE (stress noninitial-prime noninitial) condition, the terminal word of each
sentence was an unexpected word, which was semantically anomalous regarding the
sentence context, whose stress sat on the second syllable, and whose stressed syllable was
the (homophone of) highest cloze probability word for that sentence (e.g., “She told the

lost tourist to turn right at the traffic polite (light)”). In the ONE/WONDER (stress
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initial-prime initial) condition, the terminal word of each sentence was a semantically
anomalous word to the sentence context, whose stress was on the initial syllable and
whose stressed (initial) syllable was the (homophone of) highest Cloze probability word
for that sentence (e.g., “Eight minus seven equals wonder (one)”). In the EYE/IDEA
(stress noninitial-prime initial) condition, the terminal word of each sentence was a
semantically anomalous word regarding the sentence context, whose stress was on the
first syllable and whose initial unstressed syllable was the (homophone of) highest cloze
probability word for that sentence (e.g., “The pirate wore a patch over his idea (eye)”). In
the Incongruent condition, the terminal word of each sentence was a semantically
anomalous word to the sentence context whose stress was on the initial syllable (e.g.,
“The spider sat in its web awaiting a closet (fly)”). 120 fillers were sentences ending with
the highest Cloze probability words (e.g., “The little girl has long brown hair”). The
conditions were presented pseudo-randomly with the restriction that no condition was

presented successively more than three times.

2.3.3 Procedure

Participants were seated comfortably in a sound attenuated room adjoining a room
containing the recording equipment. Participants were instructed to attend to the
sentences binaurally presented to them and to judge, as accurately and as quickly as
possible, whether each sentence made any sense by pressing one of two response buttons.
Given that the behavioral judgment demand was only aimed to draw participants’
attention to aurally presented stimuli, the performance data were hereby not recorded and

studied. Participants were also told to avoid blinking during sentence presentation. They



88

were told that they might be asked some questions about the stimuli at the end of the
experiment. The experimenter went through the study trials with participants to ensure
that they fully understood the task demands of the experiment. Frequent breaks were

given to reduce participant fatigue.

2.3.4 EEG recording

EEG was recorded from 17 sites using tin electrodes with linked ears as the
reference and a mid-forehead ground. Recording locations were placed according to the
standard international 10-20 system (Jasper, 1958). Midline recording sites (Fz, Cz, Pz)
were used, along with lateral electrode pairs over frontal (F3, F4, F7, F8), central (C3,
C4), parietal (P3, P4), temporal (T3, T4, TS5, T6), and occipital (O1, O2) sites. The
electro-oculogram (EOG), with electrodes placed above and below the right eye,
recorded vertical eye movements (VEOG). Horizontal eye movements were recorded
with electrodes placed over the outer canthi of the right and left eye. The electrode
impedance was kept at or below 5 k Q. Analogue EEG recordings were made with a half
amplitude bandpass of 0.01Hz to 100 Hz and digitally sampled at 500Hz. Off-line
filtering was set between 0.1Hz and 30Hz. The sample duration began 100ms before the
stimulus onset and continued until 1000ms after stimulus onset. The stimulus onset was
defined as the beginning of the sentence-ending word. The EEG data were baseline
corrected. Trials contaminated by EOG greater than £75uv or any other artifacts (e.g.,
muscle activity and frequent a waves) were excluded from the analysis. The remaining
EEQG trials were then averaged by experimental conditions. The individual ERPs were

also averaged together to create grand average waveforms for the various conditions.
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2.3.5 Data analysis:

The statistical analyses of the ERP data were conducted with a repeated measures
analysis of variance (ANOVA) and Greenhouse-Geisser corrections to the degrees of
freedom were used when appropriate (Greenhouse & Geisser, 1959). The primary
analyses of the PMN and N400 responses included the Condition (5 levels), Time (3
levels for PMN and 6 levels for N400), and Site (17 levels) factors. The five levels of the
Condition factor were CONGRUENT, LIGHT/POLITE, ONE/WONDER, EYE/IDEA,
and INCONGRUENT conditions. The time factors were adjusted for each component
analysis as follows: the PMN was examined with the 200-350ms window (three, 50ms
intervals); and, the N400 was examined within the 350-650ms window (six, 50ms
intervals). The 17 levels for the Site factor were Fz, F3, F4, F7, F8, Cz, C3, C4, Pz, P3,
P4, T3, T4, TS5, T6, O1, and O2. In addition, a secondary analysis was conducted to
examine further the spatial distribution of components. In this analysis, Condition (5
levels) and Time (3 levels) remained as factors, but the recording sites were divided into
two factors: Region (frontal, central, parietal, temporal, occipital) and Hemisphere (left,
right). The frontal level combined F3 and F7 for a left hemisphere frontal value and F4
and F8 for the corresponding right hemisphere value. A similar approach was conducted
with temporal sites combining T3 and T5 for the left and T4 and T6 for the right. The
central level consisted of C3 and C4 values while the parietal level consisted of the P3
and P4 values. The occipital level is composed of O1 and O2 values. For the sake of
brevity, results from the Condition/Time/Site analyses are presented first, with those from
the Condition/Time/Region/Hemisphere analyses being presented only when relevant

(e.g., if providing new information).
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Significant main effects and interactions were submitted to further post hoc
analyses using the Tukey Honestly Significant differences (HSD) test (p<0.05). In
addition, differences in scalp distribution across conditions were submitted to
normalization procedures to control for spurious interactions involving the Site factor
(c.f., McCarthy & Wood, 1985). An alpha level of p <.05 was required for statistical

significance.

2.4 Results
2.4.1 Waveforms

The grand average waveforms (Figure 1A) display clear differentiation amongst
the five experimental conditions. The waveforms elicited in five conditions separated at
about 200 ms post-stimulus. This difference was characterized by two sequential
negative-going components (PMN and N400). The N400 is clearly seen in the
EYE/IDEA, ONE/WONDER, and INCONGRUENT conditions with the largest being in
the INCONGRUENT condition. Among these three conditions, the peak of the N400 in
the ONE/WONDER condition appears delayed relative to that in the other two conditions.
There is a discernible N400 in the LIGHT/POLITE condition, which is nonetheless
much smaller than that in the above three conditions. The characteristic positive-going
waveform in the N400 time window is clearly observed in the CONGRUENT condition.
The amplitude of N400 in the EYE/IDEA condition is much larger than that in the
ONE/WONDER condition in the 350-450 ms time window. However, there is no N400
difference between the two conditions in the 450-650 ms time window (Figure 1C).

Immediately before the N400, a negative component (PMN) can be observed in the
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INCONGRUENT and EYE/IDEA conditions that appears similar in the two conditions
over frontal recording sites (Figure 1B). In the corresponding time window (200-350ms
after word onsets), a positive deflection is clearly observed in the LIGHT/POLITE,
ONE/WONDER and CONGRUENT conditions with little apparent difference between
the three conditions, which is identifiable in each individual participant ERP waveforms.

Figure 12 demonstrates the waveforms of a representative participant.

2.4.2 Statistical analyses

Phonological Mismatch Negativity (PMN)

Analysis of the PMN demonstrated its sensitivity to the stress status of the primed
syllable, regardless of its physical position in the target word. There was a main effect of
condition (F (4, 56)=30.57, p<0.001, €=0.67) (See Appendix B Table B1) and subsequent
post-hoc analyses indicated that PMN amplitudes in the INCONGRUENT condition (M
= -2.72uv, SE=0.44) were larger than those in the EYE/IDEA (M = -1.60uv, SE=0.39),
LIGHT/POLITE (M = 0.8%uv, SE= 0.37), ONE/WONDER (M = 1.21uv, SE= 0.52), and
CONGRUENT (M = 1.77uv, SE=0.42) conditions (See Figure 2). Among the last four
conditions, the mean amplitudes in the EYE/IDEA condition were statistically larger than
those in the other three conditions among which no significant differences were found.
There was a significant Condition x Time interaction (F (8, 112) = 7.02, p<0.001, £€=0.59),
and subsequent analyses demonstrated that the mean amplitudes in the EYE/IDEA and
INCONGRUENT conditions were significantly larger than those in the other three

conditions in the 300-350ms time interval. In addition, differences in amplitude were
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found between the INCONGRUENT and EYE/IDEA conditions in the 200-250ms and
300-350ms time intervals (See Figure 3).

There were significant Condition x Site (F (64, 896) = 4.19, p<0.001, £=0.11) and
Time x Site (F (32, 448)=2.89, p<0.001, &= 0.15) interactions. The significant main
effects and interactions are best interpreted within the significant three way Condition x
Time x Site interaction (F (128, 1792) = 2.60, p<0.001, €=0.06). The PMN displayed a
left central distribution in the INCONGRUENT condition throughout the three time
intervals (See Figure 7). In the EYE/IDEA condition, there was a fronto-central
distribution in the 250-300ms time interval but a left frontal distribution in the 200-
250ms and 300-350ms time intervals (See Figure 8; also see Appendix B Table B2).
There was a fronto-temporal distribution in the CONGRUENT, LIGHT/POLITE and
ONE/WONDER conditions in the three time intervals (See Appendix B Table B2).
Secondary analyses found no Hemisphere or Condition x Hemisphere effects on the PMN

(See Appendix B Table B3).

N400

Analyses of the N400 confirmed its sensitivity to the lexical stress and sub-lexical
phonology manipulations (F (4, 56)=27.30, p<0.001, €=0.79) (See Appendix B Tables
B4, B5): the mean amplitudes in the INCONGRUENT condition (M = -0.93uv, SE=0.51)
were significantly larger than those in the EYE/IDEA condition (M = -0.03uv, SE = 0.44)
and the ONE/WONDER condition (M = 0.74uv, SE = 0.62) which were, in turn, larger
than those in the LIGHT/POLITE condition (M = 3.10uv, SE=0.55) and the

CONGRUENT condition (M = 3.77uv, SE = 0.49). There was a main effect of Time
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(F (5, 70)= 34.44, p<0.001, £ = 0.26) that subsequent post hoc analyses revealed were due
to larger amplitudes in the 350-450 ms time range. Also, a main effect of Site was found
(F (16, 224) = 31.01, p<0.001, £ = 0.17) reflecting a left fronto-central scalp distribution.
There was a significant Condition x Time interaction (F (20,280) = 6.28, p<0.001,
&= 0.30) (See Figure 4) which subsequent post hoc analyses indicated were due to larger
N400 amplitudes in the EYE/IDEA than ONE/WONDER condition in the 350-450 ms
time range. However, no amplitude differences in the 450-650ms time range between
these two conditions were found. There were significant Condition x Site (F (64,896) =
3.93, p<0.001, € = 0.12) and Time x Site (F (80, 1120) = 22.93, p<0.001, £ = 0.04)
interactions. The significant main effects and interactions are best interpreted within the
significant three way Condition x Time x Site interaction (F (320, 4480) = 2.63, p<0.001,
e= 0.02) (See Appendix B Table B4). In the INCONGRUENT condition, there was a left
central distribution in the 350-450 ms time interval but a fronto-temporal distribution in
the 450-650 ms time interval (See figure 7). In the EYE/IDEA condition, there was a left
fronto-central distribution in the 350-450ms time range but a clear left fronto-temporal
distribution in the 450-650 ms time range (See figure 8). In the ONE/WONDER
condition, there was a left temporal distribution in the 350-500ms time range but a clear
left fronto-temporal distribution in the 500-650ms time range (See figure 9). In the
LIGHT/POLITE condition, there was a left fronto-temporal distribution in the 350-
500ms time interval but a left temporal distribution in the 500-650 ms time interval (See
figure 10; also see figures 5, 6). In the CONGRUENT condition, there was a fronto-

temporal distribution across the time intervals (Figure 11). Secondary analyses further
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indicated that there was a Hemisphere main effect (F (1, 14) = 5.03, p<0.05) reflecting a

left hemisphere distribution (See Appendix B Tables B6, B7).

2.5 Discussion

The primary goals of the present experiment were to examine: first, whether word
stress, regardless of its temporal position in an aurally presented word, or word onset
plays a predominant role in initiating lexical processing; and second, to determine the
effects that syllable-sized sub-lexical phonology exerts on lexical access to semantic
representations of spoken words. The ERP findings obtained in this experiment
demonstrate that ERP waveforms are modulated by primary stressed information
(regardless of whether or not it was positioned on the word onset) as well as syllable-
sized sub-lexical phonological manipulations. Two major findings emerge from this
study, which will be fully delineated and interpreted and whose implications for spoken
word recognition models will be discussed in detail.

The first major finding in this study is that an early negative component that peaks
in the 250-350 ms time range after the target word onset and has a frontal distribution
presents a striking differentiation between the five conditions according to the stress
status of contextually expected syllable-sized sub-lexical information. It was revealed
that the early negative component in response to the target word “idea” in the EYE/IDEA
condition appeared almost as large as that elicited in the INCONGRUENT condition
even though the word initial phonology /ai/ in the target “idea” was highly expected by

2

its preceding sentential context “The pirate wore a patch over his . It is noteworthy

that virtually no early negative activity in the 200-350 ms time range was seen in the
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CONGRUENT, LIGHT/POLITE, and ONE/WONDER conditions. Given its frontal
scalp distribution, its time course (the 200-350ms time window), as well as its sensitivity
to phonetic-phonological cues, this early negative component is clearly the phonological
mismatch negativity (PMN) that was first explicitly identified by Connolly and Phillips
(1994).

Most contemporary ERP researchers have been in general agreement that the
amplitude of the PMN reflects the ease with which acoustic-based abstract
representations are processed (phonological encoding) in an attempt to establish contact
between the acoustic input and semantic meaning of a spoken word (e.g., Connolly &
Phillips, 1994). When the information that initiates phonological processes is expected
(primed) by preceding contextual cues, the amplitude of the PMN component would be
correspondingly reduced. This phenomenon is called the phonological priming effect of
the PMN. In line with this view, the reduced amplitudes of the PMN to the target “polite”
and the target “wonder” may suggest a clear phonological priming effect that was
apparently derived from preceding contextual expectations respectively on the
phonological information /lait/ (in the target “polite”) and the information /wAn/ (in the
target “wonder™). It is worth noting that these phonological priming effects on the PMN
can be construed as strong evidence for the processing primacy of primary stress instead
of word onset information for lexical initiation. The logic behind this suggestion is that
the only common feature of these primed syllables was their primary stress status instead
of their temporal position in the words.

As a matter of fact, the PMN data obtained in the EYE/IDEA condition further

corroborates this view. Although the word initial phonological information /ai/ in the
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target “idea” was highly expected by its preceding sentential context, the “idea” PMN
nonetheless did not demonstrate any phonological contextual priming effect: particularly
over the frontal sites, where it appeared as large as the PMN elicited in the
INCONGRUENT condition. A possible explanation for the minimal priming effect on
the “idea”-elicited PMN is that word onset phonological information /ai/ is not used at
the early stage of lexical processing to initiate phonological representations of the target
“idea” given its unstressed prosodic status. By this account, it seems reasonable to argue
that lexical analysis does not exclusively start with the temporally earlier-occurring input
such as word onset information. Rather, lexical processes give priority to primary
stressed cues regardless of their temporal position in a word. Put differently, primary
stress is of crucial relevance to provide the access code to the mental lexicon. In line with
this view, the present PMN findings do not seem compatible with what was
hypothesized based on either the “goodness of fit” or the “sequential” hypothesis.

Firstly, the models on the basis of the “goodness of fit” hypothesis (e.g., shortlist,
TRACE) (McClelland & Elman, 1986; Norris, 1994) have no way of predicting the PMN
findings in this experiment. According to the TRACE model, for example, lexical access
attempts, in principle, can be initiated at every point of acoustic input, which leads to the
assumption that any partial phonological cues about a word that can be expected or
primed by its preceding context would facilitate the process of lexical initiation. Based on
this model, the PMN should not be sensitive to the discrete stress status of the primed
sub-lexical phonological information of a target word. That is, the amplitudes of PMN in
response to the target “idea” in which the syllable /ai/ was primed, the target “wonder” in

which the syllable /wAn/ was primed, and the target “polite” in which the syllable /lait/
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was primed should show no difference from each other. As well, the PMN to these three
syllable-sized sublexical phonologically primed targets should all appear smaller than
that to the INCONGRUENT target word. However, the present data show that this is not
the case. Although the theory could manage to interpret the PMN waveform in response
to the targets “wonder” and “polite”, it cannot account for the small phonological
priming effect on the PMN to the target “idea”. To this point, the “goodness of fit”
hypothesis, at least at the stage of lexical access, is not tenable.

Secondly, the present PMN findings also run counter to the Cohort model on
spoken word recognition, which proposes a strict time-shadowing of the acoustic stream
leading to lexical access (e.g., Marslen-Wislon, 1980, 1987). At a first glance, the
priming effect on the PMN observed in the ONE/WONDER condition is easily
implemented in the Cohort model since the PMN effect can be construed as the
consequence of the preceding contextual influence on the word initial phonology /wAn/
during the phonological processing of the target “wonder”. In this view, the priming
effect on the “wonder” PMN can be taken as compelling evidence that lexical processing
at an early stage starts with the initial sound information of a word. Furthermore, the
processing primacy on the early-occurring phonological cue /wAn/ in “wonder” appears
to reinforce the Cohort’s view that lexical access is critically dependent on reception of
temporally early sounds of a word (word onset phonemes or syllables).

These facts notwithstanding, the sequential Cohort model meets great difficulty in
accounting for the PMN effects in the LIGHT/POLITE and EYE/IDEA conditions. If the
strictly sequential processing reflects the true nature of the time course of spoken word

recognition, activation of phonological encoding should begin on the initial sounds of any
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English word. By this account, the cognitive system should start phonological analysis
with the initial input /ai/ in the target word “idea” and the initial sound /pd/ in the target
word “polite”. Given that the phonological information /ai/ in the target “idea” was
highly expected by its preceding contextual information while the information /pd/ in the
target “polite” was not, the PMN to the word ‘idea’ should appear smaller in contrast to
the PMN to the target ‘polite’. Simply put, according to the sequential hypothesis, the
phonological encoding of the word “polite” that was manifested by the PMN component
should not present any phonological priming effect that was in fact derived from the
preceding contextual expectation on the phonological information /lait/; yet such a
priming effect on the PMN is precisely what has been demonstrated in this experiment.
In an attempt to elucidate mental processes manifested by the PMN waveforms in
the five conditions, an explanation for the PMN findings on the basis of the stress guide
hypothesis is proposed. In point of fact, the evident phonological priming effects on the
PMN to both the targets “polite” and “wonder” can be taken as converging evidence that
primary stressed information plays a predominant role in initiating lexical processing.
More importantly, using the “stress guide” hypothesis, the lack of a contextual facilitation
effect on the “idea” PMN can be also appropriately accounted for. The “stress guide”
hypothesis claims that lexical search is not necessarily initiated from word onsets but
from primary stressed information instead (Mattys & Samuel, 2000). In line with this
view, it is logical to argue that phonological encoding for the target “idea” was initiated
with the primary stressed information /did/ which was, however, not expected or primed
by its preceding contextual information. Although word initial information /ai/ is highly

expected by its preceding contextual information, this facilitation effect on the word
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onset did not draw significant attention from the speech cognition system given its
unstressed status and therefore appeared of secondary importance during phonological
encoding of the whole target word. This interpretation would account for the finding that
the PMN to the target “idea” appeared almost as large as that elicited in the
INCONGRUENT condition.

Meanwhile, what needs to be kept in mind is that the significant PMN contextual
effect observed in the ONE/WONDER condition cannot be thought of merely as
ambiguous data having the ability to distinguish the validity of the stress guide
hypothesis from the “sequential” or Cohort hypothesis. Rather the data from the
ONE/WONDER condition is further evidence of the more general mechanisms of stress
guide models.

Although there has been little direct empirical evidence for the role of lexical
stress in lexical processing, several lines of behavioral and clinical research have
provided indirect but convincing evidence in support of the stress guide hypothesis. In an
influential study done by Taft (1984), bi-syllabic stimuli either with initial stressed
patterns (e.g., lettuce, let us) or with non-initial stressed patterns (e.g., assign, a sign)
were presented to native English listeners who were required to judge whether the
presented string was one or two words. It was found that listeners tend to consider the
first pattern as one word (“lettuce” rather than “let us™) and two words for the second
pattern (“a sign” instead of “assign”). This finding was interpreted as strong evidence for
the argument that it is stress that is used to segment the speech stream and that stress is
important at an earlier stage of lexical processing to specify a set of potential candidates.

Further support for the stress guide hypothesis comes from Cutler and Norris (1988) who
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required native English listeners to detect a word (e.g., mint) in a nonsense sequence that
had either two stressed syllables (e.g., mintayve) or a stressed and an unstressed syllable
(e.g., mintesh). They hypothesized that if spoken word recognition is a stress-guided
process, detection of the word (mint) would meet with difficulty in the first case because
the nonsense string is segmented into two units based on two stressed syllables
(min/tayve). The findings supported this prediction: listeners indeed used stressed
information to segment the speech signal. Cutler and Butterfield (1992) demonstrate that
the majority of lexical juncture misperceptions induced by experimental manipulations
came from the erroneous insertion of a word boundary before a stress and this stress
effect was observed in about 70% of the mis-segmentations of continuous speech found
in corpora of spontaneous “slips of the ear”.

Another line of evidence for the importance of lexical stress on spoken word
recognition has been obtained by examining the influence of stress pattern violation on
word recognition. It was hypothesized that the “stress guide” strategy should mislead the
system to segment speech if the acoustic correlates to stress were not accurately picked
up. Indeed, the mis-placing of lexical stress on words has been shown to significantly
interfere with recognition (Bond & Small, 1983; Cutler & Clifton, 1984; Slowiaczek,
1987,1990). For instance, Slowiaczek (1990) used three kinds of tasks to examine the
effects of lexical stress on the processing of spoken words; word identification,
shadowing, and lexical decision. Stimuli were divided into two types: one type used
words with correct stress patterns and the other included items where the primary stress
was moved to a normally unstressed syllable (e.g., audience was changed to audience).

The results demonstrated that correctly stressed items were identified (in the
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identification task), produced (in the naming task), and classified (in the lexical decision
task) faster and more accurately than incorrectly stressed items. This evidence indicates
that correct stress locus of a spoken English word plays a critical role at an early stage of
lexical processing to initiate lexical search and thereby activate a set of potential
candidates.

The PMN findings in the present study, taken together with the behavioral
literature, provide convincing support for the “stress guide” hypothesis emphasizing that
lexical search starts with stressed acoustic input regardless of its temporal position in
words. In contrast, word initial but unstressed information does not play any predominant
role in computing phonological codes of a word. It would be likely that the application of
primary stressed information to lexical initiation is a default strategy in auditory English
word processing.

In evaluating the stress guide hypothesis, an interesting but critical question
emerges: how are non-initial-stress words (e.g., “polite”) accurately processed and
recognized if the cognitive system relies on non-initial primary stressed acoustic input
(e.g., /lait/ in the word “polite™) to initiate lexical search. In practice, all the participants
in this experiment did not show any difficulty in recognizing the words whose primary
stress was not placed at the beginning. To remain faithful to the processing primacy on
stressed information in lexical search, proponents of the hypothesis propose that the
stress guide processing can be complemented with a subsidiary operation by which a
non-initial-stress word can still in some fashion be successfully processed through their
stressed syllables (Cutler, 1989). The subsidiary operation allows the cognitive system to

remedy incorrect lexical access via some repair operations such as retroactivity (Bradley,
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1980; Cutler, 1989; Gow & Gordon, 1993). For example, the cognitive system can repair
incorrect stress-guided lexical search by backtracking to the initial information occurring
before the stressed syllables, known as the “retroactive” strategy (Mattys & Samuel,
2000).

Although there has been little direct empirical evidence for this speculation,
retroactive strategy has been demonstrated repeatedly and utilized as a true mechanism
underlying non-initial stressed word processing. It is widely believed that retroactive
processing occurs to undo the errors from the lexical attempts using primary stressed
syllables. When the stress-guided lexical search does not achieve any results, lexical
access is then attempted using the unstressed syllable immediately preceding the stressed
syllable. If this attempt also fails, lexical access is then attempted through the unstressed
syllable preceding the one used in the last search (Mattys & Samuel, 2000). Given the
processing “cost” of this “retroactive” strategy, it is worth noting that extra time or at
least extra work is needed when non-initial-stress words are processed in contrast to
initial stressed words. As a matter of fact, in an attempt to support the viability of this
retroactive strategy, some researchers monitored participants’ response time in speech
perceptual studies and took the delayed responses for non-initial-stress targets that were
observed as compelling evidence supporting this retroactive strategy (Mattys, 1997).

When taking the present ERP findings into consideration, it is logical to argue that
if there is a “cost” to the processing of non-initial-stress words, the processing of both the
target “polite” and the target ‘idea’ should give rise to a delayed time course of lexical
access to semantic representations of target words. As a consequence, there should be a

delay in the occurrence of the N400 component in response to the targets “polite” and
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“idea” in contrast to the timing of the N400 to the stress-initial target words in the
INCONGRUENT condition. However, there is no sign of any delayed N400 components
in the present study. Instead, N400 latencies in both the LIGHT/POLITE and EYE/IDEA
conditions were similar to those found in the INCONGRUENT condition. Thus, in this
respect, the present findings do not support a model that relies on a retroactive strategy.
Before shedding further light on the mental processes underlying non-initial-stress
word processing, it is worth emphasizing that both PMN and N400 data in the present
study present a firm stand on the view that primary stress plays an important role not only
in phonological processing reflected by the PMN component but also in semantic search
analysis reflected by the N400 component. As well as the PMN data modulation of stress
cues, the early part of the N400 wave form (in the 350-450ms time window') likewise
shows sensitivity to the stress status of the contextually primed syllable of the target word:
the amplitude of the N400 in response to the target whose primed syllable is primarily
stressed, regardless of its physical position in the word (see the N400 waveforms in the
LIGHT/POLITE and ONE/WONDER conditions) is significantly reduced; in contrast,
the amplitude of the N400 to the target whose primed syllable is prosodically unstressed
(in the EYE/IDEA condition) is not reduced. To illustrate, the N400 to the target “polite”
appeared much smaller than that to the INCONGRUENT target. In addition, although the
amplitude of the N400 elicited by the word “idea” seems smaller than that to the
INCONGRUENT word, this priming effect is nonetheless much smaller than the effect
on the “polite” N400. This finding indicates that the word initial information /ai/ does not

play any leading role in semantic access due to its unstressed status. Data to this point

' The demonstration of the ERP in this time range is not meant to imply another component other than the N400; rather,
the time label is simply adopted for clarification purposes.
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thus suggest that when taking the present N400 findings into consideration, the extent to
which contextually primed syllabic information exerts its effect on word processing is
largely determined by its stress status in a word. With this in mind, it seems reasonable to
argue that primary stressed and unstressed information receives different weighting
during the course of lexical processing.

Based on the preceding information, one can speculate that a strategy for non-
initial-stress word recognition must deal with the two following points: first, primarily
stressed information initiates lexical analysis and plays a predominant role in
constraining semantic representations of spoken words; and second, as Grosjean and Gee
(1987) first stated, concurrent with the process dominated by primarily stressed syllables,
there is a process dealing with initial unstressed information. Processing of the initial
unstressed portion of a word requires additional memory storage so that the temporarily
unprocessed word initial information can be stored and retrieved when the primary
analysis of the stressed syllable starts. In point of fact, several memory models have
included this type of function. According to Nooteboom’s theory (1979, 1981), there are
two kinds of memory to hold acoustic-phonetic information during spoken word
recognition: a short-lived physical-acoustical buffer and a more perceptual-auditory short
term memory. It is demonstrated that the auditory information stored in memory in
general persists long enough to create acoustic or perceptual “rehearsal”. In all, although
the parallel processing proposal is still sketchy and general, it is more compatible with
the present ERP findings than the models favoring “retroactive” strategy.

In addition, it is worth keeping in mind that the parallel processes proposal

requires an ability to isolate the initial unstressed syllable from the word preceding the
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target word so that the system senses the initial unstressed syllable as potential part of the
target word. There may be a fast backward scanning system that can locate this
unstressed part. Another possibility is that the listener's knowledge of phonotactic and
morphophonemic rules (e.g., functors and affixes) also exerts some effects on signaling
the initial unstressed syllable. Unfortunately, the means and procedures through which
initial unstressed acoustic input for non-initial-stress words can be processed are as yet
unclear. The attempts to clarify this issue may be the impetus for future research.

The second major finding in this experiment, which has been grossly stated above,
is that there are clear sub-lexical phonological priming effects on the N400. The N400
elicited in the ONE/WONDER, EYE/IDEA, and LIGHT/POLITE conditions appear
smaller than that in the INCONGRUENT condition, which suggests a clear syllable-sized
sub-lexical facilitation effect on the N400. More relevant, the N400 in the
ONE/WONDER and LIGHT/POLITE conditions are smaller than the N400 in the
EYE/IDEA condition. It indicates that the magnitude of sub-lexical phonological priming
effects on lexical access to semantic representations is constrained by the stress status of
primed syllables. Given that the unstressed information /ai/ plays an ancillary role in the
processing of the word “idea”, the primed but unstressed syllable /ai/ does not facilitate
the whole word processing as much as that of the primed and stressed syllables /wAn/ in
“wonder” and /lait/ in “polite”.

The sub-lexical phonological effects on the N400 in this study raise a question of
whether the preceding contextual priming merely on partial word phonological
information facilitates or inhibits recognition of the whole spoken word. This issue is

currently the focus of considerable interest and debate in psycholinguistics, which
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remains controversial both as an empirical result and as a theoretical issue.

Compatible with the present ERP findings, a large body of behavioral studies
demonstrate that there is a clear facilitation effect when the prime and target words share
merely sub-lexical phonological information (Goldinger, Luce, Pisoni, & Marcario, 1992;
Nusbaum & Slowiaczek, 1983; Slowiaczek, Nusbaum, & Pisoni, 1987; Slowiaczek &
Hamburger, 1992). For example, Slowiaczek and colleagues (1987) conducted three
phonological priming experiments in which participants were asked to identify primed
and unprimed target words embedded in noise. In this study, an auditory prime was
presented which, 50 ms after its offset, was followed by the auditory target. Four-
phoneme monosyllabic target words were used and the extent of phonological overlap
between primes and targets was varied, which ranged from trials without any overlapping
phonemes between primes and targets to trials with fully shared phonemes. A priming
facilitation effect was readily observed across three experiments as the probability of
identifying a word increased with the degree of phonological overlap between primes and
targets. Compelling support for this facilitation claim is also provided in another
influential study. Slowiaczek and Hamburger (1992) conducted six auditory single-word
shadowing experiments in which participants repeated an aurally presented target item as
fast and accurately as possible upon hearing it. Word or nonword prime items were
presented either aurally or visually. The findings in this study replicate and extend the
results of the Slowiaczek et al.’s study by demonstrating that partial word phonology
overlap between the prime and target mono-syllabic words facilitates auditory word

recognition.
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However, this facilitation view on sub-lexical phonology has spawned a lively
controversy over the generality of the above sub-lexical facilitation findings. Some argue
that this facilitation effect of phonological priming is difficult to replicate in some other
lexical decision studies (Radeau, Morais, & Dewier, 1989; Slowiaczek & Pisoni, 1986).
For instance, Slowiaczek and Pisoni (1986) did two speeded auditory lexical decision
experiments and found that there was a reliable facilitation effect on lexical decisions
only for identical phonological priming (repetition). However, the facilitation effect did
not hold up for trials with one, two, or three overlapping phonemes between target and
prime items. In a similar vein, performance data contradictory to the facilitation view
have also been reported (Goldinger, Luce, & Pisoni, 1989). Similar to the study of
Slowiaczek et al. (1987), Goldinger et al. examined perceptual identification of primed
words in noise. In contrast to previous work (Slowiaczek et al., 1987), however, they
examined priming effects when phonetic information of the prime and the target which
shared no common phonemes, became confusable when presented in noise. The results of
this study suggested an inhibitory priming effect: the success rate of target identification
became decreased when the target items followed phonetically similar primes than when
they followed phonetically unrelated primes. All this evidence has been interpreted as
compelling evidence for the argument that sublexical phonological priming plays an
inhibitory or interference role in whole word recognition.

As a matter of fact, some influential word recognition models, such as TRACE,
have been developed as strong theoretical support for this sub-lexical phonological
inhibition view. Proponents of the TRACE model (Elman & McClelland, 1986;

McClelland & Elman, 1986) claim that, in word recognition processes, there are several



136

levels of representation for features, phonemes, and words. On each level there are lateral
inhibitory connections among nodes. This lateral inhibition between lexical candidates
activated by the acoustic input during spoken word recognition renders possible that
better fitting or more active candidates can directly suppress the activation level of less
fitting competitors. For example, when the prime “word” and the target “work” pair are
presented, lateral inhibition would exert its effect on the target word processing due to
shared phoneme features between the prime and the target. This seems convincing to
account for the aforementioned inhibition performance data. However, caution needs to
be exercised before embracing this conclusion. It is commonly argued that the validity of
a word recognition model is confirmed only if the method with which the model is
reinforced taps on a pre-lexical or lexical stage during spoken word processing. If the
method instead taps on a post-lexical stage, the phonological effects obtained would not
imply a true picture of phonological top-down influence of preceding contextual
information on lexical processing but post-lexical decision bias (Goldinger, Luce, Pisoni,
& Marcario, 1992). Most of the performance data described above resulted from lexical
decision tasks that are believed to include considerable postlexical sub-processes (Balota
& Chumbley, 1984; Forster, 1981; Jakimik, Cole, & Rudnicky, 1985; Seidenberg, Waters,
Sanders, & Langer, 1984; West & Stanovich, 1982). This may account for the
discrepancy between the facilitation data and the inhibition data. Setting this problem to
one side, it is worth noting that although the behavioral studies above address the same
question on the potential effect that sub-lexical phonology may exert in spoken word
recognition, these studies manipulated different dimensions of word processing. For

example, stimuli used in the Goldinger et al. (1989) study were in fact manipulated in the
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phonetic dimension, the result of which was difficult to accept as evidence relevant to
any discussion about the nature of phonological processing. This may be another
explanation for the discrepant findings in the behavioral literature.

A particularly important point is that the TRACE model runs counter to the
present ERP findings. According to TRACE, when the syllable /lait/ in the word “polite”
was played, the candidates sharing this syllable such as “light”, “polite”, and “delight” all
would be activated. Given that the preceding sentential context in this study made the
candidate “light” more expected, the candidate “light” should have shown more pre-
activation than the target candidate “polite”. On the basis of the lateral inhibition theory
in TRACE, the more strongly the item “light” is activated, the more it inhibits the level of
activity of other candidates such as “polite”. In this case, the processing of the word
“polite” would be delayed or require extra effort to override the enhanced inhibitory
force from the primed candidate “light”. This effort in fact should make the “polite”
N400 larger and last longer even than that to the INCONGRUENT target word. However,
that is not what was found. The peak of the “polite” N400 was virtually observed in the
same time range (350-450 ms post stimulus) as that of the “Incongruent” N400. Also, the
“polite” N400 appeared much smaller than the “Incongruent” N400.

In contrast with the position of the TRACE model, the Cohort model fares
relatively well with the sub-lexical facilitation data on spoken word recognition.
According to the classical Cohort model, word-initial information (e.g., /wAn/) activates
a cohort of words, such as “one” and “wonder”, which correspond with this acoustic
input. Because the Cohort model does not involve lateral inhibition, the activation of each

candidate does not compete with or inhibit the other. Viewed in this light, the enhanced
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activation of the syllable “one” due to preceding contextual expectation would facilitate
all candidates’ processes instead of being a factor to disfavor some of the candidates.
When the later-occurring information /dd/ is heard, a robust positive effect on the
activation level of the candidate “wonder” is enhanced. Importantly, the simultaneous
activation of “wonder” does not exert any negative effects on the activity in the candidate
node “one”. According to the Cohort model, “competition” occurs in lexical activation
but it comes into play only at the post-lexical decision stage (Marslen-Wilson & Warren,
1994). Meanwhile, the more strongly its competitors are activated, the longer the process
takes until the optimal candidate is selected (Marslen-Wilson, Moss, & Halen, 1996). By
this logic, it is easy to interpret the delayed decision time data and the facilitation data in
the above behavioral studies. When taking the present PMN findings favoring the stress
guide hypothesis into consideration, if we elaborate the Cohort model by replacing the
emphasis of word onset with the primacy of primary stressed information, this refined
model can account for the sub-lexical phonological priming effect on the N400 in the
present experiment.

In turn, the present N400 findings, in conjunction with behavioral facilitation
evidence, can be taken as strong evidence supporting the proposal that sub-lexical
phonological priming has a facilitation instead of an inhibitory effect on spoken word
recognition. It is reasonable to argue that the preceding contextual information boosts the
activation levels of sub-lexical phonological processing, the consequence of which
facilitates spoken word recognition. In line with this view, although contextually primed
candidates (such as /lait/ during the target “polite” recognition) may be highly activated,

the enhanced activity of the candidate “light” does not interfere with or inhibit the
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recognition of whole word “polite” at the lexical level. Rather, the elevated activation of
the primed syllable /lait/ gives rise to a facilitation effect on the word “polite” processing.

It is worth mentioning that the present evidence that primary stress plays a
predominant role in both phonological and semantic processes raises another issue. Is
lexical prosody represented in the mental lexicon?

As stated in the introduction, a good number of speech studies have emphasized
that continuous speech input needs to be explicitly segmented into discrete units prior to
lexical access of single spoken words and lexical prosody helps the English listener parse
the speech input into discrete words (e.g., Culter, 1992; Luce, 1986). In this vein, it seems
likely that stress exerts its effect at least on speech perception.

The present ERP findings provide strong evidence that word prosody is also of
crucial relevance in lexical processing. As demonstrated in the present experiment, the
processing primacy on stressed syllables during phonological encoding and the
differential weighting of sub-lexical priming effects on semantic constraint due to the
different stress status of primed syllables, suggests a great deal of sensitivity of the
language system to the lexical prosody of an English word. In fact, although indirect,
several lines of behavioral research have provided converging evidence underscoring the
importance of lexical prosody in both speech comprehension and production (Cutler,
1992; Levelt, 1989, 1992; McQueen, Norris, & Cutler., 1994; Norris, McQueen, &
Cutler.,1995; Windfield, Goodglass, & Lindfield, 1997).

For example, it has been argued that the presentation of a spoken word with a
specific stress pattern activates only those candidates in the lexicon that bear this stress

pattern (Connine, Clifton, & Cutler, 1987). In an attempt to examine the viability of this
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argument, Lindfield and colleagues (1999) employed a word-onset gating technique and
required English listeners to identify words according to word onsets alone, word onsets
with word duration information, or word onsets with full word prosody (both duration
and stress pattern) cues. It was found that when lexical prosody was present, word
recognition was enhanced with significantly less phonological onset information. In
contrast, the presence of only the duration of the word excluding stress pattern provided
no better help than the simple presence of word onset phonological information. The
authors concluded that lexical prosody must exert its effects alongside segmental
information on the lexical constraints during spoken word recognition.

Taken together, it seems reasonable to claim that word prosody is represented in
the mental lexicon and plays an important role in lexical constraints. In line with this
argument, the role of stress information in ongoing English speech processing further
brings another interesting issue to the researcher’s attention. Is the role of word prosody
in spoken English word processing universal or specific to stress-based languages?
Unfortunately, due to our limited knowledge, it still remains an open question. In an
attempt to shed more light on the nature of word prosodic processing, the second
experiment was conducted to investigate whether word prosody (lexical tone) in tone-
based languages (e.g., Chinese) plays any role in spoken word recognition; if it does, to
what extent do tones contribute to spoken Chinese character processing. In addition, the
second experiment was designed to unravel the nature of segmental (onset and rime)
processing as well as the relationship between word prosody and segmental phonology

during ongoing linguistic processing.



Chapter Three:
Experiment 2: The influence of lexical tone, segmental phonology, and meaning in the
comprehension of spoken Chinese Mandarin: an ERP investigation
3.1 Objectives:

The main intentions of this study were to arrive at a clearer understanding of the
neuro-physiological bases of the processing of spoken Chinese Mandarin and to help
build a better model of prosodic and segmental phonological processing in Chinese. In
particular, the present experiment was critically aimed to examine potential effects of
lexical tones, onsets, rimes, and meaning on the recognition of spoken Chinese characters
and determine the relationship between tone, onset and rime processes.

In order to elucidate the interactive locus of segmental and tonal processes and the
time course of spoken Chinese character processing, experimental methods and designs
need to be sensitive to both temporal and spatial domains. In this regard, the ERP method
was thereby used. The correlated components of ERPs (the PMN and the N400 in
particular) were studied to define the roles of segments and tones in spoken Chinese
Mandarin processing.

Four-character Chinese proverbs were chosen as the experimental stimuli.
Chinese proverbs are popular, stereotyped phrases of long-standing use characterized by
simplified but strict structural form and penetrating meaning which produce high-
constraint contexts. For example, “Z& i’k 5™, whose literal meaning is "the old
frontiersman losing his mare—a blessing in disguise" I None of the four characters could

be replaced -- even with a synonym -- and the order of the characters is strictly fixed.

! This proverb is from the parable in the Huai Nan Zi about the old frontiersman whose strayed horse returned to its
master accompanied by a better horse.
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With these characteristics and their highly constrained contextual features,
Chinese four-character proverbs and the systematic manipulation of Chinese proverbs
provide an ideal method of isolating different component features in neural responses to
language comprehension. In addition, a Chinese character generally has a simple
monosyllabic structure that consists of an initial consonant or consonant cluster (onset)
followed by either a simple vowel or by a diphthong or vowel combination (rime). A
vowel followed by a nasal consonant is commonly represented by one symbol in Chinese
phonetic presentation. Meanwhile, Chinese is a tonal language. Onset and rime
information does not provide adequate information to identify concrete Chinese
characters unless tonal cues are simultaneously provided. This study manipulated the
dimensions (e.g., tone, rime, onset, & meaning) of proverb-ending characters and hereby
examined the ERP manifestation, in an attempt to further understand the nature of
Chinese Mandarin language processing. See Table 2 for examples of Chinese four-
character proverbs from the stimulus conditions.

As seen in the prior English experiment in which the decision-making was
required, the late positive component (LPC) that is tightly associated with post-lexical
decision related processes (Kutas & Hillyard, 1989; Kutas & Van Petten, 1988) was
found to a large degree overlapping with the N400 component which is indeed relevant to
the addressed issues of interest. It is acknowledged that there is an avoidable problem in
determining variations of the descending leg of the N400 component according to
experimental manipulations when there is overlap with the LPC component. According to

the pilot data in the present experiment, however, it was found that this confound (the
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LPC) can be more likely to be eliminated or drastically reduced if the experimental task
demand steers away from any requirement of decision-related mental processes. In this
view, given that the issues addressed in the present experiment were mainly focused on
mental processes at the lexical other than post-lexical stage, I used a simple Chinese
proverb comprehension task in which native Chinese participants were asked to carefully
listen to aurally presented proverbs; and, when the fourth character was presented, they

were required to think of its meaning as accurately and concretely as they could.

3.2 Hypotheses:

Several possible patterns of results might emerge according to prior behavioral
research. Based on the argument that lexical tones are represented in the mental lexicon,
it was hypothesized that the N400 component would vary according to tonal
manipulations. Thus, ERP results were expected to reflect that the N400 in response to
the Tone change target character (which had the same onset and rime as, but different
tone and meaning from, the correct proverb-ending character) would appear larger than
that to the Congruent character (the correct fourth character of a proverb). Moreover,
based on the performance data that there is right ear advantage in lexical tone
identification and the English ERP literature that the speech N400 presents left
hemisphere dominance (e.g., Connolly & Phillips, 1994), it was further hypothesized that
the N400 in the Tone condition would have a left hemisphere distribution.

To challenge the argument that tonal information has to be translated into vowels
and become part of vowels’ phonological configuration at the stage of phonological

representation, it was hypothesized that the PMN component that reflects phonological
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representation in language processing would present either a different time course or

scalp distribution, or both, between thé Tone condition and the Rime condition (in which
the target character had the same tone and onset as, but different rime and meaning from,
the correct proverb-ending character). Meanwhile, it was also hypothesized that sub-
lexical segmental phonology has a facilitation effect on monosyllabic Chinese character
recognition. Confirmation of this hypothesis would be demonstrated if the N400
components in response to both Rime change and Onset change (which had the same
rime and tone as, but different onset and meaning from, the correct proverb-ending
character) targets appeared smaller than that to the Incongruent target (whose tone, onset,
rime, and semantic were inappropriate to the proverb context) but larger than that to the

Congruent target.

3.3 Method:
3.3.1 Participants

Participants (6M/9F) were native speakers of Mandarin Chinese studying at
Dalhousie University as international students. All of the participants were right-handed
with no left-handed relatives in their immediate families, had normal or corrected-to-
normal vision, reported no history of hearing or speech disorders, and were 19-28 years
of age (M = 23.5). Informed consent was obtained from all participants and they were

financially reimbursed for their participation.
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3.3.2 Stimuli and experimental conditions
The stimuli in this study were 260 Chinese four-character proverbs that were

selected from the Little Dictionary of Chinese Proverbs, which was compiled for

elementary, and middle school students in the mainland of China. All stimuli were
recorded by a female native speaker of Chinese Mandarin. Stimuli were digitized at 10
KHz (12 bit resolution) and timing marks (inaudible to participants) were placed at the
onset of the proverb-ending character. To identify the word onset, the waveform of the
terminal portion of each proverb was viewed on a computer screen using successive
windowing until the onset of the terminal character had been identified. Visually
identified word onsets were confirmed by repeated auditory presentation of the
windowed area around word onset. The timing marks were used to initiate sampling of
the electroencephalographic activity (EEG).

The five experimental conditions used proverbs in which the terminal character
varied according to onset, rime, tone, and/or semantic appropriateness (See Appendix C
for proverb stimuli). In the Congruent condition, the ending character of each proverb

was the correct fourth character of the proverb. For example, “ A 2 ffi{&/su2/” , in
which the terminal character ‘/4> means custom. The literal meaning of this proverb is

‘Wherever you are, follow local customs’ which is similar to the proverb ‘When in Rome,
do as the Romans do.’ In the Onset condition, the terminal character of each proverb had

the same rime and tone as, but a different onset and meaning from, the correct fourth

character of the proverb, for instance, ‘3% & F¥%/ta3/’, in which the terminal character

should have been ‘$7/da3/” ‘break’. However, the character ‘3% used means ‘tower’,

which does not semantically fit the context of the proverb whose literal meaning is ‘The
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hen has flown away and the eggs in the coop are broken’, comparable to the English
proverb ‘Come out empty-handed.” In the Rime condition, each proverb ended with a

character that shared the same onset and tone as, but different rime and meaning from,

the correct terminal character of the proverb. For example, “% J& M 4%/wal/”, in which
the terminal character should have been &/wul/’ ‘black (crow)’ but was, in fact, ‘%’

‘dig’. The literal meaning of the proverb is ‘Love for a person extends even to the black
crows on his roof” similar to ‘Love me, love my dog.” In the Tone condition, the terminal

character of the proverb had the same onset and rime as, but different tone and meaning

from, the correct fourth character of the proverb. Thus, ‘4~ 1] f/yu2/’, is a proverb in

which the terminal character should have been’ifi/yud/’ ‘meet’ but was in fact, *ff1/yu2/’
‘fish’ and has a literal meaning of ‘Meet unexpectedly or have a chance encounter’
similar to ‘Bump into.” In the Incongruent condition, the onset, rime, tone, and meaning
of the terminal character were completely different from those of the correct fourth
character of the proverb. For example, “5|J® A #i/zhan1/” should have ended with the
character ‘ % /shi4/’ meaning ‘room’ but in fact ended with the character ‘}4’ meaning
‘blanket’ The proverb’s literal meaning is ‘Invite a wolf into the house’ which means ‘Set
the wolf to keep the sheep.’. 160 fillers were proverbs ending with correct fourth
characters. The conditions were presented pseudo-randomly with the restriction that no

condition was presented successively more than three times.

3.3.3 Procedure
Participants were seated in a comfortable, padded chair in an electrically isolated

and sound-attenuated room adjoining a room containing the recording equipment.



148

Participants were instructed to attend to the proverbs and to avoid blinking during
proverb presentation. When the fourth character (target) was presented, they were asked
to think of its meaning as accurately and clearly as they could. Participants were told that
they might be asked some questions about the stimuli at the end of the experiment.
Participants were given time to practice until they fully understood the task demands of

the experiment. Frequent breaks were taken to reduce participant fatigue.

3.3.4 EEG Recording

The electroencephalogram (EEG) was recorded from 17 sites using tin electrodes
with linked ears as the reference and a mid-forehead site as ground. Recording locations
were located on the basis of the standard international 10-20 system (Jasper, 1958) at Fz,
F3,F4, F7,F8, Cz, C3, C4, Pz, P3, P4, T3, T4, TS, T6, O1, and O2. The electro-
oculogram (EOG) recorded vertical eye movements with electrodes placed above and
below the right eye. Horizontal eye movements were recorded with electrodes placed

over the outer canthi of the right and left eye. Electrode impedance was kept below 5 K Q.

The analogue EEG recordings were obtained with a half-amplitude bandpass of 0.01-100
Hz (digitally sampled at 500 Hz, low pass filtered off-line at 30 Hz and high pass filtered
off-line at 0.1 Hz). The sample duration began 100 ms before the stimulus onset and
continued until 1000 ms after stimulus onset. The stimulus onset was defined as the
beginning of the terminal character of the proverb. Trials contaminated by EOG greater
than £75 pv or any other artifacts (e.g., muscle activity and frequent o waves) were

excluded from the analysis. The remaining EEG trials were then averaged by
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experimental condition. The individual average ERPs were also averaged together to

create grand average waveforms for the various conditions.

3.3.5 Data Analysis

ERPs that were collected from each electrode site for each individual were
obtained by averaging the EEG activity that was recorded to the proverb-ending
characters within each stimulus condition. The ERPs for each individual were then
averaged together to obtain grand average waveforms that reflected the general ERP
pattern for the entire group of participants in the different stimulus conditions. Data were
analyzed several ways in order to obtain as good a view as possible of the negative
components observed in the present experiment in the 200-550 ms time range. The main
assessment approach used the interval scoring method by taking the mean amplitudes of
50 ms epochs successively from 200-350 ms after the stimulus onset for the PMN
component and from 350-550 ms post stimulus onset for the N400 component. In
addition, in order to better isolate the variations in the PMN peak latency across varied
conditions, the peak latency data for the PMN component were obtained using the peak
identification method. The PMN was scored as the most negative point in the 200-350 ms
time range. Peak latency was defined as the time from stimulus onset to the point scored
as the most negative within the latency range.

The statistical analyses of the ERP data were conducted with a repeated measures
analysis of variance (ANOVA) and Greenhouse-Geisser corrections to the degrees of
freedom were used when appropriate (Greenhouse & Geisser, 1959). As for the first time

interval approach: in the first analysis, the analyses of the PMN and N400 responses
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included the Condition factor (5 levels: Incongruent, Onset, Rime, Tone, and
Incongruent), a Time factor (for the PMN, the time intervals were 200-250, 250-300,
300-350 ms, and for the N400, the time intervals were 350-400, 400-450, 450-500, 500-
550ms), and a Site factor (17 levels). The second analysis was conducted with Condition
(5 levels) as one factor and the recording sites divided into two factors: Hemisphere (left,
right) and Region (5 levels: frontal, central, parietal, temporal and occipital). The frontal
level combined F3 and F7 for a left hemisphere frontal value and F4 and F8 for the
corresponding right hemisphere value. A similar approach was conducted with temporal
sites combining T3 and T5 for the left and T4 and T6 for the right. The central level
consisted of C3 and C4 values while the parietal level consisted of the P3 and P4 values.
The Time x Condition x Region x Hemisphere analysis was done as a way of simplifying
the assessment of scalp topography differences. Results from the Time x Condition x Site
analyses are presented first and those from the Time x Condition x Region x Hemisphere
analyses are presented only if they provide new information or clarification of previous
results. As for the peak scoring method for examining PMN latency, the first analysis of
the data included Condition (5 levels) and Site (17 levels) as factors in the ANOVA. The
second analysis was conducted with condition (5 levels) as one factor and the recoding
sites divided into Hemisphere (2 levels) and Region (5 levels) two factors. This approach
facilitated the assessment of topographical differences by investigating the PMN latency
data associated with specific brain areas and hemispheres.

Significant main effects and interactions were submitted to further post hoc
analyses using the Tukey Honestly Significant difference (HSD) test. In addition, for data

involved in interactions between conditions and sites or regions and hemispheres, a
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normalization procedure was conducted to equalize amplitudes across conditions so that
interactions between conditions and scalp distribution would reflect real topographical
differences amongst conditions and not an artifact of absolute amplitude differences
amongst conditions (McCarthy & Wood, 1985). An alpha level of p <.05 was required

for statistical significance.

3.4 Results
3.4.1 Waveforms

Observation of the grand average waveforms (Figure 13A) reveals clear
differentiation amongst the five experimental conditions. The largest amplitude N40O is
seen in the Incongruent condition (i.e., in which onset, rime, tone and semantic features
of the final character were incongruous to the proverb context) while the characteristic
late positive component is observable in the Congruent condition (i.e., in which the
correct ending was presented). The Onset (i.e., in which the terminal character had the
incorrect onset and semantic features) and Rime (i.c., in which the terminal character had
the incorrect rime and semantic features) conditions elicited a clear N400 whose
amplitude is larger than that observed in the Tone condition (i.e., in which the tonal and
semantic features of the ending character were incorrect with regard to the sentence
context) but smaller than that observed in the Incongruent condition. In addition, the
morphology of the putative-N400 in Onset, Rime, and Tone conditions is not only
characterized by lower amplitude but by a wider, less pronounced shape strongly

suggestive of the presence of other condition-related ERP components. The PMN can be
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observed in the Incongruent and Onset conditions most clearly but is also discernable in
the Rime and Tone conditions. The PMN appears to peak differently in between the
Onset, Tone and Rime conditions. This phenomenon seems more evident over frontal
recording sites (Figures 13B, C). It appears that the PMN in the Tone condition peaks
early relative to those in the other two conditions; and, the peak of the PMN in the Rime
condition seems earlier that that in the Onset condition. These phenomena observed in
the grand average waveforms are identifiable in each individual participant ERP

waveforms. Figure 24 displays the waveforms of a representative participant.

3.4.2 Statistical analyses

Phonological Mismatch Negativity (PMN)

The interval scoring analyses:

Analysis indicated the sensitivity of the PMN to the different manipulations of the
phonological units (onset, rime and tone) (See Appendix D Table D1). A main effect of
condition (F (4, 56) = 18.38, p <0.0001, € =0.61) was found (See Figure 14). Subsequent
post-hoc analyses indicated that PMN amplitudes to semantically Incongruent characters
(M =-2.30 pv, SE = 0.52) appeared larger than those in the Tone condition (M = 0.22 pv,
SE = 0.59) and the Congruent condition (M = 1.54 pv, SE = 0.39) but showed no
statistical difference from those in the Onset (M = -1.80 pv, SE =0.31) and Rime (M = -
1.33 pv, SE = 0.42) conditions. Moreover, PMN amplitudes in the Tone condition were
statistically different from those in the Congruent condition. The Condition x Time
interaction (F (8, 112) = 4.04, p< 0.01, € = 0.49) and subsequent post-hoc analyses

revealed that the highest amplitudes of the PMN to Rime change and Tone change
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characters appeared in the 250-350 ms time windows whereas there was no statistical
difference in the mean amplitudes of the PMN among the 200-250 ms, 250-300 ms, and
300-350 ms three time intervals in the Onset and Incongruent two conditions (See
Figure 15).

There were significant Condition x Site (F (64,896) = 3.32, p<0.01, € =0.09) and
Time x Site (F (32,448) = 4.01, p<0.01, € =0.10) two-way interactions. Subsequent
analyses indicated that the amplitudes in different sites varied across the conditions in
each time interval (See Appendix D, Tables D2, D4; Figure 16). In the time window of
200-300 ms, there was a right fronto-central distribution in the Onset condition (Fig. 20)
while the dominant distribution was present over frontal sites in the Tone condition (Fig.
22) and centro-parietal extending to right frontal sites in the Incongruent condition (Fig.
19). No significant scalp distribution effects were seen in the Rime condition although
the amplitudes at the right temporal sites appeared higher than those over other sites (Fig.
21). In the time window of 300-350 ms, there was a central characteristic extending to
frontal sites in the Onset condition. However, amplitudes in the Incongruent condition
were larger over the centro-parietal midline than the frontal and temporal sites. There was
a centro-parietal characteristic that extended to the occipital area in the Rime condition
(Fig. 21). The dominant distribution was present over left central in the Tone condition
(Fig. 22).

In the meanwhile, there was no main effect of hemisphere and no interactive
effect of Time x Condition x Hemisphere or Condition x Hemisphere, which indicates
there was no clear specific hemisphere dominance across five conditions (See Appendix

D, Table D3).



166

"7 uawiLadXy Ul uonIpuod SNNWINS Y} JO uondunj € sk asuodsar NJAJ 2y3 Jo Loudye] yead oy Sunordep ydein ™77 amnsig

uonde) a3



=
® c

gwgac’o

OOOOO

O O x - £

7 B I 1) NS = I N

n

|||||
‘:.:I:I:I:l:I:l:l:':l:':I:‘:l:l:l:.:l:.:l:l:l:I:':':l:I:I:':l:I:.:':':I:I:I:I:I:I:':':I:
||||||||||||||||||||||||||||||||||||||||||||
||||||||||||||||||||||||||||||||||||||||||||
||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
||||||||||||||||||||||||||||||||||||||||||||

||||||||||||||||||||||||||||||||||||||||||||
||||||||||||||||||||||||||||||||||||||||||||

||||||||||||||||||||||||||||||||||||||||||||
||||||||||||||||||||||||||||||||||||||||||||

||||||||||||||||||||||||||||||||||||||||||||
||||||||||||||||||||||||||||||||||||||||||||
''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''
|||||||||||||||||||||||||||||||||||||||||||||

...................

OOOOOOOOOOO
mmmmmmmmmmm
MMMMMMMMMMM




168

The peak scoring analyses:

The results of the peak scoring analysis showed that the peak latency of the PMN
response varied as a function of the stimulus condition (F (4, 56) = 9.78, p<0.001, ¢
=0.77) (See Appendix D, Table D5). Subsequent post-hoc analyses revealed that the
PMN occurred earlier to Tone characters (297ms, SE = 4.44) than to Rime (309ms, SE =
5.72) and Incongruent (316ms, SE = 6.49) characters which in turn appeared earlier than

to Onset characters (335ms, SE = 4.56) (See Figure 17).

N400

Analysis confirmed the sensitivity of the N400 amplitude to the experimental
conditions (F (4, 56) = 36.78, p <0.0001, € =0.58) (See Appendix D, Table D6). The
Condition x Time interaction (F (12, 168) = 3.74, p<0.02, € = 0.30) and subsequent post-
hoc analyses suggested that N400 amplitude to Incongruent characters was reliably
larger than that in any of the other four conditions across the three time intervals. N400
amplitude to Onset characters (M = -0.57uv, SE = 0.46) appeared smaller than that to
Rime characters (M = -1.32uv, SE = 0.49) in the 400-450 ms time interval. In the 500-
550 ms time interval, the mean amplitudes in the Onset condition (M = 0.74uv, SE =
0.51) were larger (more negative) than those in the Rime condition (M = 1.03uv, SE =
0.47). The amplitudes in these two conditions were further larger than those in the Tone
and Congruent conditions across three time intervals, between of which differences in
the mean amplitudes were observed. The largest mean amplitudes in the Incongruent
condition were observed in the 400-450 ms time interval while the mean amplitudes in

the 400-450 ms and 450-500 ms time intervals (between which no difference in
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amplitudes was found) were larger than those in the 350-400 ms time interval in the
Rime and Onset conditions (See Figure 18).

There was a significant Condition x Time x Site three-way interaction (F (192,
2688) =2.75, p <0.02, £ =0.03). Subsequent analyses indicated that the amplitudes in
different sites varied across the conditions in each time episode. In the time window of
350-400 ms, amplitudes in both the Incongruent and Onset conditions were larger at
midline than at other sites (Figs. 19, 20). There was a left parieto-occipital to right centro-
parietal characteristic in the Rime condition (Fig. 21) whereas a left temporo-occipital
distribution in the Tone condition (Fig. 22). In the time window of 400-450 ms, there was
a centro-parietal distribution in the Incongruent condition whereas a fronto-central
distribution in the Onset condition. In the Rime condition, there was a left occipital and
right temporo-central distribution. No significant scalp distribution effects were seen in
the Tone condition although the amplitudes at the left occipital site appeared higher than
that over other sites. In the time window of 450-500 ms, there was a fronto-central
distribution in the Onset condition, while right frontal distribution in the Incongruent
condition. There was a right fronto-temporal characteristic in the Rime condition while a
right occipital to temporal characteristic that extended to the right frontal area in the Tone
condition. In the time window of 500-550 ms, there was a frontal distribution across
Onset, Rime, and Tone conditions, while more right frontal dominant in the

Incongruent condition.

The Condition x Time x Region x Hemisphere analysis showed that there was no
main effect of hemisphere and no interactive effect of Time x Condition x Hemisphere or

Condition x Hemisphere, which indicates there was no clear specific hemisphere
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dominance across five conditions (See Appendix D, Table D7, D8).

3.5 Discussion

In this experiment five conditions were used to investigate the respective roles of
word onset and rime, word prosody (tone in Chinese), semantic incongruence, and
congruence on event-related brain potentials during spoken word processing. One of the
main objectives of this study was to assess the relative importance of onset, rime and tone
in the semantic comprehension of words in a tone-based language (Chinese Mandarin).
The Chinese characters used presented as well known four-character proverbs. Within
this type of context, the N400 that is related to semantic analysis (Bentin, Kutas, &
Hillyard, 1993; Connolly & Phillips, 1994; Kutas & Hillyard, 1980) can be viewed as a
reliable marker of the degree to which the proverb’s context prepares the listeners for the
terminal character recognition. One of the main findings of this experiment is that the
N400 was observed in all of the conditions (Incongruent, Tone, Rime, and Onset)
except the semantically congruous one. The N400 in response to the semantically
Incongruent character appeared larger in amplitude than that to the segmental (Onset
and Rime) change and Tone change characters. It seems that the N400 is responsive not
only to semantic but also to phonological variables. The finding is generally in
accordance with English ERP literature.

The N400 was first recognized as a late negative component elicited by the final
words in a sentence/phrase (Kutas & Hillyard, 1980a, b) or the second word of a word
pair (Kutas & Van Petten, 1988; Kutas & Hillyard, 1989) that did not semantically match

the preceding sentence or word. It is thus widely believed that the N400 is an index of the
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degree of semantic association or priming between two words or a word and its context.
Later on, it was found that in a rhyme discrimination task, the N400 component in
response to non-rhyming words was greater in amplitude than to rhyming words. This
phonological effect on the N400 has further been observed in a lexical decision task
(Kramer & Donchin, 1987; Rugg, 1984; Rugg & Barrett, 1987; Sanquist, Rohrbaugh,
Syndulko, & Lindsley, 1980; Praamstra & Stegeman, 1993). These findings demonstrate
that the N400 component could also be modulated by the phonological variables between
words in both visual and auditory modalities. Based on these data, it is argued that the
N400 is not only sensitive to semantic processing but also phonological processing.
Praamstra and Stegeman further argued (1993) that the N400 does not directly reflect
phonological processing, per se. They state that the phonological effects on the N400 ‘are
not related to temporary activation of the segmental phonological representations that
establish contact between the input and corresponding lexical entry’ during spoken
language processing (Praamstra & Stegeman, 1993, p. 80). Rather, it is argued that the
magnitude of the N400 reflects the ease with which phonological representations
constrain semantic activation of a word in the mental lexicon. Following this account, the
significant condition effects on the N400 in the present experiment can be seen as
convincing evidence that onset, rime, and tone play a role in constraining lexical access
to semantic meaning of a Chinese character.

In particular, the Tone condition effect on the N400 demonstrated that Chinese
Mandarin made use of tone in constraining semantic activation. In fact, this is not a
surprising result given that tone is a component of a Chinese character. Some researchers

(Repp & Lin, 1990) believe that tone is of relevance at the word level in tone languages.
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In addition to conveying affect, tone information ‘serves the highly linguistic function of
distinguishing lexical items’ (Repp & Lin, 1990, p.483). It is a priori evident that the

identification of a Chinese character (e.g., ff/mu3/ -- mother) merely provided by the

onset and rime information “mu” would not be successful until the concrete tone is
provided.

In line with this view, empirical evidence for the role of tone in lexical processing
has been obtained from several lines of research. For instance, using a dichotic listening
paradigm, most of the literature indicates that tones in tone languages evoke more of a
right-ear advantage than affective intonation (Van Lancker & Fromkin, 1973; Shipley-
Brown, Dingwall, & Berlin, 1988). An influential interpretation for this right ear
advantage is that there is left hemisphere superiority in the processing of tonal
information (e.g., Divenyi & Robinson, 1989). Given that the left hemisphere plays a key
role in linguistic processing, the left hemisphere superiority in tone processing has been
taken as compelling evidence for the lexical nature of tone. The failure to observe the
typical right ear advantage in some tone perception studies was explained as due to
atypical processes uncovered during the test and the variable nature of this technique
itself since the dichotic listening paradigm is an indirect measure of neural function
(Yang, 1991).

Considerable evidence supporting the lexical function of tone also comes from a
large body of clinical literature. It has been found that left hemispheric lesions secondary
to stroke inhibit tone perception and production while this pattern of deficit is not seen to
right hemisphere patients (Basso, Casati & Vignolo, 1977; Blumstein, Baker &

Goodglass, 1977; Square-Storer, Darley & Sommers, 1988; Gandour, 1981, 1988). It is
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worth noting that the scalp distribution of the Tone N400 in the present experiment
presented a typical left posterior dominance as hypothesized. Although one may argue
that because the N400 reflects the “outcome” of form-based encoding its topography
might not provide direct insights on neural correlates of tone processing, the left posterior
dominance in the Tone N400 nonetheless to some degree shows a close correspondence
with the left hemisphere superiority proposed in both behavioral and clinical research.

A number of cross-linguistic behavioral studies have also been brought to bear on
the argument that tone serves a linguistic function of discriminating lexical items in tone-
based languages. The common finding is that tone processing is interfered with by the
listener’s specific language experience. For instance, in a seminal study, Fox and Unkefer
(1985) carried out a categorization experiment in which a continuum was varied from one
tone of Chinese Mandarin to another. The crossover point at which listeners switched
from reporting one tone to reporting the other shifted as a function of whether the
consonant-vowel (CV) syllable affiliated with a tone formed a real word when combined
with one tone or the other. The control stimuli consisted of those in which both tones, or
neither tone, formed a real word in combination with the CV. It was found that the lexical
effect appeared only for native Mandarin listeners; English listeners showed no such shift,
and on the control continua the two participant groups did not differ. Later cross-
linguistic studies (Lee & Nusbaum, 1993; Lee, Vakoch, & Wurm, 1996; Repp & Lin,
1990) replicated and extended this finding. Different patterns in the interaction of
segments (consonants and vowels) and tones were found in tone based and stress based

languages. Based on these data, it is argued that tone is of use during Chinese character
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recognition. It seems likely that tone is part of the representation of a Chinese character in
the mental lexicon.

However, Taft and Chen (1992) seemed reluctant to agree with the lexical view
on tones. In a lexical decision task, they found that the behavioral responses to words
varied in tones involved more errors and were much slower than those varied in segments.
They propose that the process of lexical access operates without the use of tone
information. It is clear that the disagreement in the literature comes from the
interpretation of the above data. As stated previously, the behavioral measure itself is
critically sensitive to the postlexical characteristics of a language process (e.g., decision-
making and checking). Given this fact, behavioral results (e.g., accuracy and reaction
time) may not provide direct insights on prelexical and lexical mechanisms. In this case,
the view proposed by Taft and Chen may beg the question, for there is possibility that the
‘more error-prone and slower responses’ data were attributable to decision making
postlexical subprocesses. The explanation for this possibility is considered more
completed below.

It is noteworthy that the phonological effects on the N400 are clearly more
evident in the Rime and Onset conditions than in Tone condition. A central issue with
respect to tonal processing is the extent to which tone contributes to ongoing linguistic
processing. It is worth mentioning that the different phonological effects observed
between the Tone and segmental (Onset & Rime) conditions do not necessarily imply
that tones are represented and processed in a different fashion from segments or even that
tones are superimposed upon segments. In line with the Cohort model (Marslen-Wilson,

1984), a possible interpretation for the different phonological effects described above can
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be proposed using the concept of neighborhood density (e.g., Goldinger, Luce, & Pisoni,
1989; Marslen-Wilson, Moss, & Halen, 1996). In the mental lexicon, the nodes
corresponding to Chinese homonyms that share the same initial consonants and final
vowels regardless of tone features are closely related to each other as clusters (high
neighborhood density). The activation of a node in such a cluster could be very easily
transferred and in turn activate other nodes within the cluster. In this case, the target
Chinese homonym can be easily recognized if it corresponds to one of the nodes in the
cluster. However, speculating on the difficulty that post-lexical sub-processes (e.g.,
judgment-making) may meet in order to accurately identify a corresponding node within
this cluster, the time for the lexical decision tends to be prolonged since it is more
difficult to select an accurate candidate and much easier to make decision mistakes on
homonyms than when the targets were not homonyms. This may be a possible account
for the ‘more error-prone and slower responses’ data in the study by Taft and Chen
(1992).

Another account of the difference in the phonological effects on the N400 may be
derived from the dialect effects on Chinese Mandarin comprehension. It is stated that
there is a wide variety of ‘dialects’ within the Chinese language, most of which are
mutually unintelligible in the word prosodic dimension (Hua & Dodd, 2000). For
example, the word ‘food’ will be pronounced ‘fan 4’ in Putonghua but ‘fan 3’ in the
Shenyang dialect. Put differently, tones in Chinese contain a diacritic feature after being
detached from a Chinese character. The tonal manipulation applied in the present
experiment in fact followed the tonal rules in Chinese Mandarin. Chinese Mandarin,

which is also called ‘Putonghua’, is one of the major ‘dialectal groups’ of Chinese spoken
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by more than 70% of the Chinese population. Since 1950, Chinese Mandarin has become
an official language and been widely used in the mass media and taught in schools. In the
present experiment, although all the participants were screened as Putonghua Chinese
who grew up in the Putonghua-governed cities, they all had at some time been exposed to
other dialect environments (e.g., Cantonese). It needs to be kept in mind that this dialect
effect might undermine the specificity of the tonal representation in the mental lexicon,
especially within such highly constrained contexts produced by Chinese proverbs. The
dialect effect on tonal processing has so far rarely been tested especially on the basis of
the neural correlates of linguistic processing. This is not a surprise, however, since
finding a cohort of exclusive Mandarin speakers is highly challenging.

Taken together, the dialect interference coupled with the above mentioned
theoretical interpretation may have contributed to the difference in the phonological
effects on N400 elicited in the segment (i.e., Onset and Rime) conditions and Tone
condition.

The other main finding in the present experiment is that there is a negativity
occurring immediately before the N400, whose peak varies according to discrete
phonological variations. In the Onset condition, this negativity peaks in 334 ms after the
target onset. In the Rime condition, the peak of this negativity was situated in 309 ms
post the target onset while the peak in the Tone condition occurs in 297 ms. If the peak of
divergences in this negativity is taken as the temporal marker, then this negativity is
much closer to the time window suggested for phonological processing rather than for
acoustic perception. Meanwhile, the peaks of this negativity varied in these three

conditions seem to reflect dynamic tone, onset, and rime processes.
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In fact, an increasing group of English language studies have been brought to bear
on this component. In the work of spoken English language processing on N400, it was
found that there is a negativity that starts earlier than the classical N400 and then extends
onto the classical N400 waveform. Connolly and his colleagues first proposed that this
negativity is associated with different processes from the semantic processing manifested
by the N400 and named this negativity the Phonological Mismatch Negativity (PMN). In
order to confirm their hypothesis, Connolly and Phillips (1994) carried out a sentence
comprehension experiment that permitted them to separately manipulate the processes
respectively manifested by the PMN and the N400. Successfully, a clear PMN without
the following N400 was elicited when the target ending word of the sentence had an
initial phoneme different from that of the highest Cloze probability word but was
semantically appropriate. In line with the above argument, it seems likely that the
negativity that is sensitive to Chinese phonological variations is the PMN proposed by
Connolly and Phillips (1994). Based upon the Cohort model (Marslen-Wilson, 1984),
Connolly and Phillips (1994) further argued that the PMN might reflect phonological
processing at the level of lexical selection in which phonological contextual information
facilitates the word recognition processing. It is noteworthy that the disparity in Chinese
PMN peaks between Onset, Rime and Tone conditions further corroborates this view.

According to the data in the present experiment, the PMN elicited in the Tone
condition peaks earlier than that in the Rime condition. This finding indicates that tonal
information is processed before vowel at the stage of phonological representation. This is
unexpected in light of the current hypothesis that tones are primarily realized upon

vowels, and they cannot be processed until the vowel information is available which
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gives rise to a delayed processing of tonal information (Gandour, Wong, Hsieh, et al,
2000; Lee & Nusbaum, 1993; Millers, 1978). The evidence of this hypothesis, as
proponents of this hypothesis claim, is the asymmetric responses to Chinese vowel and
tone perception in the speeded classification paradigm (Repp & Lin, 1990) and the slower
response to tone compared with that to vowel in vowel and tone monitoring tasks with
single characters as targets (Cutler & Chen, 1997; Miller, 1978; Lee & Nusbaum, 1993).
It was believed that tones, as supra-segments, when brought up to the phonological stage,
are translated into vowels and become part of vowels’ phonological configuration.

Supposing that tones at the phonological level are represented by vowel
configuration, the PMN in the Tone condition should show a similar time course and
scalp distribution of that in the Rime condition. The data in the present experiment do not
support this prediction, however. The dynamic pattern of the PMN scalp distribution in
the Rime and Tone conditions appear independent of each other: the scalp distribution of
the Rime PMN appears to have more midline dominance while the Tone PMN presents
more local left centro-temporal distribution.

As a matter of fact, compatible with the present PMN findings, one behavioral
study has also cast doubt on the hypothesis that tone perception is slower than vowel
perception. In this study, Chinese proverbs were aurally presented and native Chinese
listeners were required to decide whether the proverb-ending character contained a vowel
/a/ in the vowel monitoring task or had tone 2 in the tone monitoring task (Ye & Connine,
1999). It was expected that if tone information were superimposed on vowel
representation, tone information would not be available until vowel is completed, which

should result in slower responses to tones than to vowels. However, the findings were
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inconsistent with what was expected. It was found that tone monitoring appeared faster
than vowel identity in highly constrained proverb contexts. It is noteworthy that the tone
advantage in this behavioral study is in congruence with the early peak of the PMN in
Tone condition contrastive with that in the Rime condition. Although we do not yet have
a full understanding of tones and the interaction of tones and segments, these data are
sufficient to propose that tones are phonologically encoded independently of segmental
processes. In this case, the hypothesis that vowels are the carriers of tones needs to be
further modified and the neural correlates of processes through which tones are
associated with segmental processes on the phonological level deserve further
examination.

Viewed in this light, another issue of interest is to determine the representation of
tone in Chinese Mandarin at a theoretical level. In fact, one of the most heavily
researched questions concerning the nature of tones is whether they are supra-segments
or auto-segments. Goldsmith (1976) believed that the tone is represented separately from
segments in the mental lexicon and decoded independently of segments at the
phonological stage during ongoing tonal language processing. The different time course
and different brain area dominance of ERPs between the Tone condition and the two
segment (Onset and Rime) conditions in the present study seem consistent with this
argument. In addition, data from spontaneous tongue slips in Mandarin further confirm
this argument (Chen, 1999). The results of this study demonstrated that
mispronunciations of segments were common whereas mispronunciations of tones were
rare. In addition, the error patterns were different between tone and segment: tone is

mostly preserved (e.g., the mispronunciation of a character results from the perseverance
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of the tone of its preceding character) while segment is primarily anticipated (e.g., the
segments of a character are mistakenly replaced with the segments of its following
character). Most notable is the finding that tones were never affected by errors of
segmental phonemes. The data suggest that tones may be represented and processed
differently from segmental information. Put differently, tone can be seen as a distinct unit
(like segment) in lexical memory and bears a position in the frame of phonological
representation. Taken together, it might be more parsimonious to consider tones as auto-
segments rather than supra-segments.

Given that tones and vowels are processed separately during phonological
encoding, it is of interest to determine the reason for the literature’s contradiction
concerning different vowel and tone perception speeds using the same monitoring task. In
view of the contradictory performance findings that vowels are recognized faster than
tones when the target is presented in a neutral context while tones are identified earlier
than vowels when the target is the ending character of highly constrained proverbs, Ye
and Connine (1999) postulated that the tone advantage in Chinese proverbs may be due to
the highly predictive contextual effect.

A line of supporting evidence for this view comes from a large group of studies
on tone languages such as Mandarin (Shen, 1990; Xu, 1994), Taiwanese (Peng, 1997; Lin,
1988) and Thai (Gandour, Potisuk, Dechongkit, et al., 1992a, 1992b). The findings in
these studies suggest that tone perception is largely sensitive to contextual information
from the speech perceptual perspective. It is claimed that the interaction between
neighboring tones is pervasive and universal. According to the location of the source of

the effects, the influence of one tone on adjacent tones can be ‘anticipatory’ or
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‘retrospective’ in nature. Using Chinese Mandarin as an example, anticipatory effects are
present when the tone of a Chinese character is affected by that of the following character.
Shen (1990) demonstrated that tone co-articulation could affect the overall tonal height of
preceding tonal contours as well as onsets and offsets of the tones. In this view, it seems
likely that tonal co-articulation provides perceptual cues that enhance the predictability of
the tone of the following word while vowel perception is generally facilitated by the co-
articulation on the basis of word level. This interpretation of available data could account
for the tone advantage. At the same time, because tones are generally uttered over time
and consequently persevere over time, it seems reasonable that the less rigid temporal
constraints in generating tonal sequences contribute to the disparity of tone perception
speed in different task contexts. However, the limited evidence from the above studies
does not appear adequate enough to clarify the issues as to whether it is the highly
predictive proverb contexts per se or co-articulation in speech which contributes to this
tone advantage. If both contribute to the said advantage, what is the relationship between
these two contexts in tonal processing? Future studies should explicitly manipulate these
two contexts to better understand the mechanisms underlying the contextual effects on

tone processing.



Chapter Four:
Experiment 3: ERP evidence for lexical tone, onset phonology, rime phonology, and
semantic influences during silent Chinese reading
4.1 Objectives:

The results of experiments 1 and 2 demonstrate two important findings with
regard to the processes of word prosody and sub-lexical phonology in both English and
Chinese speech comprehension. First, both the PMN and N400 components demonstrate
their sensitivity to lexical stress manipulation in spoken English word processing and
lexical tone variation in spoken Chinese character processing. According to these
findings, it is logical to argue that lexical prosody can be represented in the mental
lexicon and plays a certain role in spoken word/character processing. Second, sub-lexical
phonological cues exert facilitating effects on speech processing. The results of the first
two experiments demonstrated that syllable-sized sub-lexical phonology (e.g. /lait/ in the
target “polite”) facilitates whole spoken English word processing; and, both onset and
rime phonology provide important contributions to spoken Chinese character
understanding. The finding further suggests that phonological representations of spoken
words/characters in the mental lexicon are not encoded in an exclusively all-or-none
impoverished way that phonology can be of use in constraining semantic activation of a
word only if it completely matches the phonological representation of the word — a
“phonology-as-a whole” process (e.g., phonology /wAn/ can be only able to contact
semantic representations of words such as “one” and “won” but not “wonder”.). Rather,
the phonological information of a spoken word/character is represented in a more detailed

fashion, based on which the corresponding nodes to distinct words/characters in the
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mental lexicon are connected to each other by the means of shared sub-lexical
phonological features.

The importance of word prosody and sub-lexical phonology in speech
comprehension equally introduces another interesting issue into this thesis. That is, are
lexical prosody and sub-lexical phonology of relevance in reading? If Lexical prosody is
believed to contribute to ongoing language processing, it is reasonable to ask whether it is
engaged during reading comprehension. As for the phonological processing in reading, a
large body of performance data, as stated in the introduction, has shown that there is
phonological activation during Chinese silent reading. However, given the limitations of
behavioral research itself, the functional locus and time course of phonological
processing in Chinese reading remain to be exploited.

For the investigation of word prosodic and segmental phonological processing in
Chinese reading comprehension, an online measure that can capture detailed language
processing traces as they unfold over time becomes of great value. With this need in mind,
the ERP method was employed in this experiment to examine neural correlates of mental
processes underlying Chinese reading comprehension. The major intention of this
experiment was to define the functional locus of phonology in the reading processing
stream and the time course of phonological representation and its relationship with
semantic analysis during Chinese reading. In addition, as addressed in Experiment 2, an
influential view on lexical tone in Chinese, which runs counter to the findings obtained in
Experiment 2, claims that tonal cues as prosodic information exist only at the acoustic
level. In line with this claim, the manipulation in tonal dimension should not influence a

bit any aspect of reading processing given that the acoustic stage is the specific feature of
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speech. With this issue in mind, this experiment was further directed at examining the
role word prosody (tones) may play in Chinese reading comprehension. This experiment
employed the same phonologically mediated semantic priming paradigm, experimental
design, and language stimuli as used in the second Chinese speech experiment and hereby
examined the corresponding ERP manifestation. What is different, however, is that the
stimuli used in this experiment were presented in the visual modality. See Table 2 for

examples of sentences from the stimulus conditions.

4.2 Hypotheses:

If phonological processing takes place during Chinese character recognition, it
was hypothesized that contextually primed segmental phonology would facilitate Chinese
written character processing. On this view, it was expected that the N400 in response to
either Rime targets or Onset targets should be smaller than that to the Incongruent
targets. Otherwise, the N400s in response to segmental change targets should not appear
any difference from that to the Incongruent targets. The logic behind is that the common
features between targets and correct proverb ending characters in the Onset and Rime
conditions appear only in the phonological domain given that they have completely
different orthographic and semantic attributes (e.g., the target character in the Onset
condition had the same tone and rime as, but different onset, word form, and meaning
from, the correct proverb-ending character.).

If the present data showed that there was a phonological effect on the N400 in
response to segmental change targets, the data would provide strong evidence in favor of

the argument that there is phonological involvement in Chinese reading. However, given
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that the N400 is predominantly sensitive to semantic analysis, the phonological effect on
the N400 itself cannot provide clear insights into the nature of the phonological activation
in reading.

Before the account for the phonological effects on the N400 is proposed, two
traditional terms are introduced here to account for the process of generating
phonological representations from print (Patterson & Coltheart, 1987). The first
‘assembled phonology’ is a computational process that utilizes certain conversion rules
by which orthographic units can be transformed into phonemic units (orthography-to-
phonology transformation). The alternative to this computation procedure is named
‘addressed phonology’ as a phonological representation in this case is retrieved from
lexical storage after orthographic cues of a printed word have addressed the lexicon.
Assembled phonology is rule based as a detailed process regardless of lexical properties
whereas addressed phonology is lexically driven and is thereby an abstract phonology-as-
a-whole-unit process.

In line with this view, it was further hypothesized that if phonological
transformation took place to constrain semantic meaning of a target character, the N270,
which reflects form-based processing in reading, in response to both the Rime target and
the Onset target, should appear smaller than that to the Incongruent target character.
Furthermore, the morphology of the N270 should be sensitive to distinct segmental
phonological manipulations given sophisticated features of assembled phonology.
Otherwise data would indicate that phonological activation observed in the N400

component was not derived from orthography to phonology transformation. Rather, the
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phonological priming effects on the N400 may result from post-lexical contextual
priming that pre-activated the corresponding lexical node in the mental lexicon.

Regarding the lexical prosodic issue, it was hypothesized that lexical tones are
represented in the mental lexicon and play a certain role in semantic constraints of written
Chinese characters. This hypothesis would give rise to the expectation that a smaller
N400 should be observed in response to Tone targets in contrast with that to

Incongruent targets.

4.3 Method:
4.3.1 Participants

Fifteen right-handed native speakers of Chinese Mandarin (7 male and 8 female)
between 19 and 28 years of age (M = 23.73, SD = 2.46) were recruited at Dalhousie
University and paid for their participation in this experiment. All the participants had
normal or corrected-to-normal vision and were screened with a self-report measure for
any history of neurological, psychiatric or reading disorders. They all provided informed

consent and were debriefed fully after the experiment.

4.3.2 Stimuli and experimental conditions

260 four-character Chinese proverbs were used, which were identical to those
used in the prior Chinese speech experiment (See Appendix C for sentence stimuli). The
proverbs were presented one character at a time on a computer monitor and subtended a
visual angle that averaged about 4 degrees. The characters were presented in yellow on a

black background. All characters were exposed for 500 ms and the interval between
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characters (ISI) was 500 ms. Prior to the presentation of the first character of a proverb a
warning stimulus with duration of 300 ms was presented, which terminated 1s before the
presentation of the first character. There was a 2 s pause between trials.

The proverb stimuli were divided across five experimental conditions in which
the ending character of the proverbs varied with respect to onset, rime, tone and/or
semantic appropriateness. In the Congruent condition, the ending character of a proverb

was the accurate fourth character of that proverb (e.g., “ A\ % B {4 /su2/” , in which

the ending character ({&) is custom). In the Omnset condition, the proverb-ending
character had the same rime and tone as, but different onset, orthography, and meaning

from, the correct fourth character of the proverb. For instance, ¥ 4> # #£/lin2/, in which
the terminal character should have been ‘3£ /gin2/> lute. However, the character ‘A%’

means woods, which did not orthographically or semantically fit the context of the
proverb. In the Rime condition, each proverb ended with a character that had the same
onset and tone as, but different rime, orthography, and meaning from, the correct terminal

character of the proverb. For example, % J& /& #7 /wal/, in which the terminal character

should have been ‘black’ (% /wul/) but was, in fact, ‘dig’ (¥ /wal/). In the Tone
condition, the terminal character of the proverb had the same onset and rime as, but
different tone, orthography, and meaning from, the correct fourth character of the proverb.
Thus, </~ # Ifj 1 /yu2/, is a proverb in which the terminal character should have been
‘meet’’ 13 /yu4/’ but was in fact, ‘fish’ *“ffi /yu2/’. In the Incongruent condition, the
onset, rime, tone, orthography, and meaning of the terminal character were completely

different from those of the correct fourth character of the proverb. For example, “ff§ J¥
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¥ # /pan2/” should have ended with the character meaning ‘improve’’ ¥t /jin4/” but in
fact ended with the character meaning ‘plate’ *£%°. 160 fillers were proverbs with

accurate ending characters. The conditions were presented pseudo-randomly with the
restriction that any of the five conditions could not be presented successively more than

three times.

4.3.3 Procedure

Each participant was tested in one experimental session that lasted around 35
minutes. During the experiment, participants were seated in a comfortable, padded chair
in a sound attenuated room adjoining the room with the recording equipment. Stimuli
were presented on a computer monitor located about 100 cm in front of the participant.
Participants were told not to blink from the start of the warning signal until a short pause
after the fourth character presentation and instructed to read silently the proverbs that
were presented one character at a time. When the second or third character appeared they
were told to think, as fast as they could, of a proper Chinese character to end the proverb.
As soon as the fourth character was presented they were asked to think of its meaning as
quickly as possible. Participants were told that they might be asked questions about the
proverbs at the end of the experiment. Participants were given time to practice until they

fully understood the task demands for this experiment.

4.3.4 EEG Recording
The electroencephalogram (EEG) was recorded by means of Tin electrodes from

17 scalp-recording sites with linked ears as the reference (with a ground on the mid-
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forehead). Recording locations were derived from standard international 10-20 system
scalp locations (Jasper, 1958) at Fz, F3, F4, F7, F8, Cz, C3, C4, Pz, P3, P4, T3, T4, TS,
T6, 01, O2. The electro-oculogram (EOG) recorded vertical eye movements with
electrodes placed above and below the right eye. Horizontal eye movements were
recorded with electrodes placed over the outer canthi of the right and left eye. Electrode

impedance was kept below 5 k Q. The analogue EEG recordings were obtained with a

half-amplitude bandpass of 0.01-100Hz, digitally sampled at 500 Hz, low pass filtered off
line at 30 Hz, and high pass filtered oftline at 0.1 Hz. The sample duration began 100ms
before the proverb ending character onset and continued until 1000ms after the target
character onset. Trials contaminated by EOG greater than £75uv or any other artifacts
(e.g., muscle activity) were excluded from the analysis. The remaining EEG trials were
then averaged by experimental condition. The individual average ERPs were also

averaged to create grand average waveforms for the various conditions.

4.3.5 Data analysis

Data were analyzed several ways in order to obtain the best possible view of the
negative components observed in this experiment in the 200-550 ms time range. The
main assessment approach used the interval scoring method by taking the mean
amplitudes of 50 ms epochs successively from 200-350 ms post stimulus onset for the
N270 component and from 350-550 ms after the stimulus onset for the N400 component.
Meanwhile, in order to better isolate the variations in the N270 component across varied

conditions, the peak identification method was applied to the data. The N270 was scored
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as the most negative point in the 200-350 ms time range. Peak latency was defined as the
time from stimulus onset to the point scored as the most negative within the latency range.
The statistical analyses of the ERP data were conducted with a repeated measures
analysis of variance (ANOVA) with conservative corrections to the degrees of freedom
(Greenhouse & Geisser, 1959). For the time interval approach, the primary analyses of
the N270 and the N400 components included the Condition factor (5 levels: Incongruent,
Onset, Rime, Tone, and Congruent), a Time factor (for the N270, the time intervals
were 200-250ms, 250-300ms, and 300-350ms; and for the N400, the time intervals were
350-400ms, 400-450ms, 450-500ms, and 500-550ms), and a Site factor (17 levels). In
addition, a secondary analysis was conducted to examine further the spatial distribution
of ERPs. This analysis was conducted with Condition (5 levels) as one factor and the
recording sites divided into two factors: hemisphere (left, right) and region (5 levels:
frontal, central, parietal, temporal and occipital). The frontal level combined F3 and F7
for a left hemisphere frontal value and F4 and F8 for the corresponding right hemisphere
value. A similar approach was conducted with temporal sites combining T3 and T5 for
the left and T4 and T6 for the right. The central level consisted of C3 and C4 values
while the parietal level consisted of the P3 and P4 values. The Condition x Time x
Region x Hemisphere analysis was done as a way of simplifying the assessment of scalp
topography differences. Results from the Condition x Time x site analyses were
presented first and those from the Condition x Time x Region x Hemisphere analyses
were presented only if they provide new information or clarification of previous results.
As for the peak scoring approach, the first analysis of the data included Condition

(5 levels) and Site (17 levels) as factors in the ANOVA. The second analysis was
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conducted to facilitate the assessment of topographical differences by investigating the
data associated with specific brain areas and hemispheres. This analysis included
Condition (5 levels) as one factor and the recording sites were divided into two factors:
Hemisphere (2 levels) and Region (5 levels). These factors were also analyzed in an
ANOVA with repeated measures. Results from the primary analyses are presented in full.
For the sake of brevity, results from the secondary analyses are presented only when new
information is provided.

Significant main effects and interactions were subjected to further post hoc
analyses by means of the Tukey Honestly Significant difference (HSD) test. Furthermore,
data involved in interactions between conditions and sites or regions and hemispheres
were reassessed with repeated measures ANOV As of normalized amplitudes, as
underscored by McCarthy and Wood (1985). Only those interactions that were significant
on normalized amplitude measures were reported. An alpha level of p < .05 was required

for statistical significance.

4.4 Results
4.4.1 Waveforms

Observation of the grand average waveforms (Fig.25A) reveals clear
differentiation among the five experimental conditions. There is a late negative
component peaking in the 350-400 ms range (N400) associated with the Incongruent
condition. Although the N400 is also observed in the Onset, Rime, and Tone conditions,
the general shapes of these N400s are apparently smaller than that in the Incongruent

condition. A closer inspection demonstrates that the N400s for the Onset, Rime, and
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Tone conditions show almost identical wave shapes with parietal sites having the largest
amplitudes (in particular at Pz) (See Fig. 25C). In the time range of N400, there is a clear
deep positive deflection in the Congruent condition. Prior to the N400 component, there
is another negative component (N270) that is extending over and overlapping with the
N400. The N270 can be observed in the Incongruent condition most apparently but is
also clear in the Onset, Rime, and Tone conditions. The N270 appears to peak
differently across the Onset, Rime, and Tone conditions. It seems that the N270 to the
Rime and Tone targets peaks earlier than that to the Onset target. This phenomenon can
be seen most clearly over fronto-temporal recording sites (See Figs. 25B). The condition
effects on the N400 and the N270 observed in the grand average waveforms are
identifiable in each individual participant ERP waveforms. Figure 35 demonstrates the

waveforms of a representative participant.

4.4.2 Statistical analyses

The N270

The interval scoring analyses:

Analysis indicated the sensitivity of the N270 to the different manipulations of the
phonological units (onset, rime and tone) (F (4, 56) = 45.64, p< 0.001, € = 0.54) (See
Appendix E, Table E1): the mean amplitudes in the Incongruent condition (M = 0.52 uV,
SE = 0.73) were significantly larger than those in the Onset (M = 1.75 uV, SE = 0.69),
Rime (M =1.85 uV, SE =0.77), and Tone (M = 1.73 pV, SE = 0.83) conditions which
were further larger than those in the Congruent (M = 6.72 uV, SE = 0.98) condition. No

differences in amplitude were observed among any of the Onset, Rime, and Tone
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conditions in the three time intervals (See Figure 26). A main effect of Time (F (2, 28) =
5.17, p< 0.05, & = 0.64) was found. The Condition x Time interaction (F (8, 112) = 59.01,
p<0.001, £ = 0.38) and subsequent post-hoc analyses revealed that the largest mean
amplitudes in the Incongruent, Onset, Rime, and Tone conditions appeared in the 300-
350 ms time window while those in the semantically Congruent condition appeared in
the 200-300ms time window.

There was a main effect of Site (F (16, 224) =5.04,p <0.05,£=0.13)and a
significant Condition x Time x Site three-way interaction (F (128, 1792) = 10.31, p<
0.001, € = 0.04) (See Appendix E, Table E2). Subsequent analyses indicated that the
amplitudes at different sites varied across the conditions in each time interval. In the 200-
300 ms time range, there was a temporo-occipital distribution in the Onset, Rime, and
Incongruent conditions but a left temporo-occipital distribution in the Tone condition. In
the 300-350 ms time range, there was a left temporo-parietal distribution extending to the
occipital area in the Incongruent condition. There was a tempro-occipital distribution
that extended to the parietal area in the Onset and Rime conditions while a left temporo-
" occipital distribution in the Tone condition.

There was a main effect of region (F (4, 56) = 6.69, p<0.05, € =0.34) and a
significant Condition x Time x Region interaction (F (32,448) = 11.90, p<0.001, & = 0.11)
(See Appendix E, Tables E3, E4), which further confirmed the results from the Condition
x Time x Site analyses. There was also a Condition x Hemisphere interaction (F (4, 56) =
2.75, p<0.05, £ = 0.83) (See Figure 27). Subsequent analyses indicated that there was a
left hemisphere distribution in the Tone condition while no hemisphere lateralization in

the other four conditions was found.
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The peak scoring analyses:

The results of the peak scoring analyses showed that the peak latency of the N270
component varied as a function of the stimulus condition (F (4, 56) =21.38, p<0.001, ¢ =
0.53) (See Appendix E, Table ES). Subsequent post-hoc analyses revealed that the peak
of the N270 component to the Rime targets (307 ms, SE = 4.36) and the Tone targets
(307 ms, SE = 5.07) appeared earlier than that to the Onset characters (330 ms, SE = 4.78)
and the Incongruent characters (323 ms, SE = 5.26). No differences in the peak latency
of the N270 were observed between the Onset and Incongruent conditions (See Figure

28).

N400

Analyses confirmed the sensitivity of the N400 amplitude to the experimental
conditions (F (4, 56) = 61.65, P<0.0001, € = 0.70) (See Appendix E, Table E6): the mean
amplitudes of the N400 in the Incongruent condition (M = 0.90 uV, SE= 0.70) were
greater than those in the Onset (M =2.22 uV, SE = 0.67), Rime (M =3.04 uV, SE =
0.56), and Tone (M =3.37 uV, SE = 0.73) conditions which were further greater than
those in the Congruent condition (M = 7.31 uV, SE = 0.66). Main effects of time (F (3,
42) =48.50, p<0.001, € = 0.53) and site (F (16, 224) = 10.07, p<0.001, € = 0.13) were
also found. There was a significant Condition x Time interaction (F (12, 168)= 45.70,
p<0.001, € = 0.22), and subsequent post-hoc analyses using the Tukey HSD test indicated
that the amplitudes in the Incongruent condition were greater than those in the Onset,
Rime, and Tone conditions in the 350-400 ms time range. However, in the 400-550 ms

time ranges, the mean amplitudes in the Incongruent and Onset conditions did not differ
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from each other although both were greater than those in the Rime and Tone conditions
(see Figure 29).

There was a significant Condition x Time x Site interaction (F (192, 2688) = 8.52,
p<0.001, £ = 0.03) (See Appendix E, Table E7). Subsequent post-hoc analyses indicated
that in the 350-400 ms time range, there was a parietal to occipital characteristic in the
Onset, Rime, and Incongruent conditions (Figs 30, 31, 32), but a left temporal
distribution extending to the parieto-occipital area in the Tone condition (Fig 33).
Moreover, the amplitudes over left-sided sites tended to be greater than those over right-
sided sites only in the Tone condition. In the 400-450 ms time range, there was a parietal
distribution that extended to the occipital region in the Incongruent condition while a
temporo-parietal distribution in the Tone condition but a parietal distribution extending
to the right temporal area in the Onset and Rime conditions. In the 450-500 ms time
range, there was a right temporal extending to the occipital area in all four conditions
other than Congruent condition (Fig 34). In the 500-550 ms time range, there was a left
frontal extending to the occipital area in the Incongruent condition and the Tone
condition. However, there was a right temporal to occipital characteristic in the Onset
and Rime conditions.

The time/condition/region/hemisphere analysis of the amplitude found a
significant Condition x Time x Region interaction (F (48, 672) = 9.28, p<0.0001, ¢
=0.07), a marginally significant Condition X Region X Hemisphere interaction (F
(16,224) = 2.60, p< 0.05, € =0.32), and the four-way Condition x Time x Region x
Hemisphere interaction (F (48, 672) = 2.38, p< 0.05, &€ =0.13), which further confirmed

the results from the Time/Condition/Site analyses (See Appendix E, Table ES8).
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Discussion

The purpose of this experiment was to define the roles that word prosodic and
segmental phonology may play in reading Chinese characters. The present experiment
enabled a detailed look at the influences of onset, rime, and tone information on Chinese
reading comprehension using ERP. The ERP data revealed that segmental and tonal
variations modulated ERP waveforms amongst the five conditions. Two features of the
present study are particularly important and will be discussed below.

The first is that a negative ERP component whose peak occurred between 350-
400ms after target character onset and which had a posterior scalp distribution was
observed in the four non-congruent conditions. This response, the N400, was largest in
the Incongruent condition and appears indistinguishable from the classic N400 elicited
by semantic incongruity in the English literature (e.g., Kutas & Hillyard, 1980a,b).
Smaller but still strong N400 responses were observed in the Rime, Tone, and Onset
conditions, suggesting its sensitivity to segmental and tonal phonology manipulations —
either directly or indirectly. For example, the N400 showed almost identical morphology
at parietal sites for both segmental and tonal changes. This finding indicated the N400’s
insensitivity to the nature of the phonological incongruity (segmental and tonal)
encountered during reading.

Kutas and Hillyard (1980a) first demonstrated that the N400 is associated with
semantic processing. Subsequent studies further argued that the N400 amplitude can be
constrained not only by word expectancy engendered by context but also by automatic
activation that is restricted by the degree of association between individual words in the

mental lexicon (Kutas & Hillyard, 1984). The influence of contextual constraints on
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N400 has also been supported by a number of other English ERP studies (e.g., Connolly,
Stewart, & Phillips, 1990; Van Petten & Kutas, 1990). Taken together, these findings
provide convincing evidence that the N400 amplitude reflects the ease with which the
semantic code of a word is accessed. Put differently, any cognitive processes that
facilitate or impede the activation of semantic codes of a word would in turn influence
N400 amplitudes. In line with this view, the existence of segmental and tonal influences
on the N400 in this study suggests that phonological information comes into play in
Chinese reading comprehension. Furthermore, the similarity of the N400 to discrete tonal
and segmental phonological incongruity provides further evidence that the N400 does not
reflect form-based representations per se (Praamstra & Stegeman, 1993).

The magnitude of the effects of phonological priming on the N400 in this study is
remarkable because there is considerable debate in the English literature as to the
reliability of the phonological effects on lexical access in reading, let alone how it should
be interpreted. In fact, a few English studies have demonstrated that the visual N40O can
be modulated by phonological similarities between written words. In a rhyme-judgment
task, non-rhyming words elicit larger N400Os than rhyming ones (e.g., Rugg, 1984, 1985).
Rugg argues that most of the rhyming pairs used in their studies were orthographicaily
dissimilar (e.g., moose-juice) so that the reduced N400 amplitude results from rhyme
priming effects. There is a caveat, however: phonological effects on the N400 can be
influenced by the experimental tasks that place explicit emphasis on phonological
activation. In this regard, conscious awareness of the phonological relationship between

the prime and the target may change the way that words are naturally processed.
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Polich and colleagues (1983) conducted a study using both rhyme and word form
similarity judgment tasks and found that phonological priming of the N400 was observed
only for rhyme similarity judgments but not for word form similarity judgments. Based
on these findings, it was concluded that the phonological priming of the English N400 is
clearly task dependent. However, the argument that the sensitivity of the visual N400 to
phonological variables occurs only in explicitly rhyme-orientated tasks is made less
likely by a study that made use of pseudohomophones (Newman & Connolly, 2003).
Using a silent reading sentence comprehension task, Newman and Connolly (2003)
visually presented English sentences ending with pseudo-words whose pronunciation was
the same as the highly expected sentence ending words (e.g., ‘The ship disappeared into
the thick phog’). It was found that the N400 elicited by such pseudo-homophones (e.g.,
‘phog’) was absent relative to the amplitude of the N400 to traditionally incongruent
sentence-ending words (e.g., ‘The piano was out of nose’). Unfortunately, given the
possibility that different mechanisms may be applied during pseudo-word processing
such that unnatural language processing is highlighted, the mechanisms underlying the
phonological effects on N400 in reading tasks remain less than clear-cut.

This study represents the first ERP study that presents compelling evidence on the
onset, rime and tone effects on the N400 during reading comprehension. The clear effects
that segmental and tonal variations have on the visual N400 suggest that phonological
cues are actively involved in Chinese reading. The target character in the Tone condition,
for example, shares the same rime and onset attributes as the accurate proverb-ending
character that is highly expected. On the basis of the Cohort model (Marslen-Wilson,

1984), the node corresponding to the highly expected Chinese character can be activated
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when preceding contextual information provides adequate cues. The activated node then
sends activity (via the link) to any other nodes that share related features in both semantic
and form-based (phonology or orthography) domains. In this regard, the pre-activated
node can be very easily activated and pass over its threshold level when the
corresponding character is presented. According to the spreading-activation theory
proposed in the Cohort model, the influence of the preceding contextual information on
word processing occurs long before the word can be recognized.

Of particular importance is that the N400 in response to the Onset targets presents
almost identical morphology to the N400 to the Rime and Tone targets. This insensitivity
of the N400 to distinct phonological incongruity provides converging evidence that the
apparent phonological effects on the N400 reflect the consequence of phonological
processing which facilitates subsequent semantic activation in the lexical processing
sequence. In line with this view, it is worth emphasizing that the neural mechanisms
manifested by the N400 do not represent phonological recoding per se.

Given the sensitivity of the N400 amplitude to phonological variables, two
possible explanations of how the preceding contextual information might facilitate the
recognition of upcoming target characters in this experiment can be offered. The first
possibility is that phonological contextual facilitation derived from the pre-activated node
corresponding to the accurate proverb ending character acts on the processing through
which orthographic codes are transformed to phonological codes. In turn this process
facilitates subsequent semantic activation (sub-lexical top-down phonological priming).
The second possibility is that phonological contextual facilitation directly activates the

node corresponding to the target so that the node that shares tonal or segmental
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phonological attributes with the accurate ending character is raised from its normal
resting level, the consequence of which facilitates subsequent semantic activation
(lexical/post-lexical top-down phonological priming). Given that the N400 is more tied to
the functional locus of semantic activation, however, one cannot identify which of these
two possibilities sub-serves the phonological priming reflected in the N400.

Fortunately, the second striking feature of the ERP data in this study provides
helpful information as to the nature of the phonological priming effects on the N400. The
second feature is that an earlier occurring temporo-occipitally distributed negative
component peaking about 300ms after the character onset showed distinct amplitude and
peak latency differences amongst the Tone, Rime, Onset, and Incongruent conditions.
This negativity, identified by virtue of its latency and distribution as the N270, and its
conditional variations proved important in interpreting this experiment (Forbes, 1993,
1998; Newman, 2000). The data revealed that the N270 to the Incongruent targets was
much larger in amplitude than that to the other three phonological change targets. The
most notable finding was that the negativity to the Rime and Tone targets peaked earlier
than that to the Onset and Incongruent targets.

The temporal separation and the topographic distinctions between the N270 and
the N400 suggest that these two components reflect distinct neural processes. The
sensitivity of the N270 peak’s latency to individual segmental and tonal variations
demonstrates that the N270 is sensitive to distinct aspects of phonological (segmental and
tonal) analysis. This responsiveness to these factors is in stark contrast to the lack of
differential sensitivity of the N400 to discrete phonological manipulations (as reflected

across the four conditions having semantic incongruities). It suggests that the segmental
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and tonal effects on the N270 are probably specific to neural substrates of segmental and
tonal phonological encoding. These results can be further construed as compelling
evidence that the parietally distributed N400 and the temporo-occipitally distributed
N270 are likely to be interactive but temporally sequential components.

The sensitivity of the N270 to phonological manipulation in this experiment
seems at a first glance inconsistent with previous reading studies (Forbes, 1993, 1998;
Newman, 2000) demonstrating that the N270 is associated with orthographic expectation
that is independent of phonological recoding. However, taking a closer examination of
the data presented in the contemporary studies, one cannot deny that the N270 appeared
associated with phonological variables as well. In the first experiment of Forbes’ (1998),
participants were required to judge whether visually presented sentence-ending words
were semantically correct. Terminal words of highly constrained sentences were
manipulated in three conditions. Sentence endings consisted of: 1) semantically expécted
words (Congruent); 2) words that were homophonic to highly expected sentence-ending
words but semantically incongruent to the sentence context (FOIL); and, 3) words that
were semantically incongruent to the sentence context and which were homophonic to
semantically unexpected sentence-ending words (Incongruent). The result of this
experiment revealed that the N270 was reduced in the homophonic Foil condition. In the
second experiment, Forbes took into consideration the magnitude of similarity in
orthography between non-congruent targets and highly expected sentence endings.
Terminal words were divided into: 1) highly expected sentence endings (Congruent); 2)
words that were semantically incongruent to sentence contexts but orthographically

similar to highly expected sentence endings (OS); 3) words that were both semantically
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and orthographically incongruent to sentence contexts (OD); and, 4) homophone foils
(FOIL). The results of the second experiment demonstrated that the N270 elicited in the
OS and FOIL conditions was smaller in amplitude than that in the OD condition.
Although this finding indicated that the N270 is sensitive to the magnitude of
orthographic variation, there is no convincing evidence that the N270 is not also sensitive
to the orthography to phonology transformation. Parallel to these studies, Newman (2000)
argued that the N270 is sensitive to orthographic incongruity. However, she also reported
that the N270 is reduced in response to the phonologically congruent targets. Although
she leaves open the issue of whether the N270 reflects the orthography to phonology
transformation, she does not restrict the neural processes sub-serving the N270 to
orthographic encoding only. It is worth emphasizing that if phonological activation is
involved in reading, it may occur at the same moment as the activation of orthographic
encoding (Tan & Perfetti, 1998). In the present experiment, given the opaque relationship
between phonology and orthography of a Chinese character, the target characters in the
Onset, Rime, and Tone conditions were similar to the accurate proverb ending characters
in terms of their phonological features only (e.g., the target and the correct proverb
ending in the Rime condition had the same onset and tone attributes but differed in both
word form and meaning). In this view, it is reasonable to argue that the amplitude of the
N270 reflects the ease with which phonology is recoded according to orthographic
information as well as contextual cues. Meanwhile, although the peak latency of an ERP
response does not necessarily equal the maximum number of synchronous neural clusters

engaged in a certain process, the two are probably connected (e.g., Kutas & Van Petten,
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1994). In this view, the different peak latencies of the N270 in response to discrete
phonological incongruity suggest distinct onset, rime, and tone phonological recoding.

In fact, previous reading research has suggested that the N270 may be associated
with the orthography-to-phonology transformation. It has been recognized that reading
difficulties found in dyslexia populations is not exclusively derived from deficits in visual
processing. In particular, a subtype of dyslexia named phonological dyslexia is believed
to result from a core deficit in phonological awareness (Shaywitz, 1996; Wagner &
Torgesen, 1987). It is argued that if phonological recoding in reading is not mastered,
reading and writing cannot achieve a proficient level. By this account, the deficit in
phonological processing in phonological dyslexia might be expected to alter the normal
morphology of the N270 or even eliminate its appearance if the neural processes
manifested by the N270 reflect phonological recoding in reading. Indeed, Helenius,
Salmelin, Service, and Connolly (1999) conducted a reading comprehension study using
magneto-encephalography (MEG) and ERP and confirmed this proposition. In this study,
the authors compared the activated brain areas engaged in reading between normal and
phonological dyslexic adults. Stimuli used were based on previous work (Connolly &
Phillips, 1994) and comprised sentences ending with: 1) highly probable words; 2)
semantically congruent but not highly probable words; 3) semantically incongruent words
but which shared the initial letters with the highly probable words; and finally, 4)
incongruent words in both semantic and orthographic domains. They found that the N400
was reliably elicited in the dyslexic group although the strength of the N400 was
apparently decreased in contrast with the normal group. However, with the ERP

recordings it was clear that the healthy control participants showed a three-phased P200-
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N270-P300 complex in the reading task while the dyslexic group failed to show the N270
element of this complex response. The absence of the N270 in dyslexic group was
interpreted as compelling evidence that the N270 is sensitive to phonological recoding.
There is evidence that this N270 seen in these studies may be related or identical
to another component that has been linked to phonological processing. Bentin,
Mouchetant-Rostaing, Giard, et al. (1999) conducted two experiments to examine the
neural correlates of phonetic/phonological processing. In a phonological/phonetic
decision task, participants were required to look at two types of stimuli: one consisted of
words and pseudo-words rhyming with the French word vitrail, the other type of words
were pseudo-words and strings of consonants that did not rhyme with vitrail. A negative
component peaking about 320ms after the stimulus onset was clearly elicited by
pronounceable stimuli but not by unpronounceable stimuli. This component was
distributed over temporal areas. Given that the rhyme task required activation of the
phonetic codes of stimuli, this negativity was associated with phonetic recoding. In a
following phonological/lexical processing task, a negative component peaking about 350
ms after the stimulus onset was conspicuously elicited by the phonologically legal but not
by phonologically illegal stimuli. The distribution of this negativity appeared similar to
that of the N320. What is different is that the N350 appeared broader and had a more
temporo-parietal distribution than the N320. The authors concluded that the difference
between the N320 and the N350 in the timing and scalp distribution was attributable to
different weightings of phonetic and phonological recoding due to different task demands
(the N320 being seen in the rhyme task whereas the N350 was observed in the lexical

decision task). Overall, given the similar latency as well as scalp distribution of the
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N320/N350 to the N270 observed in the present experiment, the components may come
from the same family of ERP potential that is associated with phonological recoding in
reading. |

Returning to the major issue regarding the nature of phonology in reading, one
may first wonder about the nature of segmental and tonal processing sub-serving the
temporo-occipitally distributed N270, which seems to occur prior to, but highly overlap
with, the semantic activation reflected by the N400. As introduced in the hypothesis
section of this chapter, there are two ways of recoding phonology from print. The first
“assembled phonology” is referred to as the process by which phonology can be recoded
according to orthographic information (the orthography-to-phonology transformation). In
contrast, the second “addressed phonology” mainly emphasizes the process through
which phonological representations of a word are retrieved, in an abstract impoverished
fashion, from activated ‘corresponding’ node in the mental lexicon that is directly
addressed by orthographic representations (Patterson & Coltheart, 1987). In line with this
theory, the sensitivity of the N270 to detailed segmental and tonal variables can be
construed as assembled phonological processing that is transformed from orthographic
cues, which confirms the interpretation of the N270 as being associated with
phonological recoding. Given the relationship between the N270 and the N400 in timing,
it seems reasonable to interpret the phonological effects on the N400 as the consequence
of contextual facilitation on the orthography-to-phonology transformation.

Taken together, the impact of phonology on both the N270 and the N400
observed in this reading experiment provides strong evidence against the “direct access”

theory that phonology does not come into play in reading. The findings in the present



246

experiment seem at first sight to lead to the “phonological recoding” theory underscoring
that phonological recoding is the default process used to access semantic meaning. The
hazards of regarding phonology as a default are clear when the logic is taken to its
extreme. Of critical relevance is that the overlapping nature of the N270 with the N400
can not be taken as explicit evidence that orthography to phonology transformation and
semantic activation are processed in a sequence. There is possibility that semantic
processing does not need to wait for the completion of phonological recoding; semantic
meaning of a word may be accessed not only by phonological recoding but also by
activated orthographic codes as well as contextual information (such as syntactic). Such a
pattern may be more congruent with a cascade (Seidenberg & McClelland, 1989) than
with a serial-processing model of word recognition (Coltheart, Patterson, & Marshall,
1980). As a matter of fact, given the view that linguistic working memory is phonetically
organized (Baddeley, 1982), it seems reasonable to argue that one of the functions of
phonological recoding in reading may be to enable the character to be held in working
memory and its context facilitates further Chinese sentence comprehension.

Parsimony requirements would appear to force an interpretation of the present
ERP findings as providing compelling evidence to swing the pendulum toward an interest
in the parallel-distributed model (Seidenberg & McClelland, 1989). According to this
model, phonological transformation occurs in reading and serves to constrain semantic
activation along with orthographic information. Most importantly, the model emphasizes

that two processing routes are not independent of, but actively interact with, each other.



Chapter Five
General Discussion

The goals of the three experiments in the thesis were to determine 1) whether
word prosody in both English and Chinese speech plays a role in constraining semantic
activation of a spoken word/character; 2) whether the processing of continuous acoustic
input of a word/character proceeds in a strictly sequential manner or in a relatively ‘time-
independent’ fashion; 3) whether lexical activation proceeds in an all-or-none fashion -
that is, to explore what function sub-lexical phonology (discrete syllables in multi-
syllabic words or segments in monosyllabic Chinese characters) may play during whole
word recognition; 4) whether segmental phonology is involved in accessing semantic
meaning in silent reading; and, 5) whether word prosodic information is recoded as part
of phonological specification during Chinese reading comprehension. The three
experiments combine to provide converging evidence in favor of the argument that word
prosody exerts important effects in both English and Chinese languages, which implies a
language universal mechanism underlying prosodic phonological processing. The
findings of the three experiments have important implications for both speech and
reading models of word recognition. In addition, the present research implies that ERP
are of great use when the timing and sequencing of cognitive processes are relevant to the

issues of prime concern.

5.1 Word prosodic influences in lexical processing

The present research investigated whether word prosody has any influence on

lexical processing in both speech and reading. The findings of the first English speech
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experiment demonstrated that both the PMN and the N400 that respectively reflect
phonological encoding and semantic analysis were evidently modulated by lexical stress
manipulation. The amplitude of the PMN was determined predominantly by stressed
syllables in contrast with unstressed syllables. Although the amplitude of the N400 was
responsive to both primarily stressed and unstressed information, it was heavily
influenced by primarily stressed syllable encoding. That is, the weighting of the influence
of sub-lexical phonological cues on semantic constraint varies according to their stress
status. Equally, the results of the second Chinese speech experiment indicated that both
the PMN and the N400 were sensitive to lexical tone manipulation. As well as the
sensitivity of the PMN’s amplitude to segmental and tonal variables, its peak latency was
also modulated by discrete segmental and tonal phonological information. The N400’s
amplitude appeared more sensitive to segmental than tonal phonology, although the
sensitivity of the N400 to tonal information was still observed. Based on these findings, it
seems logical to argue that word prosody is represented in the mental lexicon. The coding
of word prosodic information is a crucial part of lexical processing. Given the importance
of word prosody in both English and Chinese spoken word processing, one tends to
conclude that the influence of word prosody on spoken word recognition serves as a
language universal mechanism.

The results of the first two experiments in this thesis seem in accord with several
lines of behavioral research indicating that word prosodic information contributes to
auditory word processing. Quite early in the field of psycholinguistics, there has been
compelling evidence that stress pattern can facilitate auditory word recognition. In a

recognition task, Robinson (1977) presented listeners with nonsense bisyllablic stimuli
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that varied with stress pattern (e.g., Blsev, juBIM, JUlem). The results of this study
demonstrated that foil stimuli that preserved the stress of individual syllables from the
original presentation (e.g., Ellem, when Blsev and JUlem had been presented) induced a
large number of false alarms in contrast with the foil stimuli that changed a syllable’s
stress (e.g., biILEM). In a speech perception experiment, Darwin (1975) required listeners
to repeat one of two simultaneous messages that were presented one to each ear. It was
found that the cognitive system was sensitive to the organizing function of the prosodic
pattern: listeners tended to switch their shadowing to the wrong channel to follow
prosodic continuity even if this switch made the whole message that they repeated
nonsensical. It is concluded that when prosodic continuity and semantic continuity
conflict, listeners tend to give more attention to the former. A contemporary study
conducted by Speer, Crowder, and Thomas (1993) further replicated the findings of
Darwin (1975).

Parallel to this evidence, another line of behavioral research directly taps on the
processing of intact prosody to examine its role in speech perception (Aull, 1984;
Huttenlocher & Zue, 1983; Slowiaczek, 1990; Waible, 1988) and retrieval (Levelt, 1989;
1992). Results from this research underscore the influence of word prosody on word
recognition. For example, Slowiaczek (1990) conducted several behavioral tasks to
determine the influence of lexical stress on the processing of auditory single words. In
three shadowing tasks, it was reliably observed that correctly stressed items facilitated the
time listeners took to name them in contrast with incorrectly stressed items. Similarly, in
a lexical decision task, correctly stressed words were recognized much faster than

incorrectly stressed words. Based on these findings, it was concluded that the code of
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lexical stress reflects an important aspect of word representation in the mental lexicon. In
a seminal behavioral study, participants were asked to categorize an ambiguous initial
stop consonant (/d/ vs. /t/) in either DIgress-TIgress (tigress being the real word by virtue
of correct stress) or diGRESS-tiGRESS (digress the real word) (Connine, Clifton, &
Cutler, 1987). The results of this study demonstrated a significant effect of stress-
determined lexical status in that listeners were more likely to report an ambiguous initial
segment that resulted in a real word (diGRESS or Tlgress) than one that resulted in a
non-word (DIgress or tiGRESS). It seems evident that word prosodic information plays a
role in resolving phonetically ambiguous words.

Likewise, a group of studies in the stress-based language of Dutch demonstrated
the use of stress information in word recognition. Using minimal stress pairs such as
SERvisch vs. serVIES in a sentence context, listeners were asked to discriminate two
successively presented Dutch stimuli with partially presented phonetic transcription
(Jongenburger & van Heuven, 1995). It was found that listeners could accurately
differentiate two minimal stress Dutch word pairs as soon as the whole of the initial
syllable and part of the following vowel quality were provided. A follow-up study
(Jongenburger, 1996) further demonstrated that listeners could accurately discriminate
between two Dutch words that shared a segment-identical initial syllable but different
stress pattern, such as ORgel and orKEST, or a minimal pair such as SERvisch and
serVIES, when presented with only the first syllable. In all, it seems likely that stress
based languages make use of stress information during word recognition.

Further evidence of the importance of stress information in spoken word

processing comes from observation of the effects of ill-formed prosody (such as,
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misplacement of stress or accent-induced stress distortion). For instance, it was expected
that incorrect stress, derived from foreign accents in natural settings, would violate word
recognition if stress information were of relevance in segmenting the speech and
initiating lexical search. Bansal (1966) presented native English listeners with English
words spoken by an Indian speaker. The results of this experiment were indeed consistent
with what was expected. In other research using incorrectly stressed English words, it
was also found that listeners tended to recognize incorrectly stressed English words much
more slowly than correctly stressed words (Bond & Small, 1983; Cutler & Clifton, 1984).
Similar results have been found for Dutch by van Heuven (1985).

As stated in the introduction, tone based languages that boast a highly restricted
range of syllable structures contain a relatively rich tone repertoire. Although lexical tone
research is not extensive in contrast with the literature on lexical stress, there are a
number of studies, the majority of which are spoken word recognition studies, attempting
to get to grips with the nature of lexical tone processing. It has been argued that lexical
tone constrains lexical processing in tone based languages. As stated previously, a
perceptual right ear advantage (REA) in dichotic listening experiments with lexical tone
manipulation demonstrates left hemisphere dominance in lexical tone processing, which
further indicates the linguistic nature of lexical tone. In this regard, it is worth noting that
the N400 in response to Tone targets in the Chinese speech and reading experiments of
this thesis has a left hemisphere distribution. This finding provides further evidence on
the linguistic nature of tone information.

Further evidence of the importance of tone as a linguistic element comes from

behavioral studies of word identification and lexical decision. For example, Ching (1985,
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1988) asked Cantonese listeners to identify lip-read Cantonese words and found that the
identification rate became higher when the fundamental frequency (F,) was presented in
the form of high-pass filtered pulses synchronized with the speaker’s larynx frequency. In
an auditory lexical decision task, lexical priming effects of tonal overlap between a prime
word and its target were observed reliably. More to the point, the magnitude of the tonal
effect seems similar to that of the segmental effect on lexical decision (Cutler & Chen,
1995).

In conclusion, it is reasonable to argue that word prosodic cues are made use of
during auditory word processing, which are independent of segmental phonological
information. However, this argument has not gone without controversy. As indeed in
most of the world’s stress based languages, lexical stress is presented as a minimally
distinctive attribute between words. Taking English language as an example, pairs of
semantically unrelated but homo-segmental words that differ merely in stress pattern are
fewer than a dozen; they include FORbear—forBEAR, FOREarm-foreARM, REtail-
reTAIL, INcite—inSIGHT. Based on the rarity of such minimal stress pairs, it is argued
that lexical stress is not a very valuable source in constraining lexical search. However,
given the aforementioned evidence that a multi-syllabic word with the presence of its
initial syllable was much more easily identified if the stress status of that syllable was
provided (Connine, Clifton, & Cutler, 1987; Connine, Blasko, & Titone, 1993), the view
based on the rarity of minimal stress pairs is not self-evident.

Nonetheless, given the fact that, although rare, such minimal stress word pairs do
exist in English, Cutler (1986) manipulated those word pairs in a cross modal priming

experiment in an attempt to clarify the issue of whether prosody is part of the lexical
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access code. In the cross-modal priming task, the participant listened to a sentence; at
some point during the sentence, a visually presented string of letters (target) was
displayed on the screen. The task demand for the listener was to judge whether or not the
visually presented target was a word. A putative homophone effect observed in such a
task is that if the visually presented target appears right after a homophone in the
sentence, the speed of the listener’s response is faster when it is related to any meaning of
the homophone. For example, both targets “ant” and “spy” are detected faster than the
control word “desk” if the sentence bears the homophone “bug” (Swinney, 1979). In line
with this view, Cutler (1986) hypothesized that if prosody did constrain lexical search as
segments do, the target “ancestor” should not be primed when the sentence contained the
word “forBEAR?” rather than “FORbear”. The findings of her experiment, however,
demonstrated that word pairs like forbear behaved functionally as homophones: both
FORbear and forBEAR improve the lexical decision on words related to either of them
(e.g., ancestor, tolerate). On the basis of these findings, she argued that the lexical codes
for these two word forms are not distinguishable between each other. In other words, it
was proposed that the lexical stress pattern does not function in constraining lexical
search to exclude one of the two possibilities.

In this regard, it seems likely that lexical stress, although available at the acoustic
level, does not play a role in constraining lexical search. Consistent with this argument
are some data from experiments on the processing of tone based Chinese language
indicating that the tonal information has no function in word recognition. For example, in
a categorization task, non-word consonant-vowel syllables were manipulated in terms of

segments (consonant or vowel) or tone dimension (Repp & Lin, 1990). It was found that
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the tonal categorizations were responded to much more slowly than the segmental
decisions. In an auditory lexical decision task, Cutler and Chen (1997) further reported
that a non-word that differs from a real word only in tonal dimension was easily mistaken
as a real word. Using a same-different judgment task, Cutler and Chen note that it is
much slower and more error-prone for Cantonese listeners to make a judgment when two
syllables differ only in tone domain whereas this is not the case when two syllables differ
in segmental dimensions. Based on these findings, it seems that word prosodic
information is only available at the acoustic level, which fails to function in constraining
lexical search.

Caution needs to be exercised before embracing these conclusions, however. It is
worth mentioning that the logic behind the argument addressed by Cutler (1987) is that
lexical access is processed in an all-or-none fashion. FOREarm and foreARM correspond
to either exactly the same lexical access code (to indicate that word stress has no function)
or completely unrelated lexical access codes even though there is segmental phonology
overlap between them. This logic is not tenable, however. As stated in the first and
second experiments of this thesis, segmental phonology of the target word/character,
which has overlapping features (syllables in the first English experiment and onsets and
rimes in the second Chinese speech experiment) with a contextually primed
word/character, provides significant facilitation effects on semantic analysis. These sub-
lexical phonological effects on the semantic constraints observed in these two
experiments suggest that lexical coding may not be all or none but rather indicates a
probabilistic feature of lexical processing: any partial phonological information can to

some degree facilitate the whole word processing. In this regard, it is reasonable to argue
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that the different coding of lexical stress which comes into play during lexical processing
may be overshadowed by the common segmental features of the minimal stress pairs, the
result of which gives rise to the homophone effect. In line with this view, the observation
of homophonic-like effects on minimal stress pairs has not undermined the reliability of
the view that word prosody constrains lexical processing. Rather, it has deepened our
understanding of the nature of lexical processing.

Equally, the “more error-prone and slower responses” observed in the Chinese
performance studies are not evidence enough by themselves to undermine the view that
lexical tone contributes to lexical processing. As stated previously, the behavioral
measure itself is critically influenced by the postlexical characteristics of a process. In
this regard, the safe interpretation of findings employing behavioral measures is limited
by an inability to disentangle lexical processing and post-lexical operations. In line with
the findings observed in this thesis demonstrating the influence of lexical tone during
Chinese character processing, it is reasonable to argue that the “more error-prone and
slower responses” to tonal variables may primarily reflect the influence of lexical stress
information on certain post-lexical sub-processes. For instance, lexical stress information
is used to check an item after access has been completed. In particular, it has been shown
that the neighborhood density for homophones that have a common segmental phonology
but vary in the tonal dimension is very intensive in the Chinese language. On the basis of
the Modern Chinese Frequency Dictionary compiled in 1986, 4574 Chinese characters
make up full coverage of a 1,800,000-character corpus in daily use. The most notable is
that when tone variables are disregarded, there are only about 420 distinct segmental-

defined syllables in Chinese. That is, there are almost 11 Chinese characters that share the
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common segmental phonology (Tan & Perfetti, 1997). Taking this high homophonic
density into consideration, the “more error-prone and slow response” to tonal
manipulation can be convincingly accounted for by the relative difficulty in
discriminating between homophonic characters identical in segments but different in tone
during post-lexically sub-processes (e.g., decision making). On this view, the “more
error-prone and slow response” may not be a counter example against the view that
lexical stress is represented in the mental lexicon. Instead, such data may, from a post-
lexical position, highlight the impact of lexical tone on language processing.

In short, the present findings in this thesis along with the behavioral data in the
literature provide compelling evidence that word prosody is decoded during lexical
processing. These data also indicate that word prosody is involved in lexical processing
in a way that is not specific to only a single language but indeed reflects the common
aspects of language processing between two very different languages such as English and
Mandarin. However, it is worth emphasizing that, although the involvement of word
prosody in constraining lexical search implies a language universal, the means and
procedures by which word prosody influences lexical processing may vary with different
languages insofar as the prosodic attributes of the languages themselves differ. For
example, lexical stress in the first experiment functions at the level of monitoring the
initiation of lexical attempts and manipulating the weighting of syllable-sized sub-lexical
phonology in constraining semantic meaning. In contrast, lexical tone in the second
experiment does not show exclusively the same function given the phonological features
of the Chinese language itself (the strictly monosyllabic structure for each Chinese

character).
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Given the fact that lexical tone plays a role in spoken word processing, one may
wonder whether word prosody exerts some effects on reading comprehension. The
findings of the third Chinese reading experiment imply that lexical tone is encoded
during visual Chinese character processing and along with segmental phonology plays a
crucial role in visual character recognition. Although requiring replication, the evidence
in the third experiment that lexical tone is exploited in reading processing provides an
opportunity for further exploring the mechanisms undetlying word prosody in reading
comprehension. Meanwhile, these findings in turn further corroborate the view that word

prosody is part of a lexical representation in the mental lexicon.

5.2 Implications for Speech Models of Word Recognition
5.2.1 The directionality of lexical processing:

The present research questions the position held by the TRACE model that the
mapping of the acoustic input onto mental representations of word forms is non-
directional (Elman & McClelland, 1986; McClelland & Elman, 1986). The proponents of
the TRACE model argue that the directionality of the mapping is less relevant. What is
more important, on the basis of the TRACE model, is the overall goodness of fit between
the acoustic input and a selected lexical representation, in contrast with the input’s total
amount of overlap with other potential candidates. However, the predominant role of
primary stressed syllables in lexical processing in the first experiment implies that this is
not the case. Rather, the salience that primary stressed information has for lexical
processing suggests the intrinsically directional properties of the mental representation of

lexical forms.



258

The present research findings are not in line with the claim at the heart of the
Cohort model that lexical activation progresses in an “exclusively” sequential fashion
(Marslen-Wilson & Zwitserlood, 1989). It is evident that speech input has intrinsic
directionality in time. The speech signal is unfolded over time, moving successively from
beginning to end, with limited overlap between phonemes (co-articulation). Following
this account, proponents of the Cohort Model stress that lexical processing must follow
the deployment of speech in a time-shadowing fashion. The acoustic information arriving
first in time is always processed first. The mental representation of a lexical form is seen
as “a sequence of independent representational units (such as segments), strung together
like a string of beads” (Marslen-Wilson & Zwitserlood, 1989, p.584). Although this
description sounds tenable on intuitive grounds, the strictly sequential claim has been
repeatedly questioned by an increasing number of behavioral studies. As stated in the
introduction, there exists considerable evidence that word initial information does not
play a predominant role in lexical processing, relative to later portions of the word (e.g.,
Connine, Blasko, & Titone, 1993; Slowiaczek, Nusbaum, & Pisoni, 1987; Radeau,
Morais, & Segui, 1995). Also, there is ample evidence that word onsets are not always
accessed before later portions of a word (e.g., Cutler, 1992). Yet, given the critical
sensitivity of the behavioral performance itself to post-lexical operations, despite the
abundance of contradictory data, the influence that the sequential processing claim has
particularly on the contemporary neuro-psycholinguistic research, seems to be as lively as
ever.

In contrast with behavioral measures, ERPs are of great use to provide reliable

information pertaining to the timing and sequencing of cognitive processing engaged
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during language. With this in mind, the present research provides direct evidence that
there is an intrinsic directionality in lexical processing; nonetheless, the directionality is
not determined by the temporal sequential nature of speech but appears dependent upon
the position of primary stressed syllables in a word. Simply put, lexical processing gives
its priority to primary stressed syllables (irrespective of their positions in words) instead
of temporally early input. With initial-stress words (e.g., “wonder”), lexical activation
may proceed in a sequential fashion at the syllabic level. However, with non-initial-stress
words (e.g., “idea”, “polite”), lexical activation begins on the primary stressed syllable in
a non-sequential manner. The findings of the first experiment further suggest that a
complementary process on initial-unstressed syllables concurs with the process
dominated by primary stressed information (the parallel hypothesis proposed in the
Chapter two). As a matter of fact, the directionality view that takes word prosody into
account also sounds convincing from the speech segmentation stand point: if word onset
information is always highlighted in speech stream it may well be optimally efficient for
lexical activation to progress in a sequential fashion as the acoustic input unfolds over
time. However, as stated in the introduction, word boundary is not specified in
continuous speech. In this account, the stress guide strategy can be effectively seen as an
optimal approach to conduct lexical search (Cutler, 1992).

In an attempt to get a better understanding of the nature of the directionality in
lexical processing, the complexity provided by the above view for multi-syllabic English
word processing brings another issue into focus. That is, does lexical processing of
monosyllabic words proceed in a strictly sequential way or does it progress in a ‘time-

independent’ fashion? It is noteworthy that the peak latency of the PMN in the Rime
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condition in the Chinese speech experiment appears earlier than that in the Onset
condition. On the basis of the assumption that the different peak latencies of the PMN
corresponding to onset and rime manipulations may reflect temporally distinct aspects of
the processing sequence, one may speculate that rime encoding in monosyllabic Chinese
characters proceeds earlier than onset encoding. If this speculation holds a grain of truth,
the strictly sequential strategy even fails to be exploited in monosyllabic word
recognition.

Compatible with the aforementioned Chinese findings, there is a considerable
body of evidence that the rime and the onset for monosyllabic English words present
distinct patterns of phonological overlapping effects. It has been repeatedly reported that
onset phonological overlap between spoken monosyllabic probe words and preceding
primes (e.g., Black—Bless) in the shadowing task produces little facilitation effect at
short lags, for instance, with a 20 ms interval between prime and probe (ISI). However,
with the increase of the ISI, a facilitation effect is observed initially and then an
increasing inhibition effect of onset phonological overlap surfaces (Goldinger, 1999;
Hamburger & Slowiaczek, 1996; Monsell & Hirsh, 1998; Radeau & Colin, 1996;
Slowiaczek & Hamburger, 1992; Radeau, Morais, & Segui, 1995). Given that these
results cannot be replicated when preceding primes are non-words (Radeau, Morais,
Dewier, 1989; Slowiaczek & Hamburger, 1992), the inhibition effect is thought to be
influenced by sub-processes at the lexical and post-lexical stages. It is surmised that the
activation of onset phonological representation may occur close to lexical-level processes.

Different from the onset overlap effect, the rime phonological overlap between

auditory target and auditory prime produces a reliable facilitation effect at the short lag
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(e.g., 20-ms ISI) in both shadowing task and lexical decision task (e.g., Radeau, Morais,
& Segui, 1995; Slowiaczek, McQueen, Soltano, & Lynch, 2000). Of particular interest is
that the facilitation effect is equally observed with both word and non-word primes.
Given the assumption that non-word primes would not activate monosyllabic lexical
representations to any significant degree (Marslen-Wilson, Moss, & van Halen, 1996),
the equivalent effect with word and non-word primes implies that the facilitation is more
susceptible to perceptual processing (pre-lexical). Put differently, one may argue that
activation of rime phonology in auditory English monosyllabic words may occur
temporally earlier than that of onset phonological representation.

Taken together, the present research along with the behavioral findings cited
above suggests that there is a certain directionality of mapping processes that, however,
does not follow the sequential continuous nature of the speech stream. Furthermore, the
directionality of lexical processing seems language-universal. Unfortunately, given the
limited nature of the information presented in the literature, the exact nature of the

processing directionality needs to be further explored in future research.

5.2.2 Sub-lexical influences on whole word processing

The present research provides compelling evidence that sub-lexical phonology
(e.g., /'wAn/ in the word “wonder” or the segmental information /m/ in the Chinese
character /ma3/ ) exerts critical effects on spoken word processing. In this view, the
mechanism underlying spoken word processing involves a less binding commitment
instead of an all-or-none decision. In particular, the present research challenges the

inhibition position held by the TRACE model. Instead, it supports the facilitation claim
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advocated by the Cohort model that sub-lexical phonology including syllables in multi-
syllabic words and segments (onsets and rimes) in monosyllabic characters produces a
facilitation effect on word recognition.

As stated in Chapter Two, compelling evidence for this facilitation view has been
obtained in a number of behavioral studies. For example, using a cross-modal priming
paradigm, Shillcock (1990) asked subjects to make lexical decisions on the visually
presented target item that was preceded by aurally presented primes. The target was
either related to the homophone of one syllable of the spoken prime (e.g., “rib” for
“trombone”™) or was unrelated (e.g., “bee”). A clear facilitation instead of inhibition
effect was found: lexical decisions to the targets such as “rib” were much faster and more
accurate than those to the targets such as “bee”. Consistent with the Cohort model, it is
reasoned that the most suitable candidate for the auditory prime does not deactivate or
inhibit those alternatives that are semantically or phonologically associated with part of
the acoustic input (syllables in this case). Instead, those alternatives are active for a
period of time, which makes it possible that the sub-lexical syllable “bone” in
“trombone” primes the target “rib”.

According to the findings in the first experiment, it is further emphasized that the
weighting of the facilitation roles of syllables in multi-syllabic English word processing
varies according to their stress status: stressed syllables may give more salient
contributions to semantic activation than unstressed syllables. In this account, the
modified Cohort model that takes word prosody into account needs to be considered in

speech research.
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Some behavioral data provide converging, albeit implicit, evidence in favor of the
modified Cohort model. For instance, in a cross-modal priming study (Swinney, 1981),
the sub-lexical facilitation effect was more apparent in initial embedded words (e.g.,
“boy” in “boycott”) but less discernible in final embedded words (e.g., “cot”). These
results seem at odds with the sub-lexical phonological facilitation claim. However, close
examination of the stimuli used in this study reveals that the syllables of interest in most
final embedded words were unstressed. In this regard, the results do not in fact challenge
but truly support the viability of the modified Cohort model. On the basis of the
modified Cohort model, the weak facilitation effect on final embedded words can be
appropriately accounted for with the stress status of priming syllables. As for the
Shillcock’s (1990) study mentioned above, the reliable facilitation effect observed can be
interpreted in line with the modified Cohort model in that sub-lexical cues of primes that

produced robust facilitation effects were all stressed syllables.

5.3 Implications for Reading Models of Word Recognition

The present findings in the third experiment of the thesis provide explicit
converging evidence in favor of the “phonological mediation” theory (e.g., parallel
distributed model proposed by Seidenberg & McClelland, 1989). According to this
theory, phonology serves an important function in reading comprehension (Xu, 1991;
Zhang & Perfetti, 1993). Of particular importance is that phonology plays a role in
accessing the meaning of a word. Nonetheless, contrary to the “phonological recoding”

theory, phonological recoding on the basis of the mediation theory is not the exclusive
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solution in access to semantic meaning. Rather, orthography and phonology interact with
each other and both exert their influence on semantic activation of a word.

The present research stands in stark contrast with the “direct access” theory. To
date, a widespread viewpoint of Chinese reading has been the direct access theory.
According to this theory, readers of Chinese access semantic meaning of a character on
the basis of the orthographic or visual representation of the character without the
involvement of phonology (e.g., Barron, 1978; Smith, 1985; Shen & Forster, 1999; Wong
& Chen, 1999). The logic behind this theory has relied mainly on analyses of the Chinese
writing system. Chinese is an ideographic language in which each Chinese character has
its own symbol. The characteristics of Chinese morpho-syllabic writing system make
viable the assumption that the Chinese graphemes map onto meaningful morphemes
instead of phonemes in the spoken language as alphabetic languages do. In line with this
assumption, advocates of the direct access theory claim that readers of ideographic
languages comprehend written characters by means of a visual-orthographic pathway;
they do not necessarily use the strategy of decoding orthography to phonology in order to
constrain semantic meaning.

Although the direct access explanation sounds convincing on intuitive grounds,
the present research nonetheless does not support it. The major fallacy of the direct
access claim is that it only takes into consideration analyses of writing systems rather
than of human language and cognitive processing. It is argued that the form of a writing
system such as a sign script of Chinese may influence the means and processes through
which orthographic representations are transformed to phonological codes. However, a

writing system does not necessarily function in restraining the occurrence of
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phonological activation in an all-or-none manner (Perfetti & Zhang, 1995). That is, if
phonological recoding reflects aspects of human language reading, it may be optimally
efficient for the reader to transform orthographic representations into phonological codes
regardless of what type of orthographic symbols he or she is reading (e.g., Perfetti &
Zhang, 1995; Tzeng, Hung, & Wang, 1977). Undoubtedly, the present research strongly
supports this view.

According to the findings in the third experiment of the thesis, the sensitivity of
the N270 to the distinct segmental and tonal information, along with the reliable
phonological priming effects on the N400, reinforces the argument that phonological
processing occurs as a component of Chinese language reading. In support of the
arguments for the involvement of phonology in Chinese reading, there is considerable
behavioral evidence that phonology helps constrain semantic meaning of words and
ample evidence that phonology is recoded automatically (e.g., Chua, 1999; Perfetti &
Zhang, 1995; Tan & Perfetti, 1997; Xu, Pollatsek, & Potter, 1999).

In particular, the phonological priming effects on the N270 and the N400 have
been reliably observed in a good number of English reading studies (e.g., Forbes, 1999;
Newman, 2000). Although it remains an open question concerning the extent of the
confounding of orthography with phonological function in English reading, the reliable
phonological effects observed in both English and Chinese ERP studies nonetheless lead
to a reasonable argument that phonological recoding may reflect aspects of language-
universal mechanisms underlying reading comprehension.

The present research further demonstrates that lexical tonal information, along

with segmental cues, plays an important role in access to semantic meaning in Chinese
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reading. This gives rise to the argument that word prosody is part of phonological codes
transformed from print. Compatible with the present research, several behavioral studies
have also provided converging evidence in favor of this argument (e.g., Spinks, Liu,
Perfetti, et al., 2000; Xu, Pollatsek, & Potter, 1999). For example, in an attempt to
explore the function of phonology in semantic activation of Chinese characters, Spinks
and colleagues (2000) carried out a Stroop study in which subjects named the ink color of
viewed Chinese characters or color patches. In this study, color characters and their
homophones without orthographic similarity to color characters were used as target
stimuli. The homophone stimuli included homophones with the same tone and
homophones with different tones. It was hypothesized that if meaning activation is
constrained by both orthographic and phonological representations, the homophones of
color characters should produce interference with color naming although the magnitude
of this interference would be smaller than that induced by color characters. The findings
of this study confirmed their hypothesis and therefore corroborate the argument that
phonology is indeed activated and involved in the access of semantic meaning of a
character. The most notable finding in this study is that the interference effect was more
robust for homophones with the same tone than for those with a different tone. Based on
this finding, it seems likely that a Chinese character’s phonological code activated in
reading includes both segmental information (onset and rime) and tonal information
(word prosody).

Taking all the above into account, it is reasonable to argue that phonology is
involved in the access of semantic meaning in reading. More relevantly, phonological

representations are not recoded from print in an abstract impoverished manner. Instead,
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they contain, in effect, a complete phonological specification of a Chinese character,

which includes not only segmental but also word prosodic information.

5.4 Directions for Future Research

To date, there has been growing evidence for the different presentation forms of
the function of word prosodic information in lexical processing between English and
Chinese. In the future, it will be important to address the issue of whether the effects of
word prosody in word recognition are brought into play simply by the presence of a
particular language prosodic structure itself in the speech input. A good number of speech
perception studies have suggested that the utility of word prosodic information differs as
a function of the listener’s language experience. For instance, native speakers of tone-
based languages (e.g., Chinese) have difficulty in discriminating stress contrasts in
English language (e.g., Dupoux, Pallier, Sebastian, et al., 1997). In turn, speakers of
stress-based languages (e.g., English) have trouble in determining Cantonese and
Mandarin tones. It is worth mentioning that speakers of these two tone-based languages
were found to be better at discriminating tone contrasts of their mother language than of
the other tone language (Lee, Vakoch, & Wurm, 1996).

Taking these performance data into consideration, it is hypothesized that lexical
stress during spoken English word recognition may not exert its optimal effect on
semantic constraints if subjects are Chinese speakers who have English as their second
language, in contrast with native English speakers. In an attempt to determine the

viability of this proposal, a future ERP experiment could be carried out, in which the
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same stimuli and experimental designs as the first experiment would be used and native

Chinese speakers who can speak English fluently would be tested.
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Summary

Event related brain potentials were used in the three experiments of the thesis to
examine the roles of word prosody and sub-lexical phonology in speech and reading. The
findings obtained in the present research suggest that word prosodic information, along
with segmental phonology, plays an important role in both Chinese and English spoken
word processing. The involvement of word prosody in both English and Chinese speech
implies a language universal mechanism underlying prosodic phonological processing.
The findings also suggest that lexical processing does not proceed in an all-or-none
fashion. Rather, sub-lexical information plays a facilitation role in whole word processing.
The results of the third experiment provide strong support for the “phonological
mediation” theory. It is concluded that word prosody is recoded as part of complete

phonological specification of a Chinese character during silent reading.
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Sentence Stimuli used in each of the five experimental conditions in Experiment 1.
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Stimuli in the CONGRUENT Condition

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

The daisy is a very pretty flower.

The maple leaf is a well-known national symbol.

The townspeople voted to elect a mayor.

Julie took her car over to PEI on the ferry.

Salt and pepper are condiments.

At the end of a drum roll the drummer usually hits a eymbal.
The apartment was described in the newspaper’s rental section.
The bank robber escaped with all the money.

Every night Jenny’s mother told her a bedtime story.
The police officer gave jack a speeding ticket.
Tommy brought a present to the birthday party.

Tony wants to go to the rock concert.

The author’s novel was made into a movie.

The comedian’s joke was really funny.

Jason lost his driver’s license.

Michael borrowed a novel from the public library.

She tied her hair up in a blue ribbon.

Three people were killed in a major highway aecident.
Plants will not grow in dry weather.

Sharon dried the bowls with a towel.

Paddy cut the fabric \;\lith a pair of scissors.

Mike pointed to the picture with his index finger.
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23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.
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The lost motorist pulled over to ask for directions.

The lawyer feared his client was guilty.

New York is a very busy city.

The better students thought the test was too easy.

Jill looked back through the open window.

The surgeon tried in vain to save his patient.

No one wants to hire a man who just got out of prison.

The side of the road was covered with bottles and other litter.

The almond orchard had blossomed but a disease made the flowers wither.
They use X-ray machines to search everyone’s luggage for weapons.
The dog is a beagle.

The crocodile is a strange-looking creature.

Every morning she cooks omelets for breakfast.

Until he died did the dog remain faithful to his master.

That actor attended the last Cannes Film Festival.

The cat family includes lions and tigers.

The baker was covered in white flour.

Billy put his tooth under his pillow for the tooth fairy.



Stimuli in the LIGHT/POLITE (Stress noninitial — Prime noninitial) condition

1.

2.

8.

9.

10

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

That large brown animal is a grizzly forbear (bear).

Karen went on the ferris wheel at the country affair (fair).

. When he gets to the end of the walk he must open the negate (gate).
. Eight minus six equals tattoo (two).

. Bill’s trust was something Jane had to work hard to again (gain).

. She told the lost tourist to turn right at the traffic polite (light).

. In polka game, every one has a chance to forbid (bid).

It is easier to view the stars at ignite (night).

Tomorrow the ship will set assail (sail).

. The dog wagged its detail (tail).

The shoes were too small for Mike’s defeat (feet).

The baker baked a dozen loaves of inbred (bread).

The spaghetti was served with an Italian tomato resource (sauce).
After surgery the blind man regained his excite (sight).
Colleen bought an outfit to aware (wear).

Cindy took out enough money for bus unfair (fare).

The king’s death ended his long terrain (reign).

He put the toast on the breakfast betray (tray).

The laundry soap did not remove the coffee abstain (stain).
Donna built a sandcastle with her shovel and impale (pail).
The prisoner had a sink in his excel (cell).

The number of legs a spider has is create (eight).
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23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.
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The campers listened to their leader tell an old wives’ entail (tale).

Table salt is fine grained but rock salt is recourse (coarse).

Before the director was satisfied, we had to do a dozen of mistakes (takes).
Lori remembered she had to meet her friend but she forgot when and beware (where).
Frank buttered his dinner enrol (roll).

The dog whistle is too high for humans to adhere (hear).

Many people refuse to wear animal prefer (fur).

This type of tree is called a Douglas infer (fir).

Bob bought an apple, an orange and a compare (pear).

Mary raked the autumn leaves into a large compile (pile).

Janice knocked on her neighbor's front adere (door).

The losing gambler insisted placing another abet (bet).

The bird on the birdfeeder ate every last exceed (seed).

Shuffle the cards before you ordeal (deal).

The number of students was 120 at the last discount (count).

At last the time for action had become (come).

She took the baby out of the theatre when he started to decry (cry).

A single sheet of glass in a window frame is commonly termed campaign (pane).
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Stimuli in the ONE/WONDER (Stress initial — Prime initial) condition

1.

2.

(8]

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

The boxing match started at the sound of the Belted (bell).

The worker climbed up the telephone poultry (pole).

. Eight minus seven equals wonder (one).

To keep the boat from sinking the man had to baleful (bail).

To hide the treasure the pirates dug a deep holder (hole).

The patient was given medicine to ease her painting (pain).

The students learned how to multiply, divide, subtract and advertise (add).
Eight thousand people were surveyed in a Gallup polka (poll).

Make sure everything is ready when the committee members comfort (come).
Ned has a daughter and a Sunday (son).

Nov 11 is Canadian Remembrance data (day).

The class baked a cake and everyone had a peaceful (piece).

The sum of all the parts equals a holster (whole).

When the sun set, the prisoner went back to his seldom (cell).

When Gerald bent over his pants ripped along the seemly (seam).

Sam adjusted the sound of the stereo using the treble and the basement (bass).
Such a shameless request deserves the answer noble (no).

The church steeple has a weather vainly (vane).

Belts are worn around your wasteful (waist).

There are seven days in a weakness (week).

Water and sunshine help plants grocery (grow).

After finishing their homework the children went out to Plato (play).
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23. Before a law is passed, it is called a building (bill).

24. Ryan writes with his left handsome (hand).

25. The children climbed up the apple treaty (tree).

26. An honest person could never tell a lion (lie).

27. Little Joe took off one shoe but kept wearing the other shooting (shoe).

28. The author dedicated the book to those that had encouraged him to rightful (write).
29. She was too impatient to stand around and weightless (wait).

30. The antique bed looks beautiful but very uncomfortable to sleep incident (in).
31. After the talk everyone had cheese and crackers with winding (wine).

32. He hung the clothes on the line to air driver (dry).

33. When the moon is full it is hard to see many stars or the milky weighted (way).
34. We became impatient because the service was very slogan (slow).

35. April eleventh is when Tina’s math assignment is duty (due).

36. Some people like to drink coffee and some like to drink tedious (tea).

37. Their favorite dessert is Apple pirate (pie).

38. With the microscope you can see a special red blood selfish (cell).

39. Nancy likes the apple pie but I prefer the cherry pilot (pie).

40. He tried to put the pieces of the broken plate back together with gloomy (glue).
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Stimuli in the EYE/IDEA (Stress noninitial — Prime initial) condition

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

A female deer can be called a domestic (doe).

A Volvo is a popular cartoon (car).

The pirate wore a patch over his identical (eye).

The fact that the Canadian flag is red and white is something that most people nobel
(know).

Under the sun, the diamond shone with every humane (hue).
Is this the book you are looking formation (for).

Your mother told me to ask united (you).

The pupil is the black opening in your irenic (eye).

Kevin’s car was brand neutrality (new).

In class the students sat in the first robust (row).

Fred stubbed his big tonality (toe).

George wants to go to the movie and so do Idea (I).

The congregation sang a himself (hymn).

The answer to the question was either yes or nomadic (no).
The Bible says stealing food is a sincere (sin).

Your life ends when you dynamic (die).

A female sheep is called a unique (ewe).

When Jim’s car went into the ditch he called a garage to get a tomato (tow).
The grass was wet from the morning duet (dew).

Joan handed her essay in when it was duplicity (due).

She unlocked the door with a kinetic (key).



22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.
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The sad film made the woman criterion (cry).

The squirrel stored some nuts in the tremendous (tree).

He liked lemon and sugar in his teetotaller (tea).

Eight plus two equals tendentious (ten).

On the last Thanksgiving Day Grandma baked a pumpkin pioneer (pie).

Her parents call her Susan but her friends just call her supine (sue).

She did not believe this story and replied sarcastically: "Is that sobriety" (so).
His parents were killed in a plane rectangular (wreck).

I had to wear Velcro sneakers until I learned how to titanic (tie).

The basketball star had to sit out the season because of his sprained mnemonic (knee).
A stream of radiation from outer space is called a cosmic regime (ray).

He did not worry about burglars because he kept that fierce dogmatic (dog).
The antique chair was beautiful but very uncomfortable to sit inadequate (in).
My car has broken down; will you give me a totality (tow).

A hat can also be called a captivity (cap).

The indefinite article modifying the word 'elephant' is ancestral (an).

The room was hot so he turned on the electric fantastic (fan).

Joe was not accustomed to refusing people by saying November (no).

This chemical that gives the wall a shining blue is a special type of diversity (dye).
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Stimuli in the INCONGRUENT condition

1. The manager phoned the applicant that he decided to plaster (hire).

2. The waiter recommended a sparkling white difference (wine).

3. Susan joined a convent and became a planet (nun).

4. The article discussed the inequality between the rich and the language (poor).
5. Janice went outside to get some fresh embassy (air).

6. The highest part of the mountain is the rabbit (peak).

7. The soldier’s wounds took a long time to monkey (heal).

8. Oak and mahogany are both expensive types of dialogue (wood).

9. The dove is a sign of bicycle (peace).

10. The yellow part of an egg is called the effort (yoke).

11. When the princess kissed the frog it turned into a rebbery (prince).

12. Fortunetellers talk about the present, future and slippers (past).

13. The teacher told her class a story about a tortoise and a dinner (hare).
14. The piano is out of diary (tune).

15. Eight minus seven equals Africa (one).

16. The teacher wrote the problem on the forest (blackboard).

17. The child was born with a rare heater (disease).

18. The movie was so packed that they couldn't find a single beautiful (seat).
19. Fred realized the old house was up for elbows (sale).

20. If the crowd quiets down the band will diamond (start).

21. Steve is a student who hangs on the professor's every marathon (word).

22. The company has gradually bought out its smaller yellow (rivals).



23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.
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The parents pleaded with their daughter to come valley (home).

We sometimes forget that golf is just a pencil (game).

His leaving home amazed all his posters (family).

My aunt liked to read the daily mountain (newspaper).

Doug is strong but Joe is really swimming (weak).

After dinner they washed the autumn (dishes).

The campers cooked dinner over an open shifty (fire).

By way of apology he sent her a dozen long stemmed lobsters (roses).

There were advantages to living in a city but Marsha moved to a small town for the
peace and wedding (quietness).

The old milk tasted very machine (sour).

He hadn’t paid any of the bills so the power company cut off the pillow (electricity).
A person who inherits a family fortune is called an absent (heir).

A wild pig is also called a liar (boar).

The puppy was so expensive because it was pure neighbor (bred).

Yoghurt is sold either with fruit or it is just heaven (plain).

The power went out last night and all the food went dictionary (bad).

The stagnant green pond was a breeding ground for listeners (mosquitoes).

The spider sat in its web awaiting a closet (fly).



APPENDIX B
Table B1

ANOVA for PMN Amplitude Data for Condition X Time X Site Analysis for Experiment

1

Source df MSE E
Condition 4,56 96.65 30.57*
Time 2,28 10.69 0.63
Site 16,224 10.66 11.04*
Condition X Time 8,112 11.29 7.02*
Condition X Site 64,896 6.16 4.19*
Time X Site 32,448 0.57 2.89%
Condition X Time X Site 128,1792 0.67 2.60*
*p<.05
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Table B2
Mean Amplitudes (in uV) (and Standard Errors) for the Condition X Time X Region

analysis for the PMN component in Experiment 1.

Mean amplitudes in the 200-250 ms time interval
Frontal Central Parietal Temporal Occipital
Congruent 0.50(0.53) 1.81(0.65) 2.71(0.67)  0.73(0.38) 1.87(0.67)
Count-Discount -0.80(0.58) -0.27(0.54) 1.28(0.54) 0.20(0.30) 1.39(0.51)
One-Wonder -0.26(0.45) 1.30(0.69) 2.32(0.82) 0.68 (0.48) 1.74(0.78)
Car-Cartoon -1.65(0.67) -1.56 (0.58) -0.70(0.52) -0.46(0.27)  -0.00 (0.56)

Incongruent -2.16 (0.60) -2.95(0.59) -2.63 (0.70) -1.35(0.37)  -1.93 (0.61)

Mean amplitudes in the 250-300ms time interval
Frontal Central Parietal Temporal Occipital
Congruent 0.58(0.47) 2.09(0.63) 3.25(0.63)  1.14(0.35) 2.50(0.59)
Count-Discount  0.06(0.56) 0.79(0.49) 2.03(0.57) 0.40(0.31) 1.73(0.61)
One-Wonder 0.43(0.43) 1.92(0.57) 2.74(0.76)  0.94(0.44) 1.91(0.80)
Car-Cartoon -2.18(0.59) -2.31(0.53) -1.22(0.44) -0.98(0.28)  -0.65(0.52)

Incongruent -2.77(0.60) -3.41(0.56) -2.93(0.58) -1.71(0.34)  -1.85(0.50)



Table B2 con’t

Congruent
Count-Discount
One-Wonder
Car-Cartoon

Incongruent

Mean amplitudes in the 300-350ms time interval

Frontal
0.21(0.49)

0.79(0.53)
0.26(0.52)
-3.11(0.57)

-3.42(0.52)

Central

2.45(0.67)
1.70(0.56)
1.45(0.70)
-3.07(0.58)

-4.17(0.55)

Parietal
4.17(0.64)
2.85(0.59)
2.06(0.71)
-1.54(0.60)

-3.52(0.66)

Temporal
1.31(0.33)
0.64(0.36)
0.70(0.44)
-1.42(0.30)

-2.30(0.37)

Occipital

3.60(0.63)
2.32(0.66)
1.26(0.63)
-0.50(0.66)

-2.49(0.63)
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Table B3

ANOVA for PMN Amplitude Data for Condition X Time X Region X Hemisphere

Analysis for Experiment 1.

Source df MSE F
Condition 4,56 58.62 29.56*
Time 2,28 6.80 0.37
Region 4,56 12.88 17.03*
Hemisphere 1,14 25.55 1.54
Condition X Time 8,112 6.68 6.55*
Condition X Region 16,224 8.02 4.86*
Time X Region 8,112 0.66 2.60
Condition X Time X Region 32,448 0.84 3.03*
Condition X Hemisphere 4,56 8.33 0.51
Time X Hemisphere 2,28 1.47 3.13
Condition X Time X Hemisphere 8,112 1.38 1.81
Region X Hemisphere 4,56 1.78 2.14
Condition X Region X Hemisphere 16,224 1.40 1.79
Time X Region X Hemisphere 8,112 0.14 2.23
Condition X Time X Region X Hemisphere 32,448 0.17 1.62

*p <.05
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Table B4

ANOVA for N400 Amplitude Data for Cond*ion X Time X Site Analysis for

Experiment 1.

Source df MSE E
Condition 4,56 226.85 27.30%
Time 5,70 87.18 34.44*
Site 16, 224 53.45 31.00*
Condition X Time 20, 280 22.98 6.28*
Condition X Site 64,896 15.93 3.93*
Time X Site 80, 1120 2.18 22.93*
Condition X Time X Site 320, 4480 0.98 2.63*

*p < .05



Table B5
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Mean amplitudes (in uV) (and Standard Deviations) for the PMN and N400 components

in Experiment 1

Stimulus Conditions

Congruent
Count- Discount
One- Wonder
Car- Cartoon

Incongruent

PMN

1.93(0.44)
1.01(0.37)
1.30(0.54)
-1.42(0.38)

-2.64(0.44)

N400

3.77(0.50)
3.10(0.55)
0.74(0.62)
0.03(0.44)

-0.93(0.51)
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Table B4
ANOVA for N400 Amplitude Data for Condition X Time X Region X Hemisphere

Analysis for Experiment 1.

Source df MSE F
Condition 4,56 136.22 27.35%
Time 5,70 55.79 36.65*
Region 4,56 64.41 45.86*
Hemisphere 1,14 58.23 5.03*
Condition X Time 20,280 13.61 6.79*
Condition X Region 16,224 20.72 4.87*
Time X Region 20, 280 2.99 29.22%
Condition X Time X Region 80, 1120 1.13 3.50*
Condition X Hemisphere 4, 56 20.39 0.78
Time X Hemisphere 5,70 2.26 0.68
Condition X Time X Hemisphere 20, 280 2.39 1.31
Region X Hemisphere 4,56 10.30 3.34*
Condition X Region X Hemisphere 16,224 4.09 2.64*
Time X Region X Hemisphere 20, 280 0.41 3.09%
Condition X Time X Region X Hemisphere 80,1120 0.19 2.04*

*p< .05
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Table B5

Mean N400 amplitudes (in uV) (and Standard Deviations) for main effect for

Hemisphere factor for Experiment 1.

Hemisphere

Left hemisphere 1.37(0.42)

Right hemisphere 1.88(0.41)



APPENDIX C
Chinese four-character proverb stimuli used in each of the five experimental conditions in

Experiments 2 & 3.
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Stimuli in the Congruent Condition
1. &8 /ming3/
2. )Ml /hai3/
3. AHAE% /mengd/
4. B[R [xiangd/
5. KNSR MHeil/
6. MK EAT /shou3/
7. KRB fyil/
8. HAMK /tianl/
9. AR /suo3/
10. ¥ hA 4= /land/
11. f5 55 /qiong2/
12. SFRTCH /qi2/
13. ¥R —¥ /xinl/
14. M1 F 1% /xiao3/
15. W4%4d%l /zhenl/
16. %3485 4& /huang2/
17. 25t 8] 44 /ming2/
18. BAREAK fyil/
19. 95 % K& /liangd/

20. ZRIERH /suand/



21. LWL Jying3/
22. R 1 /kou3/
23. & T RIA /chi3/
24. y&IEERE /hu3/
25. AFHEKEE frul/
26. 7 _F A /xiad/
27. F§ 2 UME /heng2/
28. [ET A 9E /han2/
29. F Mg /za0d/
30. KR, /sed/
31. BH LM /jingl/
32. Hi KW /bo2/
33. ¥y B /gu3/
34, W A1 /qing2/
35. =N a3/
36. B LK /qiu2/
37. HRHAH M /zhao4/
38. JA-LMEAHT /jiand/
39. EXIT fji2/

40. R KM /guand/
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Stimuli in the Onset Condition

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20

W s I S7.(R) /lid/—/qid/

O THE(B) /qi2/—/ji2/

23R HUWL(HE) /fan1/«<—/banl/
M2 W5 (F8) /huangl/«<—/shuangl/
& FZ¥E(l) /banl/<— /shanl/
1T & RHEE) /kel/«/chel/

5 L — VR (k&) /he2/—/ge2/
T % (BR) /luod/—/kuod/
A2 T (R) /dud/«—/shud/
FEH 22 (F) mu3/«—/yua3/
PLIEAL BB (3A) /mod/—/pod/
Yy 7 (BE) /qian2/—/lian2/
W, X EECR) Ipei2/—/wei2/
RER 4 (3R) /gei3/—/mei3/
Z 54 KA () /biand/«—/jiand/
AT % H 2(K) /chad/—/dad/

B TR GR) /feil/— /beil/

W ok 40T () tingl/—/qing1/

AR ZE(RR) /bid/—lyid/

UTERESA(E) /Nan2/«—/yan2/
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21. R VE 1 2:(FK) /duo3/—/suo3/

22. W W VE(Z) /hun2/«~—/yun2/
23. Hif N () /guad/<—/huad/
24. fili H 5535 () /yinl/«/xin1/

25. HHEHI(KR) Nu2/—/yu2/

26. <1 U HENS(AT) /ming2/«—/xing2/
27. KATCZERD) /qil/—/sil/

28. K& 4h(GHE) /zhongl/—/tongl/
29. HH/N T BR) /bu3/«—/shu3/

30. 5T HE2E(R) /bi3/—/chi3/

31. Wif5 B HR(A) /tai2/«—/bai2/

32. FRiSCEH (BE) /qin2/«— /pin2/

33. 50/ K (1) /dand/— /hand/
34. KTl (4) /yingd/— /lingd/
35, KR GX) /cha2/« /da2/

36. FAEE R (K) /guo3/— /huo3/
37. HF F#(R) /chengl/« /fengl/
38. Iy — 7R (P8) /chid/— /zhid/

39. FEAFUR(AX) /dongd/«— /zhongd/

40. it £ 7% (3) /zhuanl/«<— /duanl/
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Stimuli in the Rime Condition

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

AR /D(F) /shao3/</shoul/
& #i45 R(N) /rong2/«/ren2/
2 1L1#5 W (K) /shan3/—/shui3/
A LD /fend/—/fangd/
YL 515 (38) /fang3/«— /fu3/
WA E M (1R) /huand/<—/hend/
Z A3 7% (&) /zhend/—/zhid/
4k JGIR (H) /chi2/«—/chang2/
WMHA A (RL) Nleng3/—Ni3/
AN FE(E) /han2/—/he2/

5 2% B i () /chuan3/<—/chong3/
[5G 1T () /zhengd/<—/zhaod/

FRARTT HL(BB) /1i3/«<—/1ang3/

Taie S dE) /caid/—/cuod/

T 11l /shil/<—/shanl/
Skl F A5 (BK) /mengd/<— /maid/
2435 v /zhan4/«<—/zhuangd/
T an¥5kk(%) /zhen3/«—/zhang3/

£ MR AT () /huad/<—/hand/
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21. BLR B () /benl/«</bingl/
22. K5 KIAGR) Neid/—/lund/

23. EIFTIE(ER) /ta3/—/tie3/

24. FRE M GE(AN) /raod/—/rud/

25. FEFIE E () /zhai2/—/zhe2/
26. A NA(FE) /san3/«—/si3/

27. FFEF 51 TU(ER) /xued/—/xiand/
28. HE SR R IR(FR) /zu2/—/2a2/

29. KIIkE*¥3 (7%) /fen3/—/fu3/

30. KAsHE 2T () /cha2/«/cheng2/
31. KK BERI (%) /ge3/—/gu3/

32. B E L EFE) /xuan2/«— /xing2/
33. i 00 N (ER) /cong2/— /eai2/
34, X - AL (BF) /quan2/— /qin2/
35. KEGF(K) /dengd/— /dad/
36. f ANEAR (B ) /shal/— /shenl/

37. WA B () /weid/— fwud/

38. & W H I (R) /heng2/— /huang2/

39. SR SR () /le4/— /lund/

40. I HA (%) /sheng3/— /shang3/
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Stimuli in the Tone Condition
1. M Un8(fr) /ming2/—/ming4/
2. HHEEF) mu2/—/hud/
3. FRIEHEEE) lao2/«/ao3/
4, NRANER) /xi3/—/xil/
5. B R(E) /leid/— Nei2/
6. A HZ(E) /po2/—/pod/
7. ANBZHEGM) /dil/—/did/
8. HMIKIZIAG(K) fil/—/ji2/
9. W FEE k() /shand/«<—/shanl/
10. P47 BE(4T) /xing3/—/xing2/
11. ZRE T (&) /ganl/—/gand/
12. BB EHR) /baol/<—/baod/
13. BIFH 1R FL(4E) /guil/«—/guid/
14. %5 B 43 (#&) /sheng2/</shengd/
15. WFIR I (##) /jingl/—/jingd/
16. X =28 XK (4]) /huanl/«—/huand/
17. g R ) /zu3/— /zu2/
18. FE#h LH (L) fjianl/—/jiand/
19. Y EHZEE0 (¥K) /luo2/—/luod/

20. if % £(BE) /mod/—/mo2/



21. FIEEAI(4E) /chul/</chud/

22. EMLTE K (B) /youd/«—/youl/

23. B RWRIE(E) /xil/—/xi3/

24, K535 K v CR¥) /jingd/—/jingl/

25. FO AL B (3K) /xiand/«—/xian2/

26. K H 7718 (K) /changd/—/chang2/
27. A4 VK H(FB) /shuang3/«—/shuangl/
28. MR /shil/—/shi2/

29. I fEAH(R) fju2/—/jud/

30. Iifs [ BE R (M) /qiang2/«/qiang]/
31. LA ONK) fyed/—/yed/

32. H IH 52(3F) /meng2/«<— /mengd/
33. H sk (BE) /zhangd/— /zhangl/
34, WE K (HE) /cid/— /eil/

35. 3T BT (UE) /shed/«— /she2/

36. KiFHFL(%F) /zhen3/« /zhenl/
37. JI 6N (&) /yingl/— /ying3/
38. N FHR) /xiangl/«— /xiang3/
39. 2 MXIRIE(FH) /yud/«— /yu3/

40. it A HL(BR) /wei2/— /weid/
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Stimuli in the Incongruent Condition

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Fatn Z& i) (1) /mend/<—/shan1/
5 1 R 5B /cao3/—/bud/

% % 150("8) /wan3/«<—/ming2/
& #i TR(N) /lang4/«<—/ren2/
VLIS S it () /1ad/— /xil/
BEFH() /pol/—/yid/
A 55 (45) /hed/<—/shangl/
el L) /xie2/—/luand/
ANHINACI) /taid/—/jie2/
AEIEROER) fiao3/—/yed/

I S A GR) /jie2/<—/yuan3/
#437.38 27 (BF) /maid/«—/qun2/
WK 5 [A1(Hb) /tuan2/«—/did/
WA AL (AT) /hual /—/xing2/
F AR (TD) /shud/—/wang2/
SR () Nian3/—/doud/

F 4L /ka3/— /zhil/

TR B) 5 (Hb) /meng2/—/did/

Rt g1 /N TF-(3Y) /shoud/—/jid/

R ENER) /wod/—Nai2/
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21, WE T H) /pa2/—/shud/

22. B H-E (%) /hui2/—/xiangl/
23. RIMzEM(R) /zuid/—/you3/
24. %I FE(A) /dand/—/shi2/

25. FEBHEA(TK) /hand/«—/feil/

26. 9% R.() /quan3/«—/diao4/
27. 4 (3) /quan2/—/xiang3/
28. S8+ (B) /shed/«—/lian3/
29. Hi K4k () /pan2/—/cuid/

30. ¥ =% (AE) /jiad/—/mang2/
31. KWW () /wan3/—/qid/

32. FHZS ¥ B () /meng2/«— /fand/
33. $THIARZE(F) /chuanl/— /ping2/
34. KK LCE) /tou2/«— /wangd/
35. HAE UL () /yed/«< /ma3/

36. {217 WA (BR) /yang3/«— /Miu2/
37. & N B(R) /yong3/— /qid/
38. 1R (FR) /xiang3/— /lud/
39. DIFFE 24 () /kong3/— /wen2/

40. R R (A) /xian3/« /yued/

299



APPENDIX D

Table D1

ANOVA for PMN Amplitude Data for Condition X Time X Site Analysis for Experiment

2

Source df MSE E
COND 4,56 104.26 18.38*
TIME 2,28 18.78 0.46
SITE 16, 224 9.01 0.88
COND * TIME 8,112 18.70 4.04*
COND * SITE 64, 896 5.30 3.32%
TIME * SITE 32,448 0.75 4.01*
COND * TIME * SITE 128, 1792 0.55 1.92
*p<.05
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Table D2

Mean Amplitudes (in 1V) (and Standard Deviations) for the PMN component for the

Condition x Site Analysis for Experiment 2.

Fz

F3

F4

F7

F8

Cz

C3

C4

Pz

P3

P4

T3

T4

T5

T6

01

02

Stimulus Conditions

Congruent
1.05(0.60)
1.04(0.53)
1.04(0.53)
0.49(0.49)
0.46(0.42)
2.10(0.57)
1.80(0.51)
1.84(0.48)
2.86(0.50)
2.57(0.48)
2.37(0.42)
0.94(0.42)
1.25(0.59)
1.09(0.36)
1.29(0.31)
2.01(0.49)

2.03(0.45)

Onset Change

-2.29(0.62)
-2.08(0.43)
-2.56(0.46)
-1.42(0.35)
-1.28(0.49)
-2.56(0.50)
-2.22(0.44)
-2.67(0.44)
-2.44(0.40)
-1.64(0.36)
-2.32(0.41)
-0.31(0.52)
-1.16(0.57)
-1.00(0.26)
-1.36(0.30)
-1.53(0.34)

-1.74(0.29)

Rime Change

-1.49(0.55)
-1.23(0.51)
-1.47(0.53)
-1.17(0.56)
-1.08(0.48)
-1.59(0.58)
-1.52(0.51)
-1.50(0.53)
-1.54(0.54)
-1.37(0.51)
-1.37(0.57)
-0.90(0.36)
-1.57(0.56)
-0.76(0.35)
-1.21(0.52)
-1.51(0.45)

-1.29(0.55)

301



Table D2 con’t
Tonal Change
Fz 0.03(0.83)
F3 -0.25(0.70)
F4 -0.36(0.67)
F7 -0.27(0.52)
F8 -0.26(0.72)
Cz 0.66(0.94)
C3 -0.18(0.74)
C4 0.52(0.78)
Pz 0.98(0.89)
P3 0.41(0.66)
P4 0.79(0.75)
T3 -0.07(0.52)
T4 -0.26(0.76)
TS 0.19(0.38)
T6 0.47(0.44)
01 0.56(0.66)
02 0.75(0.67)

Stimulus Conditions

Incongruent

-1.84(0.53)
-1.18(0.57)
-1.94(0.50)
-1.19(0.84)
-2.22(0.57)
-2.88(0.61)
-2.41(0.60)
-2.79(0.64)
-3.70(0.92)
-2.65(0.76)
-3.47(1.16)
-1.38(0.54)
-2.14(0.39)
-1.89(0.71)
-1.92(0.65)
-2.68(0.87)

-2.79(0.93)
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Table D3

Mean Amplitudes (in pV) (and Standard Deviations) for the PMN component for the

Time x Site Analysis for Experiment 2.

Fz

F3

F4

F7

F8

Cz

C3

C4

Pz

P3

P4

T3

T4

T5

T6

01

02

200-250ms
-0.69(0.39)
-0.63(0.34)
-0.91(0.31)
-0.82(0.29)
-0.86(0.35)
-0.37(0.45)
-0.64(0.43)
-0.62(0.38)
-0.49(0.52)
-0.45(0.39)
-0.66(0.52)
-0.52(0.32)
-0.85(0.39)
-0.67(0.32)
-0.64(0.31)
-0.56(0.38)

-0.48(0.42)

Time Interval

250-300ms
-1.08(0.40)
-0.78(0.34)
-1.22(0.33)
-0.70(0.27)
-0.98(0.44)
-0.95(0.41)
-0.89(0.39)
-1.12(0.39)
-0.71(0.46)
-0.44(0.37)
-0.89(0.52)
-0.30(0.34)
-0.98(0.48)
-0.37(0.27)
-0.66(0.32)
-0.52(0.36)

-0.67(0.41)

300-350ms
-0.94(0.41)
-0.80(0.35)
-1.05(0.36)
-0.62(0.31)
-0.80(0.46)
-1.24(0.44)
-1.19(0.40)
-1.02(0.43)
-1.10(0.49)
-0.72(0.38)
-0.87(0.56)
-0.22(0.35)
-0.49(0.50)
-0.39(0.29)
-0.34(0.37)
-0.82(0.36)

-0.68(0.45)
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Table D3

ANOVA for PMN Amplitude Data for Condition X Time X Region X Hemisphere

Analysis for Experiment 2

Source df MSE F
COND 4,56 58.62 29.56*
TIME 2,28 6.80 0.37
REGION 4, 56 12.88 17.03*
HEMIS 1,14 25.55 1.54
COND X TIME 8,112 6.68 6.55*
COND X REGION 16,224 8.02 4.86*
TIME X REGION 8, 112 0.66 2.61
COND X TIME X REGION 32, 448 0.84 3.03*
COND X HEMIS 4,56 8.33 0.51
TIME X HEMIS 2,28 1.47 3.13
COND X TIME X HEMIS 8,112 1.38 1.81
REGION X HEMIS 4,56 1.78 2.14
COND X REGION X HEMIS 16, 224 1.40 1.79
TIME X REGION X HEMIS 8,112 0.14 2.23
COND X TIME X REGION X HEMIS 32, 448 0.17 1.62

*p<.05



Table D4
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Mean Amplitudes (in pV) (and Standard Deviations) for the PMN component for the

Condition x Time x Region Analysis for Experiment 2.

200-250ms Time Interval

Congruent Onset Change Rime Change Tonal Change
Frontal 0.50(0.53) -0.80(0.58) -0.26(0.45) -1.65(0.67)
Central 1.81(0.65) -0.27(0.54) 1.30(0.69) -1.56(0.58)
Parietal 2.71(0.67) 1.28(0.54) 2.32(0.82) -0.70(0.52)
Temporal  0.73(0.38) 0.20(0.30) 0.68(0.48) -0.46(0.27)
Occipital ~ 1.87(0.67) 1.39(0.51) 1.74(0.78) 0.00(0.56)

250- 300ms Time Interval

Congruent Onset Change Rime Change Tonal Change
Frontal 0.58(0.47) 0.06(0.56) 0.43(0.43) -2.18(0.59)
Central 2.09(0.63) 0.79(0.49) 1.92(0.57) -2.31(0.53)
Parietal 3.25(0.63) 2.03(0.57) 2.74(0.76) -1.22(0.44)
Temporal  1.14(0.35) 0.40(0.31) 0.94(0.44) -0.98(0.28)
Occipital ~ 2.50(0.59) 1.73(0.61) 1.91(0.80) -0.65(0.52)

Incongruent
-2.16(0.60)
-2.95(0.59)
-2.63(0.70)
-1.35(0.37)

-1.93(0.61)

Incongruent
-2.77(0.60)
-3.41(0.56)
-2.93(0.58)
-1.71(0.34)

~1.85(0.50)
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Table D4 con’t

300- 350ms Time Interval

Congruent Onset Change Rime Change Tonal Change Incongruent
Frontal 0.21(0.49) 0.79(0.53) 0.26(0.52) -3.11(0.57) -3.42(0.52)
Central 2.45(0.67) 1.70(0.56) 1.45(0.70) -3.07(0.58) -4.17(0.55)
Parietal 4.17(0.64) 2.85(0.59) 2.06(0.71) -1.54(0.60) -3.52(0.66)
Temporal 1.31(0.33) 0.64(0.36) 0.70(0.44) -1.42(0.30) -2.30(0.37)
Occipital  3.60(0.63) 2.32(0.66) 1.26(0.63) -0.50(0.66) -2.49(0.63)



Table D5

307

ANOVA for PMN Peak Latency Data for Condition X Time X Site Analysis for

Experiment 2

Source
COND
SITE

COND X SITE

* p<.05

4,56
16,224

64, 896

MSE
7821.25
320.72

268.22

{1

9.78*

1.87

1.13



Table D6

ANOVA for N400 Amplitude Data for Condition X Time X Site Analysis for

Experiment 2

Source
COND
TIME
SITE
COND X TIME
COND X SITE
TIME X SITE

COND X TIME X SITE

* p<.05

df
4,56
3,42
16,224
12,168
64, 896
48, 672

192, 2688

133.66

29.68

20.45

17.15

7.16

0.92

0.53

|1

36.78*

28.90*

1.97

3.74*

4.88*

12.36*

2.75%
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Table D7
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Mean Amplitudes (in uV) (and Standard Deviations) for the N400 component for the

Condition x Time x Region Analysis for Experiment 2.

Congruent

Onset Change
Rime Change
Tonal Change

Incongruent

Congruent

Onset Change
Rime Change
Tonal Change

Incongruent

Frontal

2.08(0.48)
-1.72(0.41)
-1.53(0.47)

0.16(0.59)

22.24(0.64)

Frontal

2.78(0.49)
-1.38(0.48)
-1.06(0.53)

0.61(0.67)

2.84(0.51)

350-400ms
Central Parietal
3.14(0.51) 3.62(0.53)
-2.16(0.48) -1.55(0.49)
-2.51(0.65) -2.63(0.59)
0.16(0.81) 0.07(0.80)

-3.57(0.65) -3.42(0.97)

400-450ms
Central Parietal

3.96(0.55) 4.38(0.50)

-1.41(0.64)  -0.11(0.55)
-1.57(0.58)  -1.54(0.56)

0.72(0.91)  0.67(0.86)
-3.98(0.50)  -3.68(0.75)

Temporal

2.05(0.41)
-0.27(0.38)
-1.74(0.45)
-0.01(0.46)

-1.47(0.53)

Temporal
2.72(0.41)
0.66(0.50)

-0.94(0.46)
0.30(0.55)

-1.60(0.47)

Occipital

2.62(0.55)
-1.57(0.44)
-2.83(0.53)
-0.17(0.70)

-2.76(0.81)

Occipital
3.19(0.55)
0.31(0.46)

-2.00(0.59)
0.16(0.74)

-3.03(0.61)
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Table D7 con’t

450-500ms
Frontal Central Parietal Temporal Occipital
Congruent 3.37(0.54)  4.65(0.60) 4.66(0.60) 3.08(0.41) 3.12(0.58)
Onset Change  -1.47(0.46) -1.11(0.71) 0.30(0.67)  0.81(0.49) 0.77(0.56)
Rime Change -0.36(0.52) -0.11(0.61) 0.22(0.64) 0.20(0.49)  -0.24(0.58)
Tonal Change  0.80(0.59) 1.56(0.83)  1.67(0.90) 1.00(0.59)  1.10(0.95)
Incongruent -2.43(0.54) -2.72(0.69) -2.14(0.99) -0.94(0.67) -1.63(0.91)
500-550ms
Frontal Central Parietal Temporal Occipital
Congruent 2.94(0.56) 4.46(0.60) 4.66(0.67) 3.05(0.39) 3.12(0.69)
Onset Change  -0.86(0.46)  0.31(0.64) 1.90(0.63)  1.73(0.57) 2.22(0.59)
Rime Change 0.12(0.55)  0.87(0.51) 1.95(0.63) 1.28(0.46) 1.67(0.58)
Tonal Change  0.70(0.58)  2.41(0.81) 3.62(0.86) 2.15(0.55)  3.25(0.85)
Incongruent -2.20(0.56) -1.71(0.68) -1.01(0.87) -0.30(0.59)  -0.73(0.78)



Table D8
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ANOVA for N400 Amplitude Data for Condition X Time X Region X Hemisphere

Analysis for Experiment 2

Source
COND
TIME
REGION
HEMIS
COND X TIME
COND X REGION
TIME X REGION
COND X TIME X REGION
COND X HEMIS
TIME X HEMIS
COND X TIME X HEMIS
REGION X HEMIS
COND X REGION X HEMIS
TIME X REGION X HEMIS

COND X TIME X REGION X HEMIS

*p<.05

4,56
3,42
4,56
1,14
12, 168
16, 224
12, 168
48, 672
4,56

3,42
12,168
4,56
16,224
12, 168

48, 672

MSE

74.19

18.31

20.12

40.57

9.00

8.53

1.22

0.72

8.06

1.00

0.94

7.67

1.88

0.21

0.12

o>

35.50*

35.90*

3.64*

0.70

3.92*

5.41*

18.39*

3.71%

1.82

2.82

1.38

0.31

2.14

1.99

1.44



APPENDIX E
Table E1

ANOVA for N270 Amplitude Data for Condition X Time X Site Analysis for

Experiment 3

Source df MSE E
COND 4,56 97.52 45.64*
TIME 2,28 295.07 5.17*
SITE 16, 224 68.07 5.03*
COND X TIME 8,112 14.46 59.01*
COND X SITE 64, 896 3.08 10.88*
TIME X SITE 32,448 7.18 7.94%*
COND X TIME X SITE 128, 1792 0.44 10.31*
*p<.05
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Table E2

Mean Amplitudes (in pV) (and Standard Deviations) for the N270 component for the

Condition x Time x Site Analysis for Experiment 3.

Fz

F3

F4

F7

F8

Cz

C3

C4

Pz

P3

P4

T3

T4

T5

T6

01

02

Congruent
5.53(1.09)
4.80(0.94)
4.85(1.01)
2.82(0.73)
2.40(0.62)
6.86(1.22)
5.57(1.07)
6.21(1.20)
5.18(0.98)
4.92(0.74)
6.23(0.92)
2.41(0.52)
2.31(0.62)
2.33(0.57)
3.54(0.56)
3.72(0.83)

4.63(0.75)

Onset Change Rime Change Tonal Change

4.35(0.94)
4.11(0.78)
3.78(0.92)
3.28(0.60)
2.03(0.64)
4.64(0.97)
4.24(0.88)
4.37(0.97)
3.47(0.92)
3.54(0.77)
4.27(0.98)
1.88(0.44)
1.45(0.58)
1.47(0.74)
1.91(0.66)
2.25(1.10)

2.72(1.18)

200-250ms

3.93(0.92)
3.76(0.87)
3.57(0.85)
2.38(0.90)
2.09(0.67)
4.78(0.97)
4.56(0.91)
4.75(0.94)
4.02(0.83)
4.20(0.68)
5.23(0.79)
1.96(0.47)
1.75(0.54)
1.81(0.78)
2.83(0.68)
3.03(1.14)

4.13(1.08)

3.85(1.09)
3.76(1.05)
3.58(0.97)
2.48(0.79)
2.15(0.64)
4.28(1.25)
4.09(1.06)
4.33(1.10)
3.55(0.89)
3.40(0.73)
4.49(0.81)
1.10(0.66)
1.85(0.55)
0.90(0.70)
2.24(0.56)
2.19(1.23)

3.28(1.10)

Incongruent
2.24(0.94)
2.38(0.79)
2.05(0.95)
1.77(0.74)
2.08(0.86)
2.59(1.07)
2.83(0.88)
3.01(1.04)
2.29(1.01)
2.50(0.86)
3.45(1.06)
1.51(0.51)
1.32(0.63)
0.70(0.78)
1.74(0.75)
1.97(1.22)

2.62(1.25)
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Table E2 con’t
250-300ms

Congruent Onset Change Rime Change Tonal Change Incongruent
Fz 7.96(1.40) 3.98(1.31) 3.62(1.28) 3.33(1.30) 2.12(1.01)
F3 7.50(1.28) 4.05(1.18) 3.81(1.24) 3.51(1.31) 2.62(0.95)
F4 7.26(1.25) 3.91(1.20) 3.49(1.10) 3.59(1.13) 2.31(0.97)
F7 4.92(0.84) 4.23(0.87) 3.36(1.05) 3.40(1.02) 3.08(0.69)
F8 4.69(0.79) 3.13(0.85) 3.01(0.82) 3.31(0.85) 3.67(0.88)
Cz 9.86(1.78) 3.15(1.48) 3.01(1.57) 2.80(1.56) 1.08(1.26)
C3 8.94(1.64) 3.45(1.21) 3.58(1.43) 3.26(1.39) 2.05(1.11)
C4 9.32(1.66) 3.59(1.38) 3.60(1.38) 3.65(1.35) 2.20(1.17)
Pz 9.03(1.60)  2.24(1.28) 2.20(1.44) 2.44(1.25) 0.82(1.20)
P3 8.74(1.44) 2.68(1.06) 2.82(1.30) 2.79(1.12) 1.45(1.00)
P4 9.70(1.54) 3.02(1.32) 3.57(1.36) 3.54(1.18) 2.11(1.26)
T3 4.66(0.88) 1.67(0.86) 1.95(1.02) 1.31(1.15) 1.90(0.88)
T4 4.59(0.79)  1.84(0.89) 1.86(0.79) 2.22(0.78) 1.64(0.85)
T5 5.29(0.99)  0.86(0.71) 0.70(0.875 0.88(0.70) 0.14(0.50)
T6 6.06(0.87) 1.07(0.80) 1.76(0.86) 1.74(0.65) 0.98(0.74)
01 453(1.23) -1.43(1.10)  -1.80(1.25) -1.11(1.18) -2.36(1.06)
02 4.80(1.01)  -1.93(0.94)  -1.08(1.06) -0.97(0.91) -2.52(0.91)



Table E2 con’t
Congruent
Fz 9.84(1.45)
F3 9.37(1.34)
F4 9.21(1.37)
F7 5.87(0.74)
F8 5.71(0.87)
Cz 12.40(1.95)
C3 11.31(1.74)
C4 11.88(1.98)
Pz 11.59(2.01)
P3 11.15(1.77)
P4 11.88(2.07)
T3 6.13(0.94)
T4 6.27(1.13)
T5 7.62(1.32)
T6 7.82(1.37)
01 6.57(1.59)
02 6.04(1.42)

300-350ms

Onset Change Rime Change

1.24(1.06)
1.48(1.05)
1.38(0.95)
2.20(0.90)
1.08(0.82)
0.15(1.25)
0.64(1.15)
0.84(1.26)
-1.26(1.39)
-0.39(1.17)
-0.12(1.44)
-0.30(0.84)
-0.37(0.90)
-0.68(0.75)
-0.47(0.97)
-4.19(1.11)

-5.03(1.16)

1.21(1.21)
1.68(1.22)
1.29(1.03)
1.37(1.09)
1.25(0.81)
-0.29(1.58)
0.74(1.42)
0.84(1.38)
-1.48(1.59)
-0.47(1.43)
0.31(1.52)
-0.46(1.11)
-0.09(0.83)
-1.02(0.99)
0.23(0.94)
-4.58(1.41)

-4.04(1.29)

Tonal Change
0.95(1.37)
1.14(1.35)
1.58(1.12)

0.99(1.12)
2.02(0.92)
-0.21(1.73)
0.37(1.53)
1.09(1.52)
-0.91(1.69)
-0.40(1.49)
0.42(1.58)
-1.44(1.26)
0.32(0.97)
-1.21(0.90)
0.12(0.89)
-3.62(1.29)

-3.85(1.23)
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Incongruent
-1.11(1.10)
-0.28(1.05)
-0.74(1.08)
0.65(0.81)
1.31(0.93)
-3.32(1.35)
-1.78(1.16)
-1.62(1.32)
-3.77(1.50)
-2.98(1.32)
-2.03(1.63)
-1.05(0.96)
-1.07(0.98)
-2.60(0.69)
-1.16(1.15)
-5.94(1.48)

-6.10(1.51)
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Table E3

Mean Amplitudes (in uV) (and Standard Deviations) for the N270 component for the

Condition x Time x Region Analysis for Experiment 3.

200-250ms
Congruent Onset Change Rime Change Tonal Change Incongruent
Frontal  3.72(0.79) 3.30(0.70) 2.95(0.74) 2.99(0.80) 2.07(0.77)
Central  5.89(1.13)  4.30(0.90) 4.66(0.90) 4.21(1.07) 2.92(0.94)
Parietal  5.57(0.82) 3.91(0.87) 4.72(0.72) 3.94(0.75) 2.98(0.95)
Temporal 2.65(0.42) 1.68(0.45) 2.09(0.43) 1.52(0.42) 1.32(0.45)
Occipital 4.18(0.73)  2.49(1.10) 3.58(1.08) 2.74(1.14) 2.29(1.22)
250-300ms
Congruent Onset Change Rime Change Tonal Change Incongruent
Frontal  6.09(1.00) 3.83(0.98) 3.42(0.96) 3.45(1.02) 2.92(0.79)
Central  9.13(1.64)  3.52(1.28) 3.59(1.39) 3.46(1.35) 2.12(1.12)
Parietal 9.22(1.49)  2.85(1.17) 3.20(1.32) 3.16(1.14) 1.78(1.12)
Temporal 5.15(0.82)  1.36(0.67) 1.57(0.76) 1.54(0.69) 1.17(0.61)
Occipital 4.67(1.09) -1.68(0.99) -1.44(1.14) -1.04(1.02) -2.44(0.95)



Table E3 con’t
Congruent
Frontal  7.54(1.04)
Central  11.60(1.84)
Parietal 11.51(1.91)
Temporal 6.96(1.13)
Occipital  6.30(1.48)

300-350ms

Onset Change Rime Change Tonal Change

1.54(0.85)

0.74(1.17)
-0.25(1.29)
-0.46(0.75)

-4.61(1.10)

1.40(0.91)

0.79(1.38)
-0.08(1.46)
-0.34(0.87)

-4.31(1.33)

1.43(1.05)
0.73(1.50)
0.01(1.53)
-0.55(0.92)

-3.74(1.22)
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Incongruent
0.24(0.87)
-1.70(1.21)
-2.51(1.45)
-1.47(0.82)

-6.02(1.44)



Table E4
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ANOVA for N270 Amplitude Data for Condition X Time X Region X Hemisphere

Analysis for Experiment 3

Source

COND

TIME

REGION

HEMIS

COND XTIME

COND X REGION

TIME X REGION

COND X TIME X REGION
COND X HEMIS

TIME X HEMIS

COND X TIME X HEMIS

REGION X HEMIS

COND X REGION X HEMIS

TIME X REGION X HEMIS

COND X TIME X REGION X HEMIS

* p<.05

4,56
2,28
4,56
1, 14
8,112
16, 224
8,112
32, 448
4, 56
2,28
8,112
4,56
16, 224
8,112

32,448

MSE

65.37

171.93

155.47

41.13

8.97

4.69

12.30

0.68

2.35

8.22

0.47

11.69

0.86

0.94

0.09

les!

41.85*

6.51*

6.69*

1.52

59.88*

10.43*

13.99*

11.90*

2.75*

0.31

1.11

1.31

1.39

3.10*

2.25
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Table E5

ANOVA for N270 Peak Latency Data for Condition X Time X Site Analysis for

Experiment 3

Source df MSE F
COND 4, 56 2469.20 21.38%
SITE 16, 224 324.85 2.37*
COND X SITE 64, 896 227.20 0.87

*p<.05



Table E6

ANOVA for N400 Amplitude Data for Condition X Time X Site Analysis for

Experiment 3

Source
COND
TIME
SITE
COND X TIME
COND X SITE
TIME X SITE
COND X TIME X SITE

* p<.05

df
4,56
3,42
16,224
12, 168
64, 896
48, 672

192, 2688

95.26

95.10

112.24

23.74

5.68

4.59

0.57

les

61.65*

48.50*

10.07*

45.70*

6.55*

8.89*

8.52*
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Table E7

Mean Amplitudes (in uV) (and Standard Deviations) for the N400 component for the

Condition x Time x Region x Hemisphere Analysis for Experiment 3.

L. Frontal

R. Frontal

L. Central

R. Central

L. Parietal

R. Parietal

Congruent Onset Change Rime Change Tonal Change

7.85(0.83)

7.75(0.83)
12.28(1.33)
12.86(1.43)
11.68(1.35)

12.11(1.49)

L. Temporal 8.36(0.95)

R. Temporal 7.84(0.89)

L. Occipital

R. Occipital

6.91(1.33)

5.76(1.18)

350-400ms

1.20(1.11)
1.05(1.00)
0.39(1.31)
0.89(1.37)
-0.73(1.14)
-0.48(1.32)
-0.30(0.66)
-0.44(0.82)
-4.47(1.20)

-5.78(1.23)

1.13(1.17)
1.05(0.78)
0.83(1.20)
1.14(1.16)
-0.72(1.15)
-0.34(1.16)
-0.24(0.87)
-0.26(0.58)
-4.92(1.44)

-5.28(1.34)

0.74(1.16)
1.61(0.96)
0.59(1.37)
1.08(1.41)
-0.77(1.34)
-0.49(1.37)
-1.33(0.98)
-0.39(0.77)
-4.35(1.35)

-5.23(1.35)
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Incongruent

-0.74(1.15)
0.04(0.92)
-2.25(1.24)
-1.93(1.29)
-3.63(1.27)
-3.32(1.50)
-1.96(0.75)
-1.57(0.84)
-6.86(1.63)

-7.84(1.55)
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Table E7 con’t
400-450ms

Congruent Onset Change Rime Change Tonal Change Incongruent
L. Frontal  7.29(0.65) 2.52(1.10) 3.44(1.15) 2.27(1.20) 1.39(1.15)
R. Frontal  6.89(0.61) 1.93(1.00) 2.80(0.80) 3.10(0.93) 1.96(0.89)
L. Central 11.04(0.98) 2.44(1.13) 4.20(1.08) 3.37(1.26) 1.04(1.21)
R. Central 11.01(1.11) 2.52(1.11) 3.95(0.96) 3.79(1.19) 1.26(1.07)
L. Parietal 9.82(1.03) 1.25(1.02) 2.59(0.99) 2.15(1.24) -0.56(1.23)
R. Parietal 9.25(1.15) 0.88(1.11) 2.35(0.91) 2.23(1.15) -0.53(1.41)
L. Temporal 7.32(0.82) 1.04(0.69) 2.13(0.89) 0.90(1.00) 0.28(0.86)
R. Temporal 6.15(0.79) 0.17(0.71) 1.28(0.51) 1.34(0.69) -0.01(0.87)
L. Occipital 3.80(1.34) -4.28(1.31) -3.96(1.51) -2.59(1.67) -5.90(1.87)
R. Occipital 2.14(1.08) -5.82(1.24) -4.21(1.32) -3.70(1.42) -7.04(1.74)
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Table E7 con’t
450-500ms

Congruent Onset Change Rime Change Tonal Change Incongruent
L. Frontal 6.02(0.80) 5.05(0.91) 5.80(1.05) 5.04(1.11) 3.50(1.05)
R. Frontal 6.12(0.59) 4.42(0.92) 5.17(0.79) 5.65(0.92) 4.17(0.78)
L. Central 9.36(1.02) 6.60(0.98) 8.39(0.82) 8.42(1.11) 5.12(1.03)
R. Central 9.95(1.05) 6.39(1.10) 8.04(0.77) 8.65(1.10) 5.19(0.98)
L. Parietal 8.35(0.88) 5.30(0.96) 7.20(0.67) 7.47(0.92) 4.15(0.93)
R. Parietal 8.12(0.91) 4.53(1.08) 6.44(0.61) 7.13(0.95) 3.66(1.16)
L. Temporal 5.95(0.66) 4.15(0.63) 5.53(0.64) 5.05(0.80) 3.65(0.77)
R. Temporal 5.19(0.63)  2.23(0.70) 3.75(0.44) 4.26(0.68) 2.51(0.72)
L. Occipital 3.85(0.82) 0.05(1.01) 1.43(1.24) 2.36(1.09) -0.87(1.41)
R. Occipital 2.59(0.78) -1.44(0.99) 0.90(1.11) 1.22(1.05) -1.88(1.40)



Table E7 con’t

L. Frontal
R. Frontal
L. Central
R. Central

L. Parietal

Congruent

4.22(0.79)
4.83(0.66)
7.14(0.90)
7.83(0.93)

6.47(0.71)

R. Parietal 6.02(0.69)

L. Temporal 4.30(0.53)
R. Temporal 3.85(0.48)
L. Occipital 2.65(0.62)

R. Occipital 1.54(0.51)

450-500ms
Onset Change Rime Change
4.02(0.82) 4.25(1.04)
3.97(0.88) 4.12(0.89)
5.88(0.84) 6.99(0.76)
6.25(0.92) 6.68(0.84)
5.41(0.68) 6.47(0.68)
5.15(0.80) 5.82(0.68)
4.38(0.44) 5.02(0.66)
3.21(0.65) 3.78(0.56)
0.99(0.86) 1.32(1.21)
0.03(0.82) 1.16(0.96)

Tonal Change

4.83(0.87)
5.52(0.79)
8.17(0.70)
8.64(0.75)
7.89(0.59)
7.77(0.64)
5.77(0.63)
5.22(0.64)
3.49(0.99)

2.68(0.99)
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Incongruent

2.28(1.00)
3.62(0.81)
3.82(0.89)
4.61(0.83)
3.63(0.69)
3.90(0.71)
3.29(0.53)
3.37(0.59)
-0.06(1.05)

-0.55(0.97)



Table E8
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ANOVA for N400 Amplitude Data for Condition X Time X Region X Hemisphere

Analysis for Experiment 3

Source

COND

TIME

REGION

HEMIS

COND X TIME

COND X REGION

TIME X REGION

COND X TIME X REGION
COND X HEMIS

TIME X HEMIS

COND X TIME X HEMIS
REGION X HEMIS

COND X REGION X HEMIS
TIME X REGION X HEMIS
COND X TIME X REGION X HEMIS

*p<.05

4, 56
3,42
4,56
1,14
12, 168
16, 224
12, 168
48, 672
4,56
3,42
12, 168
4,56
16,224
12, 168

48,672

64.41

56.47

244.79

26.67

15.03

9.02

9.10

0.82

5.65

7.04

0.73

18.11

1.27

0.57

0.09

|

57.16*

50.42*

14.39*

1.87

44.03*

6.28*

7.62*

9.28*

1.89

1.85

2.26

2.22

2.60*

4.08*

2.38*
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