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ABSTRACT

Cognitive deficits are highly prevalent in multiple sclerosis (MS) and have a negative
impact on daily life. Impairments in information processing speed are among the most
commonly reported deficits in MS and are generally assessed by evaluating mean-level
performance on time-limited tests. However, this approach to assessing performance
ignores potential within-subject differences that may be useful for characterizing
cognitive difficulties in MS. An alternative method of measuring performance on timed
cognitive tasks is to examine the degree of within-subject variability, termed intra-
individual variability (IIV). IIV provides information about the characteristics of an
individual’s performance and may provide novel information about cognitive functioning
in MS and other neurodegenerative disorders. The research presented in this dissertation
examined IIV in performance as an indicator of cognitive functioning in persons with MS
and explored the relations of performance variability to measures of neuronal
connectivity derived from resting state functional magnetic resonance imaging (rsfMRI).
Individuals with MS were found to be both slower and more variable on tests of
information processing speed and attention. This variability was observed even when
controlling for sensorimotor confounds and other systematic variables that may influence
variability, such as practice and learning effects. IIV in performance was found to better
distinguish MS patients from matched groups of healthy control subjects when compared
to common clinical measures of cognitive performance or average response speed. These
differences in IIV were also found consistently across six monthly assessments in a group
with MS who remained clinically stable over this period. This stability in IIV suggests its
feasibility as a measure of changes in longitudinal cognitive or clinical status. Using
rsfMRI, greater stability in performance (i.e., lower IIV) was associated with greater
functional connectivity between frontal lobe regions (i.e., ventral medial prefrontal cortex
and frontal pole) in persons with MS. This increased connectivity appears to represent
potential compensatory processes within mildly affected MS individuals. Together the
findings demonstrate that IV is an important characteristic of cognitive performance that

may provide new insights into the cognitive deficits present in MS.
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CHAPTER 1: INTRODUCTION

1.1. OVERVIEW OF MULTIPLE SCLEROSIS

Multiple Sclerosis (MS) is an inflammatory neurodegenerative disease of the central
nervous system (CNS), which results in inflammation, demyelination, axonal and neural
degeneration, and the formation of lesions, termed sclerotic plaques (Compston & Coles,
2008). The widespread nature of this inflammation and degeneration results in a broad
range of symptoms, including sensory, motor, neuropsychiatric, and cognitive. Recent
prevalence rates in Canada are estimated to be 210-280 per 100,000 (Evans et al., 2013).
MS affects approximately three times more females than males and is the most common
cause of non-traumatic disability in young adults (Noseworthy, Lucchinetti, Rodriguez,
& Weinshenker, 2000; Orton et al., 2006).

The diagnosis of MS requires the dissemination in space (i.e. location) and
dissemination in time of CNS white matter lesions, as well as the exclusion of other
neurological disorders, which can mimic MS. This can be done through a combination of
clinical and paraclinical laboratory assessments, usually involving magnetic resonance
imaging (MRI). To receive a diagnosis of clinically definite MS, there must be evidence
of at least one lesion in at least two different CNS areas (i.e. dissemination in space), and
the simultaneous presence of a new and old lesion or a new lesion compared to a baseline
examination (i.e., dissemination in time; Polman et al., 2011). Disease symptoms and
severity are commonly assessed in neurology practice using the Expanded Disability
Status Scale (EDSS; Kurtzke, 1983). Scores on the EDSS are based on the neurological
examination of eight functional systems: pyramidal, cerebellar, brain stem, sensory,

bowel and bladder, visual, cerebral and ‘other’ (the latter two of which include a non-



specific assessment of cognition, psychological symptoms and sometimes fatigue).
Scores on the EDSS range from zero to ten, with zero indicating normal neurological
examination for all systems and ten indicating death due to MS (Kurtzke, 1983). An
EDSS score of six reflects the inability to walk 100 meters without the use of an
ambulatory aid (Kurtzke, 1983).

The clinical course of MS is highly variable, with some patients experiencing few
exacerbations in their lifetime and others experiencing frequent and debilitating episodes.
In adult onset MS, symptoms emerge between the ages of 18-50 years, with an average
age of onset of 30 (Rao, 1990). However, symptom presentation may also occur in
children (i.e., younger than age 18), termed pediatric MS (Bigi & Banwell, 2012;
Venkateswaran & Banwell, 2010). The presence of an initial acute neurologic episode
involving one or more sites in the CNS is termed clinically isolated syndrome (CIS). If
this episode is accompanied by white matter abnormalities at clinically unaffected sites,
the chance of a second episode occurring in the next two years is 50% and in the next 20
years is 82% (Fisniku et al., 2008). Individuals who have experienced at least two such
episodes meet diagnostic criteria for relapsing-remitting MS (RRMS). The rate of relapse
is variable across individuals, although the number of new episodes seldom exceeds 1.5
per year (Compston & Coles, 2008). CNS injuries associated with relapses tend to
accumulate with time, resulting in incomplete recovery and the presence of persistent
symptoms. Approximately 65% of persons with RRMS transition to a secondary
progressive phase of MS (SPMS), where the occurrence of relapses and remissions is less
evident and disease progression becomes more steady. Twenty percent of persons with

MS initially present with a primary progressive course (i.e. PPMS), characterized by a



steady worsening of neurologic functioning without evidence of distinct relapses or
symptom exacerbations. Median time of death due to adult onset MS is around 30 years
after disease onset, which represents a reduced life expectancy of approximately 5-10
years (Bronnum-Hansen, Koch-Henriksen, & Stenager, 2004). However, recent evidence
of a rightward shift in peak age-specific prevalence over the past 20 years in Nova Scotia,
suggests improved survival (Marrie et al., In Press).

The precise etiology of MS is unknown but it is thought to involve the
combination of environmental exposure and genetic susceptibility. Evidence for
environmental contributions stems from the higher prevalence rates of MS in geographic
regions furthest away from the equator (e.g. Canada, Northern Europe, Australia and
New Zealand). Moreover, migration to and from high risk and low risk regions in
childhood has been found to affect risk (Compston & Coles, 2008; Elian, Nightingale, &
Dean, 1990). The precise environmental factors involved are unclear, though some have
proposed a “hygiene hypothesis”, which suggests that individuals who are not exposed to
infections in early life (i.e. due to more hygienic environments) develop abnormal
responses to infections later in life (Compston & Coles, 2008). Support for this
suggestion has come from individuals with MS who report being infected with viruses
such as measles, mumps, rubella and Epstein-Barr at later ages than matched controls
(Levin et al., 2003). However, there have been numerous other proposed environmental
triggers for MS that include sunlight exposure and/or vitamin D deficiency, diet,
geomagnetism, pollutants and toxins (Marrie, 2004). Genetic factors also appear to
contribute to the risk of developing MS, as first-degree relatives have a 10-25 time

greater risk and monozygotic twins have a higher concordance rate (i.e., 20-30%) than



dizygotic twins (i.e., 2-5%; Ramagopalan, Dobson, Meier, & Giovannoni, 2010; Willer et
al., 2003).

The pathogenesis of MS is likewise unclear, although it has traditionally been
believed to have a primary autoimmune etiology, whereby abnormal T cells in the
periphery cross the blood-brain barrier and attack myelin in the CNS. These events are
thought to cause the demyelination, degeneration of axons, and eventual cell death
observed in MS. This perspective has been termed the “outside-in” model of MS because
abnormality of a system in the periphery (i.e. the immune system) targets the CNS (Stys,
Zamponi, Van Minnen, & Geurts, 2012). Many laboratory and clinical observations in
MS appear consistent with the outside-in model. For example, persons with MS often
demonstrate gadolinium-enhancing lesions on MRI, suggestive of inflammation and
breakdown of the blood-brain barrier. Pathological examinations of MS brains post-
mortem have found inflammatory cells (e.g., T cells and macrophages) in perivascular
regions, as well as evidence of myelin breakdown, and axon degeneration (Frohman,
Racke, & Raine, 2006; Noseworthy et al., 2000).

Recently an alternative model of MS has been proposed in reaction to laboratory
and clinical observations that seem inconsistent with the “outside-in” model. For
example, myelin abnormalities have been detected in the inner layers of the myelin
sheath that is beyond the target area for inflammation and myelin damage can be
observed in areas outside those where there is maximal inflammation (Rodriguez &
Scheithauer, 1994). Furthermore, histological examinations have detected diffuse white
matter abnormalities in the brain of MS patients independent of inflammation (Seewann,

2009). Most available therapeutic agents for MS are designed to suppress immune and



inflammatory responses and while these are effective at reducing relapses and neuro-
inflammation, they are considered ineffective at the later progressive stages of this
disease (Stys et al., 2012). Such observations have led to the development of an “inside-
out” model of MS which proposes that there is an underlying “cytodegeneration” that
occurs years before the presence of overt clinical symptoms (Stys et al., 2012). This
model purports that degeneration releases protein/lipid antigens that then promote an
inflammatory immune response in an individual already highly primed to react to
released antigens. This interaction between cytodegeneration and an aberrant immune
system drives further neurodegeneration. There is evidence supporting both the outside-
in and inside-out models, and together these highlight the importance of both
neuroinflammation and neurodegeneration in the etiology of MS and in the eventual

manifestation of motor, sensory, psychiatric, and cognitive symptoms.

1.2. COGNITIVE DEFICITS IN MS

Over a century ago, Jean-Martin Charcot, who is credited with describing and naming
MS, also recognized the presence of cognitive difficulties as a feature of this disease. He
observed that MS patients had a “marked enfeeblement of the memory” as well as
“conceptions [that were] formed slowly” (Charcot, 1877). Current estimates of the
prevalence of cognitive deficits in persons with MS are high and in the range of 40-70%
(Chiaravalloti & DeLuca, 2008; Langdon, 2011; Rao, Leo, Bernadin, Unverzagt, 1991).
Cognitive deficits represent an important symptom in MS as they are associated with
reduced health-related quality of life and can negatively affect employment as well as
driving abilities (Mitchell, Benito-Ledn, Gonzélez, & Rivera-Navarro, 2005; Rao, Leo,

Ellington, Nauertz, Bernadin, Unverzagt, 1991). Cognitive difficulties have been



demonstrated in all subtypes of MS (i.e., CIS, RRMS, primary progressive MS; PPMS,
and secondary progressive MS; SPMS) and at all levels of neurologic disability.
However, those with progressive forms of MS often demonstrate more severe levels of
cognitive impairments and a more rapid decline in functioning with time (Langdon,
2011). The profile of cognitive deficits typically found in persons with MS can be quite
variable, although the most commonly reported difficulties include impairments in
memory, information processing speed, attention, and executive functioning
(Chiaravalloti & DeLuca, 2008; Langdon, 2011). Problems with visual processing and
perceptual abilities are less frequently reported, and language functions are generally
considered preserved (Langdon, 2011).

Memory difficulties are common in individuals with MS (Chiaravalloti &
DeLuca, 2008; Langdon, 2011). Individuals with MS typically demonstrate poor initial
learning and require more repetitions in order to learn a predetermined number of items.
However, once the information is learned, recall and recognition performance in persons
with MS is often similar to healthy controls (Chiaravalloti & DeLuca, 2008). It is unclear
whether these memory deficits reflect pure difficulties in new learning, or the extent to
which they are influenced by other cognitive difficulties such as, slowed processing
speed, problems with inhibiting distractions, and executive dysfunction (Chiaravalloti &
DeLuca, 2008).

Slowing of the speed of information processing has been one of the most
commonly reported and studied cognitive impairments in MS (Chiaravalloti & DeLuca,
2008; DeLuca, Chelune, Tulsky, Lengenfelder, & Chiaravalloti, 2004). MS patients are

consistently slower than healthy controls on timed tasks of information processing speed,



and this performance is further impaired with increases in cognitive load (Archibald &
Fisk, 2000; Chiaravalloti & DeLuca, 2008; Langdon, 2011; Leavitt, Lengenfelder,
Moore, Chiaravalloti, & DeLuca, 2011). Processing speed difficulties correlate with the
degree of deficits in memory and slowed processing speed has also been found to predict
performance on executive measures (Chiaravalloti & DeLuca, 2008). DeLuca and
colleagues (2004) proposed a Relative Consequence Model of cognition in MS, which
posits that information processing speed is a fundamental deficit in MS and inefficiencies
in higher-level cognitive abilities (e.g., working memory, learning, memory) are affected
by slowed cognitive processing. Hence abilities, such as learning new information, are
affected by the rate at which information can be taken in and processed.

The most commonly used tests of information processing speed in MS research
and clinical practice are the Paced Auditory Serial Addition Task (PASAT; Gronwall,
1977) and the Symbol Digit Modalities Test (SDMT; Smith, 1982). However, neither
provides a measure of reaction time or an assessment of information processing speed
within a specific cognitive domain (Tombaugh, 2006). The PASAT, in particular, has
been criticized since poor performance may be attributable to problems with information
processing speed, sustained/divided attention, working memory or mathematical abilities
(Tombaugh, 2006). The use of adapted versions of the PASAT and SDMT in fMRI
studies has demonstrated that these two tests activate somewhat different cortical
networks in healthy individuals, with more medial frontal gyri (BA 6) activation found
during PASAT performance (Forn et al., 2011).

While deficits in performance on tests of attention are also commonly reported in

MS, distinguishing among the constructs of attention, processing speed and working



memory can be difficult (Chiaravalloti & DeLuca, 2008). Interpretation of such findings
is also complicated by the variability in how ‘attention’ is defined. In general, tasks such
as forward digit span are typically unaffected in individuals in MS (Benedict et al., 2006)
while deficits in sustained attention and divided attention (i.e., attending to two tasks
simultaneously) are common (Chiaravalloti & DeLuca, 2008).

Individuals with MS also demonstrate difficulties with executive functioning,
although, these have been found to occur less frequently than difficulties in memory and
information processing speed. Estimates of the prevalence of executive function deficits
in MS range from 15-20% in community-based samples (Benedict et al., 2006; Drew,
Tippett, Starkey, & Isler, 2008). Poor performance has been found on tests examining
various aspects of executive function including, verbal fluency (phonemic and semantic),
abstract reasoning, response inhibition, failure to shift mental sets, and perseveration
(Chiaravalloti & DeLuca, 2008; Langdon, 2011). Both attention and executive functions
represent cognitive domains that are poorly operationalized and measures created to
examine these constructs typically require cognitive abilities that overlap with other
cognitive domains.

Attempts have been made to determine the relation between structural
neuroimaging (i.e., magnetic resonance imaging; MRI) measures and degree of cognitive
impairment in MS. Moderate correlations (» = 0.4-0.5) have been found between lesion
burden and cognitive deficits (Benedict & Zivadinov, 2011) while measures of brain
atrophy, such as the width of the third ventricle and whole brain or thalamic volumes,
appear to have somewhat stronger correlations with cognitive deficits (Benedict &

Zivadinov, 2011; Chiaravalloti & DeLuca, 2008; Langdon, 2011). Measures derived



from diffusion tensor imaging (DTTI), such as fractional anisotropy, have also been found
to have moderate correlations with various cognitive abilities (i.e. processing speed,
executive function, verbal and non-verbal memory; Benedict, 2007; Hulst et al., 2013;
Rovaris, 2002). However, correlations between neuropsychological measures and
structural imaging still vary considerably. Given that MS is a dynamic disease that
involves ongoing demyelination, remyelination, axonal loss, and cell death, such
variability should be expected. Fluctuations in the appearance of lesions and changes in
brain volume metrics associated with the pathophysiology of MS can introduce error in
cross-sectional studies investigating relations between structural metrics and cognitive
performance. Furthermore, structural imaging does not provide information regarding
functional brain changes potentially occurring in MS.

Task-based functional magnetic resonance imaging (fMRI) of cognitive
performance in MS patients has demonstrated increased recruitment of cortical networks
compared to healthy controls (Langdon, 2011). This increased cortical recruitment has
been found in MS patients who demonstrate similar cognitive performance to controls
and is thought to represent compensatory mechanisms (Amann et al., 2011; Filippi &
Rocca, 2010; Langdon, 2011). Such findings have led to the suggestion that eventual
exhaustion or inability to recruit greater cortical activation, with the progression of
underlying pathology, is responsible for worsening of cognitive test performance
(Loitfelder et al., 2011; Penner & Rausch, 2003).

Of the cognitive domains affected in MS, information processing speed is thought
to be especially critical as it is hypothesized to contribute to other deficits in memory,

attention, and executive function (DeLuca et al., 2004). However, most clinical studies of



information processing speed use non-specific tests, such as the PASAT and SMDT, and
focus primarily on mean-level differences in performance between groups. This
emphasis on group-level differences in performance ignores within-person variations in
performance that may convey important information regarding the characteristics of

cognitive difficulties in MS.

1.3. INTRA-INDIVIDUAL VARIABILITY IN PERFORMANCE

Most cognitive and neuropsychological research has focused on mean-level differences in
performance between groups of individuals (MacDonald, Nyberg, & Biackman, 2006).
This provides useful information regarding differences between groups, when variability
within individuals is low (MacDonald, Li, & Backman, 2009; MacDonald et al., 2006).
However, when within-person variability is high and is not due to random sources of
error (e.g. extreme response due to external distraction), focusing solely on mean
performance can lead to incomplete interpretations of cognition (MacDonald et al., 2009,
2006).

Intra-individual variability (ITV) is a term used to describe within-person
fluctuations in performance across a series of trials within a given task (MacDonald et al.,
2006). This measure has been found to provide unique predictive information about
cognitive performance, such as group membership (e.g., dementia and non-dementia
groups), over and above mean performance (Hultsch, Macdonald, Hunter, Levy-
bencheton, & Strauss, 2000; MacDonald et al., 2006). ITV has been found to change
across the lifespan in healthy individuals, with greater variability in performance found in
childhood and adolescent, as well as in late adulthood (i.e. approximately age 60 and

onwards) and more stable performance found in young to middle adulthood (Williams,
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Hultsch, Strauss, Hunter, & Tannock, 2005). In aging populations, increases in IIV have
been associated with cognitive decline and with increased risk of mortality (MacDonald,
Hultsch, & Dixon, 2003; Macdonald, Hultsch, & Dixon, 2008; Shipley, Der, Taylor, &
Deary, 2006). Greater IIV has also been demonstrated in a variety of neurologic and
neurodevelopmental disordered populations, including persons with traumatic brain
injury, frontal lobe lesions, dementia, mild cognitive impairment, Parkinson’s disease,
attention deficit disorder, and schizophrenia (For review see: MacDonald et al., 2009).
These observations have led to the hypothesis that [TV may be a behavioural indicator of
general CNS integrity (Hultsch et al., 2000; MacDonald et al., 2006).

The source of IIV is unclear, although it has been postulated that [TV may
represent momentary lapses of attention (Bunce, Warr, & Cochrane, 1993) and executive
control failures (West, Murphy, Armilio, Craik, & Stuss, 2002). Both hypotheses imply
that IIV is, in part, related to frontal cortex-mediated processes, a suggestion further
supported by studies that demonstrate increased IIV on tasks requiring greater executive
demands (e.g., West et al., 2002). Developmental changes in II'V also support
involvement of frontal-cortical processes, since IIV is greater in early
childhood/adolescence when frontal cortical development is not yet complete, as well as
in later adulthood where disruption to frontal cortical functioning is commonly found
(MacDonald et al., 2009, 2006). These observations may also be explained by changes in
gray matter density or white matter volume across the lifespan (MacDonald et al., 2009;
Sowell et al., 2003). For example, in early childhood undifferentiated gray matter may

result in neural inefficiency, and hence more IIV. Reductions in gray matter density and
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synaptic pruning may result in more stable performance in adolescence and young
adulthood, while gray and white matter atrophy in older adults may underlie greater II'V.

Structural MRI imaging findings have supported a relation between IV and
frontal cortex mediated processes. Lesions in frontal gray matter, particularly in the
prefrontal cortex, have been associated with greater II'V in performance (Sowell et al.,
2003). Individuals with focal frontal lesions have been shown to have greater variability
on reaction time tasks than healthy controls and individuals with lesions in other regions
(Stuss, Murphy, Binns, & Alexander, 2003). Furthermore, individuals with
frontotemporal dementia demonstrate greater performance variability than those with
Alzheimer’s disease who have a similar level of disease severity (Murtha, Cismaru,
Waechter, & Chertkow, 2002). White matter alterations have also been found to relate to
IV in performance. Atrophy of the corpus callosum in individuals with mild cognitive
impairment appears to be associated with worse cognitive performance and greater IIV
and these associations are greatest for anterior regions of the corpus callosum (Anstey et
al., 2007). Moreover, in community dwelling older adults white matter hyperintensities in
frontal areas have been found to correlate specifically with increased IV, but not other
measures of cognitive performance (Bunce et al., 2007). These findings suggest that I[IV
may represent CNS dysfunction in gray and white matter, with a particular concentration
in frontal regions.

Investigations into the functional correlates of performance variability using fMRI
are sparse. However, Bellgrove and colleagues (2004) demonstrated that greater I[IV
during “Go” trials of a response-inhibition task (i.e. Go-No Go) in young adults was

associated with greater blood oxygen level-dependent (BOLD) activation in bilateral
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middle frontal regions (i.e. BA 46) and the left prefrontal gyrus (i.e. BA 44/6) during
successful inhibition trials (i.e. No Go). Thus, more frontal medial recruitment likely
reflected greater demands for executive control necessary to maintain task performance
(Bellgrove et al., 2004). In older adults, more IIV on a word retrieval task was associated
with less BOLD activity in the left supramarginal gyrus, a region thought to be involved
with sustained attention and deep semantic encoding (MacDonald, Nyberg, Sandblom,
Fischer, & Béackman, 2008). Hence, older adults with less stable performance appeared to
recruit less parietal activity during an encoding task. Such findings support the concept
that IV is associated with attentional/executive processes that are mediated by medial
frontal regions as well as regions important for attention (e.g. supramarginal gyrus).
Thus, observations from functional and structural imaging appear to support the notion
that [TV may be a potential behavioural proxy for overall neural efficiency (MacDonald
et al., 2009).

In order to build further evidence for the hypothesis that ITV represents a
behavioural indicator of CNS integrity investigations into the associations between neural
network functioning and IV are necessary. Kelly and colleagues (2008) investigated the
relation between II'V and a functional neural network in the brain known as the ‘task
negative’ or ‘default mode network’ (DMN). This network involves a set of brain regions
(i.e. primarily anterior/posterior cingulate, medial prefrontal cortices, bilateral inferior
parietal lobules, and the hippocampal formation) that show coherent BOLD signal
fluctuations during stimulus independent thoughts (e.g., self-reflection) and that are
consistently found to be deactivated during attention-demanding external tasks (Buckner,

Andrews-Hanna, & Schacter, 2008). Kelly and colleagues (2008) found that greater [TV
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on a flanker task was associated with less suppression of the DMN in young healthy
adults. In healthy older adults, greater IIV on a working memory task predicted greater
functional connectivity within the DMN at rest (Grady et al., 2010). This evidence,
though limited, suggests that IV is not only associated with alterations in functioning

within specific neural regions but also with overall neural network functioning.

1.4. RESTING-STATE FUNCTIONAL CONNECTIVITY

The brain at rest consumes approximately 20% of our body’s energy in order to
support ongoing neural signaling (Raichle & Mintun, 2006). Traditional task-based
fMRI, used to investigate brain-behaviour relationships, examines increases in metabolic
activity that represents only ~5% of the brain’s total energy consumption (Raichle &
Mintun, 2006). Thus, the majority of our understanding of brain functioning stems from
research examining small metabolic changes. Resting-state activity refers to spontaneous
fluctuations in BOLD signal that occur in the absence of a stimulus dependent task (i.e.,
at rest). These fluctuations occur at low frequencies (0.01-0.1 Hz), suggestive of neural
activity, and demonstrate temporal correlations across a set of regions, which are
organized into networks (Damoiseaux et al., 2006; Fox & Raichle, 2007). These networks
have a functional topography (i.e. include regions that are involved in similar functions)
and are made up of regions that are structurally related (Damoiseaux et al., 2006; Lowe,
Dzemidzic, Lurito, Mathews, & Phillips, 2000). Resting-state functional connectivity
refers to the correlations of spontaneous BOLD signal fluctuations between remote brain
areas (Fox & Greicius, 2010).

Several functional resting-state networks have been identified including visual

(i.e. primary visual and higher order visual), auditory, sensorimotor, “task positive” (i.e.
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believed to underlie visual and spatial attention), and “task negative” or default mode
networks. These networks have been found consistently across subjects and acquisition
sessions, suggesting that they are a reliable occurrence in the brain (Damoiseaux et al.,
2006; Fox & Raichle, 2007). Furthermore, regions with apparent opposing function have
been found to be anti-correlated in their activity (Fox, 2005). That is, regions consistently
found to increase in activity during attention demanding tasks (i.e. “task positive
network’) are negatively correlated with regions deactivated during externally driven
tasks and/or active during spontaneous task-independent thought (i.e. task negative
network; DMN; Fox et al., 2005; Toro, Fox, & Paus, 2008). Although these anti-
correlations have been criticized because of potential influences of data processing steps
(i.e. global normalization of signal) on the magnitude of the correlations, preprocessing
does not appear to fully explain this phenomenon (Fox, Zhang, Snyder, & Raichle, 2009;
Weissenbacher et al., 2009).

The functional organization of correlated spontaneous BOLD signal fluctuations
means that these patterns can be used to predict task-related responses. For example, the
degree of left hemisphere lateralization of the somatosensory resting-state network
predicts the extent of lateralization of an individual’s activation map during a right-finger
tapping task paradigm (De Luca, Smith, De Stefano, Federico, & Matthews, 2005).
Similar relations have been found in memory, with the degree of functional connectivity
between the hippocampus and parietal regions at rest predicting parietal activation during
an episodic memory task (Vincent et al., 2006). Resting-state functional connectivity has
also been found to correspond to individual differences in performance outside of the

MRI machine (e.g., Seeley et al., 2007). For example, individual differences in pre-scan
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anxiety and performance on a working memory task are associated with differences in
spontaneous network activity (Hampson, Driesen, Skudlarski, Gore, & Constable, 2006;
Seeley, 2007). In addition, investigations using resting-state functional connectivity can
provide information regarding neuroanatomical models, independent of task design (e.g.,
Fox, Corbetta, Snyder, Vincent, & Raichle, 2006). Hence, investigating functional
connectivity across regions at rest can provide crucial information regarding the response
of the brain during cognitive tasks as well as the neuroanatomical relations among brain
regions responsible for the relevant behavioural responses.

Currently, the underlying nature of spontaneous BOLD signal fluctuations is
unclear. One possibility is that these correlated resting state BOLD signal fluctuations
solely reflect neuroanatomical connections. Although there is structural correspondence
(e.g., white matter tracts) between regions comprising resting-state networks (Greicius,
Supekar, Menon, & Dougherty, 2009; Lowe et al., 2000; van den Heuvel, Mandl, Kahn,
& Hulshoff Pol, 2009), tract tracing in macaque monkeys has also demonstrated evidence
of spontaneous BOLD signal correlations between regions in the visual system that do
not have direct anatomical connections (Vincent et al., 2007). Similar evidence has been
found in the human brain. For example, individuals with complete agenesis of the corpus
callosum nonetheless demonstrate bilateral resting-state networks (Tyszka, Kennedy,
Adolphs, & Paul, 2011). Studies examining structural connectivity (e.g. through DTI)
across functionally correlated regions have demonstrated that direct structural
connections are not always present (see Damoiseaux & Greicius, 2009). This suggests
that resting state networks are not just a proxy for structural connections, rather,

spontaneous BOLD signal correlations likely represent flexible functional connections
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that may be mediated by regions with either direct or indirect structural connections (e.g.,
via a third region; Damoiseaux & Greicius, 2009).

Resting-state activity has also been suggested to only represent activation due to
spontaneous mental activity (e.g., mental imagery and reflection) occurring in the
scanner. Although spontaneous mental activity likely influences resting state activity, it
does not seem to be the primary cause. For example, consistent resting BOLD signal
correlations can be observed in a variety of states, including sleep, and anesthesia (See
Fox & Raichle, 2007; Heine et al., 2012). Correlated spontaneous BOLD signal
fluctuations are also found across a large number of neuroanatomical systems (e.g.,
visual, auditory, sensorimotor), which seem unlikely to be simultaneously modulated by
spontaneous cognition (Fox & Raichle, 2007). Furthermore, resting-state BOLD signal
fluctuations are demonstrated in neural networks associated with behaviour (e.g., motor
movement) in the absence of overt behaviour (Biswal, Yetkin, Haughton, & Hyde, 1995;
Fox, Snyder, Zacks, & Raichle, 2006). Thus, spontaneous BOLD signal fluctuations
found in the absence of an instructed task likely do not completely represent spontaneous
cognition.

In summary, resting-state functional connectivity likely reflects both structural
and functional connections across a series of brain regions that appear to be organized in
networks (Damoiseaux & Greicius, 2009; Fox & Greicius, 2010). This method has
revealed that regions with similar functional properties (e.g., responsible for somatomotor
movements) exhibit consistent spontaneous BOLD fluctuations in the absence of the
overt behaviour. Resting-state functional connectivity patterns have also been found to

predict an individual’s task-response outside of the scanner and have helped refine neuro-
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anatomical models of the brain’s functional architecture in healthy individuals (see Fox &

Raichle, 2007; Fox & Greicius, 2010).

1.5. RESTING-STATE FUNCTIONAL CONNECTIVITY IN
CLINICAL POPULATIONS

If resting-state fMRI (rsfMRI) provides information about the functional-
structural architecture of the brain in healthy individuals, it may also provide insight into
disease processes. Several advantages exist to using rsfMRI techniques to study clinical
populations as opposed to traditional task-based fMRI. First, rstMRI may offer better
signal to noise ratios than task-based fMRI. Task-activation studies examine relatively
small metabolic changes (i.e. signal) associated with behaviour (Raichle & Mintun,
2006). As a result, several trials, blocks and runs are necessary in order to acquire
consistent and reliable activation patterns compared to a ‘baseline’. In contrast,
spontaneous BOLD activity represents a larger proportion of ongoing neural signaling in
the brain (i.e. approximately 60%; Fox et al., 2006). Hence, rsFMRI studies have
reported three times the signal to noise compared to task-based studies (Fox & Greicius,
2010). The most direct benefit of this increased signal to noise ratio is that rsfMRI scans
can be relatively brief (i.e. approximately 5-10 min in total length).

Another important advantage of rsfMRI is that these spontaneous fluctuations in
BOLD signal are task-independent. This is beneficial because interpreting task-based
altered activation patterns in clinical populations is confounded by task-demands, task
performance, strategy use, effort and specific disease-related changes (Fox & Greicius,
2010; Greicius, 2008). The absence of a task also permits the use of rsfMRI in more
severely affected clinical populations. Activation studies often recruit mildly impaired

subjects because these subjects are physically and cognitively able to perform the
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required task in an MRI environment (Fox & Greicius, 2010; Greicius, 2008). Such
selection biases result in limited generalizability of findings to clinical populations and
limit our understanding of the disease process. In contrast, rsfMRI can allow for a
broader sampling of clinical populations. Furthermore, unlike task-dependent fMRIs that
examine functional neurocorrelates associated with performance in a particular cognitive
domain, a single rsfMRI dataset can be used to investigate several cortical systems (Fox
& Greicius, 2010). Despite the many advantages of rsfMRI, different study designs, data
processing techniques and analysis approaches have contributed to inconsistent results
across clinical studies. Preliminary guidelines aimed at reducing such inconsistencies
have been established (see Fox & Greicius, 2010) and the continual development of
processing techniques will help improve the clinical applications of rsfMRI.

At present, applications of rsfMRI to clinical populations have included pre-
operative functional mapping for surgical planning as well as examination of associations
between clinical variables and various resting state networks (Fox & Greicius, 2010).
Many clinical rsfMRI studies have focused on one particular network, the DMN. This
network was first observed during traditional activation paradigm fMRI, when a series of
brain regions were found to be consistently deactivated during a series of visual tasks
(Shulman, 1997). These regions included ventral medial prefrontal cortex (vmPFC;
including the anterior cingulate cortex, ACC), dorsal medial PFC, posterior cingulate
(PCC)/retrosplenial cortex, posterior inferior parietal lobule (pIPL), hippocampal
formation (HF), and lateral temporal cortex (see Table 1.1; Buckner et al., 2008). The
precise functional significance of the DMN is presently unclear. It is thought that the

DMN may underlie two potential cognitive processes (1) stimulus independent thought
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and (2) attention monitoring. Stimulus independent thoughts are thoughts about events
other than those directed by the environment or an external task (Buckner et al., 2008).
Default regions including the medial PFC and the PCC have been found to be active
during stimulus independent thoughts (see Buckner et al., 2008). In particular, the degree
of activity in PCC has been positively correlated with frequency of self-reported
mindwandering (i.e. “a psychological baseline from which people depart when attention
is required elsewhere and to which they return when tasks no longer require conscious
supervision”; Mason et al., 2007). DMN regions, especially the medial PFC and
hippocampal formation, have been associated with self-reflective thinking (i.e. thinking
about oneself on behaviours and/or experiences), theory of mind (i.e. ability to attribute
mental states to oneself and others), and autobiographical memory (i.e. the recall of past
personal events; see Buckner et al., 2008).

An alternative hypothesis is that the DMN participates in monitoring and
mediating the shifts in focus of attention that occur between the internal and external
environment (Shulman, 1997; Uddin, Kelly, Biswal, Xavier Castellanos, & Milham,
2009). For example, momentary lapses in externally-focused attention during a task have
been associated with decreased activity within the dorsal ACC and PFC, as well as
increased activity in the PCC (Weissman, Roberts, Visscher, & Woldorff, 2006).
Similarly, during an incidental encoding task, increased activity in the PCC and lateral
parietal regions during item presentation has been found to predict the items that would
later be forgotten (Otten & Rugg, 2001). Furthermore, successful suppression of the
DMN has been found to be associated with better task performance on an N-back task in

persons with MS (e.g., Sumowski, Wylie, Deluca, & Chiaravalloti, 2010). These two
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hypotheses of DMN functioning (i.e., spontaneous cognition and attention monitoring)
are not mutually exclusive and may, in fact, represent different interacting subsystems
within the DMN (see Buckner et al., 2008; Uddin et al., 2009).

Altered DMN activity has been reported in a variety of neurologic disorders
including Alzheimer’s disease, mild cognitive impairment, fronto-temporal dementia,
epilepsy, schizophrenia, and autism (see Fox & Greicius, 2010; Greicius, Srivastava,
Reiss, & Menon, 2004; Greicius, 2008). Within the MS literature, DMN differences
between MS patients and controls have been reported, though findings are inconsistent.
In part, this may reflect differences in methodology, data analysis approach, and sample
selection characteristics between studies investigating DMN alterations in MS. In early
phases of MS, such as with individuals with clinically isolated syndrome, greater
‘synchronization’ (i.e. greater spatial coherence and amplitude of spontaneous
fluctuations) in the PCC of the DMN has been found compared to individuals with
RRMS (Roosendaal et al., 2010). Greater deactivation of the PCC has also been reported,
during a fMRI-adapted SDMT task, in clinical isolated syndrome patients compared to
controls despite equivalent behavioural performance between the two groups (Forn et al.,
2013). Such results have been taken to suggest that altered connectivity of the PCC with
the DMN may support compensatory processes during early phases of the disease.
However, in contradiction to this compensation hypothesis, an ‘early’ MS sample (i.e. a
mixed sample of RRMS and CIS participants) demonstrated that greater functional
connectivity between regions of the DMN and the ‘task positive network™ was associated
with poorer cognitive performance on standardized clinical measures (Hawellek, Hipp,

Lewis, Corbetta, & Engel, 2011).
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Contradictory results regarding DMN functional connectivity have also been
found across studies of patients with RRMS. Roosendaal and colleagues (2010) did not
find significant differences in DMN functional connectivity between RRMS subjects and
controls. However, Bonavita and colleagues (2011) found decreased functional
connectivity at the level of the ACC and midline PCC in RRMS individuals, with greater
reduction in resting state activity in the PCC associated with greater cognitive impairment
(Bonavita et al., 2011). In contrast, Faivre and colleagues (2012) found that increased
functional connectivity between posterior DMN regions (i.e. PCC and pIPL) was
associated with worse cognitive performance in a sample of early RRMS who also
demonstrated increased functional connectivity in the DMN (i.e. right middle temporal
and occipital gyrus, and left cerebellar hemisphere) relative to controls. In progressive
MS (i.e. SPMS and PPMS) reduced DMN functional connectivity, particularly in frontal
regions (i.e., left medial PFC, left precentral gyrus, and ACC) has been observed; with
reduced ACC functional connectivity associated with worse cognitive performance
(Rocca et al., 2010). Thus, to date, it is unclear whether increased DMN functional
connectivity in persons with MS represents compensatory or maladaptive processes and
the conflicting literature highlights the need for replication with more homogenous and

clearly defined clinical samples and analysis approaches.

1.6. SUMMARY AND STUDY AIMS

MS is an inflammatory neurodegenerative disease of the CNS that results in a variety of
sensory, motor, neuropsychiatric and cognitive symptoms. Cognitive deficits are highly
prevalent in MS and have a large impact on health-related quality of life (Mitchell et al.,

2005; Rao et al., 1991). Impairments in information processing speed are the most
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commonly found cognitive difficulties in MS (Chiaravalloti & DeLuca, 2008; Langdon,
2011) and are thought to contribute to higher-order cognitive dysfunction such as
impaired memory and executive functioning (DeLuca et al., 2004). In clinical settings,
processing speed is often assessed using timed paper and pencil tests or computerized
tests of reaction time that assess group-level differences in mean performance (i.e.
number of accurate items or mean RT differences; MacDonald et al., 2006; Tombaugh &
Rees, 2008). An alternative approach is to examine intra-individual variability (IIV) in
performance, defined as within-person fluctuations in reaction time performance across a
set of trials (MacDonald et al., 2009, 2006). IIV is thought to reflect overall CNS
dysfunction and has been shown to be a sensitive marker of impairment in a variety of
neurologic, neuropsychiatric and neurodevelopmental disorders (MacDonald et al., 2009,
2006). Understanding the neural underpinnings of IIV may further elucidate the
functional significance of this metric. Structural magnetic resonance imaging (MRI)
metrics such as, lesion load, whole brain atrophy, and width of the third ventricle,
demonstrate moderate correlations with cognitive performance (Benedict & Zivadinov,
2011; Chiaravalloti & DeLuca, 2008; Langdon, 2011) but do not provide information
regarding functional brain changes potentially occurring in MS. Resting-state fMRI
(rsfMRI) presents a means investigating neural functioning by examining spontaneous
BOLD signal fluctuations across regions. This approach has several advantages over
traditional task-based fMRI in examining the functional coherence of neural networks in
clinical populations as it allows for short scan times, has better ‘signal to noise’
characteristics, and is task-independent (Fox & Greicius, 2010). Associations between

ITV and alterations in the resting-state DMN have been demonstrated in healthy young
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(Uddin et al., 2009) and older adults (Grady et al., 2010). Alterations in this network,
which is hypothesized to underlie stimulus independent thinking and attention
monitoring, may provide insights into the neural processes that underlie II'V in MS.

The specific aims of the dissertation are to: (1) examine whether individuals with
MS demonstrate greater IIV on tests of attention and information processing speed
compared to healthy controls. (2) Examine relations between IIV and other commonly
used clinical neuropsychological tests and assess the potential contribution of II'V to our
understanding of cognitive impairments in MS. (3) Examine the stability of IIV across
time (i.e. successive sessions) to evaluate its potential utility as a measure of change in
disease and clinical status. (4) Explore the neural correlates of IIV in MS by examining

its relation to resting-state functional connectivity between regions of the DMN.
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Table 1. Core Regions of the Default Mode Network; adapted from Buckner et al., 2008.

Region Abbreviation Brodmann Areas included
Ventral medial prefrontal cortex vmPFC 24,10, 32ac

Posterior cingulate/ retrosplenial cortex PCC/Rsp 29/30, 23/31

Posterior inferior parietal lobule pIPL 39, 40

Dorsal medial prefrontal cortex dmPFC 24, 32ac, 10p, 9

Lateral temporal cortex LTC 21

Hippocampal formation HF Hippocampus proper;

entorhinal cortex (EC) and

parahippocampal cortex (PH)

Note: 32ac= dorsal anterior cingulate, 10p= Brodmann 10 polar
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CHAPTER 2: INTRA-INDIVIDUAL VARIABILITY AS A
MEASURE OF INFORMATION PROCESSING
DIFFICULTIES IN MULTIPLE SCLEROSIS

2.1. OVERVIEW

The primary aim of the following chapter was to examine whether individuals with
RRMS demonstrate greater IIV on a clinical measure of information processing speed,
the Computerized Test of Information Processing (CTIP; Tombaugh & Rees, 2008). The
CTIP has been previously used to investigate processing speed in MS (e.g., Tombaugh,
Berrigan, Walker, & Freedman, 2010) and provides a precise measure of reaction time
across three tasks that increase in cognitive difficulty (i.e. simple reaction time, choice
reaction time, and semantic search reaction time). Individuals with neurologic
impairments and healthy controls demonstrate perfect to near-perfect accuracy on the
CTIP and hence performance on this measure is suggested not to be influenced by
individual differences such as intelligence or education (Reicker, Tombaugh, Walker, &
Freedman, 