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Abstract

Starting from a classical mechanical model, a set of Langevin equations for the surface

diffusion of adsorbed molecules is developed. In contrast to previous work, these

Langevin equations take full account of the rotations and internal vibrations of the

adsorbed molecule. These equations are then applied to a stiff dimer diffusing in one

dimension, and the results compared with previous calculations for the same system.

It is shown that the modifications in our new approach give significantly different

results than this previous calculation, and therefore must be taken into account in

future calculations for systems of this kind.

Next a new approximation method is developed by assuming that the motion of

the molecule is confined to the lowest energy path between adsorption sites. This

method is applicable to an arbitrarily complex molecule, and is complimentary to the

first method, in that it can account for deformation of the molecule by the surface

but not the internal vibrations of the molecule (whereas the first method accounts

for internal vibrations but not deformation). This approximation method is then

applied to a flexible dimer in two dimensions (one dimension along the surface and

one perpendicular). The results are discussed and compared with those of the stiff

dimer in one dimension, explaining and clarifying the difference between our results

and those of previous calculations.
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Chapter 1

Introduction

The diffusion of particles adsorbed on solid surfaces is important in many areas of

physics. In catalysis and chemical reactions at surfaces, diffusion is essential for the

reactants to find one another and is an important factor in the overall dynamics of the

reaction. Crystal growth proceeds by the diffusion of atoms and atomic clusters from

terraces to edge sites [1]. Diffusion of clusters on surfaces is also an essential process

in surface nanostructuring [2]. An understanding of surface diffusion at a microscopic

level is therefore an important step to understanding all of these phenomena.

Direct observation of surface diffusion at the level of individual atoms was first

made possible in the 1960’s by use of the field ion microscope (FIM) [3]. FIM ex-

periments allow for the observation of diffusion of individual atoms as well as dimers

and larger clusters, however they are limited to a few types of metal surfaces (namely

platinum, rhodium, nickel, tungsten and iridium) due to the high electric fields needed

for atomic imaging with helium [4].

Since these initial studies, several experimental techniques have been developed

for the observation of surface diffusion, including laser ablation, helium scattering,

and scanning tunneling microscopy (STM). STM allows for the tracking of individual

atoms and molecules over a wide range of surfaces, and has been widely employed in

surface diffusion studies (see Ref. [5] for a summary of experimental techniques).

The first step in a theoretical model of surface diffusion is a description of the

interaction between the surface and the adsorbed atoms or molecules. At the most

detailed level, one can perform first principles calculations of the potential energy

surface. This allows for a quantitatively accurate determination of the energy barrier

for diffusion for comparison with experimental data [6]. It can also provide insight

into the importance of different diffusion mechanisms for a particular system, by

determining which mechanism is most energetically favorable (e.g. piecewise diffusion

1
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vs. coordinated jumps for dimers, hopping vs. exchange, etc.).

Quantitatively accurate results can also be obtained with the use of empirical

potentials, such as the embedded atom method and the Rosato Guillopé Legrand po-

tential (see Ref. [6] for a comparison of energy barriers calculated using first principles

and empirical potential techniques to experimental values). These potentials consist

of a sum of pairwise terms and a many-body term that accounts for the electronic

interactions. The parameters in the potentials are fitted to bulk properties of the

solid.

A more qualitative approach makes use of simple model potentials for the adsorbate-

surface and adsorbate-adsorbate interactions. For the adsorbate-surface interaction,

which must be periodic in the coordinates along the surface, the simplest choice is

a cosine potential with its period equal to the lattice constant of the surface. For a

more realistic description, higher Fourier components can be included [7]. Typical

choices for adsorbate-adsorbate interactions are harmonic potentials [8, 9] (for stable

molecules that do not dissociate) or Morse potentials [10] (when dissociation is pos-

sible). A benefit of using these simple model potentials is that analytical solutions

can often be obtained, and the results can reveal general features of surface diffusion

(such as, e.g., resonant diffusion of dimers [9]).

To calculate dynamical properties of the system, several different approaches have

been developed. At the most detailed level, molecular dynamics (MD) simulations

can be undertaken. With the use of accurate empirical potentials, MD methods

can give accurate dynamical information about the system (see, e.g., Ref. [11] for

calculations for the technologically important case of Si dimers on an Si surface).

The inherent difficulty with MD simulations, however, is the separation of time scales

of the vibrational and diffusive motion. The fastest vibrational periods are typically of

the order 10−14s, while hopping times at room temperature are often of the order 1s.

The time step in the MD simulation must be comparable to the fastest vibrational

periods, so direct simulation of diffusion events under experimental conditions are

usually not possible. To circumvent this problem, simulations are typically done at

high temperature, where the diffusion rate is much higher [4, 12].

Since typically only the motion of the adsorbed species is of interest, the problem
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can be simplified by averaging over the motion of the surface atoms. In such a

picture, the motion of the adsorbate is seen as Brownian motion in the periodic

potential of the adsorbate-surface interaction. The trajectories of adsorbed species

then satisfy a Langevin equation (equivalently, the Fokker-Planck equation describing

the probability density in phase space can be used.) In the simplest approach, the

adsorbate-surface interaction potential is evaluated with the surface atoms at their

equilibrium positions, and the effect of the vibration of the surface atoms around their

equilibrium positions is taken into account by a friction force and random stochastic

force on the adsorbate. The friction coefficient is often taken as a phenomenological

parameter. However, an expression for the friction can also be derived starting from

a classical mechanical model [13]. In this case, a position-dependent friction tensor

is obtained in terms of the interaction potential and vibrational characteristics of the

substrate. This Langevin equation approach greatly simplifies the problem, resulting

in a single equation of motion for the adsorbate, rather than the coupled equations

for the adsorbate and surface atoms employed in MD simulations. The cost of this

simplification is a less microscopically detailed view of the diffusion process.

A third approach to model the dynamics of surface diffusion is the use of lattice

gas models. In lattice gas models, the surface is treated as a lattice of adsorption sites

which can be either occupied or unoccupied. The hopping rate between lattice sites is

used to formulate a master equation for the migration of adsorbed atoms or molecules.

The hopping rates can be treated as phenomenological parameters, or calculated for

a given system by a number of methods (see, e.g., Ref. [7] for a calculation of the

hopping rate from a microscopic quantum mechanical model).

Transition state theory (TST) provides a simple expression for the hopping rate

of an adparticle in terms of the equilibrium properties of the system. When the ad-

particle is localized at an adsorption site, it is trapped in a local minimum of the

periodic adparticle-surface interaction, as illustrated in Fig. 1.1. In order to diffuse to

a neighboring site, it must acquire enough energy to escape over the potential barrier.

In TST one assumes that the adparticle is in thermal equilibrium with the surface, so

that the relative probability of the adparticle being near the transition state (maxi-

mum of potential energy) is e−∆V/kBT , where ∆V is the energy barrier. Assuming a
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Figure 1.1: Potential energy V (x) of an atom adsorbed on a surface.

Maxwell distribution for the adparticle velocity, the flux across the transition state

can be found, giving the following expression for the hopping rate [14] :

ΓTST =
kBT

h
exp(−∆F ) =

kBT

h

Zt
Zm

, (1.1)

where ∆F is the difference in Helmholtz free energy between the minimum and tran-

sition state, and Zm and Zt are the partition functions at the minimum and transition

state, respectively. In the simplest approach one can use the harmonic approximation

for the partition functions, giving

ΓTST =
1

2π

∏

i ωmi
∏

i ωti
e−∆V/kBT , (1.2)

where ωmi and ωti are the vibration frequencies at the minimum and transition state

(excluding the imaginary frequency at the transition state). Eq. (1.2) is convenient in

that it gives the hopping rate entirely in terms of properties of the potential energy

surface. TST is accurate when the energy barrier ∆V is large compared to the thermal

energy kBT , and for the intermediate friction regime, where the friction coefficient η
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is of the same order as the adparticle vibration frequency, η ∼ ωm [15]. For stronger

friction, or lower energy barriers, TST fails and a more detailed approach must be

employed.

In the remainder of this chapter, we will review some general concepts related

to surface diffusion which will be used throughout this thesis. We will then give a

brief review of the Langevin and FP equations, and methods of solution. In chapter

2, we will derive the Langevin equation for a molecule on a surface starting from a

microscopic classical mechanics model. In chapter 3 we apply the Langevin equation

to the case of a dimer diffusing along a one dimensional (1D) channel. Chapter 4

deals with the diffusion path approximation (DPA), a method for the calculation of

the diffusion coefficient of a multi-dimensional system in which the problem is reduced

to 1D by restricting the system to the lowest energy path between adsorption sites,

the position along the path being described by a reaction coordinate. We will first

derive the DPA formalism, which results in a 1D Langevin equation in the ‘reaction

coordinate. The DPA will then be applied to the diffusion of a dimer along a 1D

channel, which is also free to move in the direction perpendicular to the surface.

1.1 General Diffusion Concepts

The simplest picture of surface diffusion is that of uncorrelated hops between nearest

neighbor adsorption sites. In this picture, the adparticle performs a random walk

across the surface, and the probability of the ith site being occupied is governed by

the following master equation (in 1D):

∂ρi
∂t

= Γ→ρi−1 + Γ←ρi+1 − (Γ→ + Γ←)ρi, (1.3)

where Γ→ and Γ← are the hopping rates for an adparticles to move to the right or

left. For an isotropic surface, there should be equal probability for a hop to the left

or right, so Γ→ = Γ← = Γ/2, where Γ is the total hopping rate. If we now take the

probability to be a slowly varying smooth function of position, ρi = ρ(xi), then we
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can expand ρ(x) in a Taylor series, so that (1.3) becomes

∂ρ

∂t
=

Γ

2

[

−2ρ+

(

ρ+ l
∂ρ

∂x
+
l2

2

∂2ρ

∂x2

)

+

(

ρ− l
∂ρ

∂x
+
l2

2

∂2ρ

∂x2

)]

=
Γl2

2

∂2ρ

∂x2
, (1.4)

where l is the jump distance (equal to the lattice constant in this simple picture).

This is a diffusion equation of the form ρ̇ = Dρ′′, with diffusion coefficient D = Γl2/2.

When hops to sites further than the nearest neighbor are allowed, and the adparticle

can diffuse in more than one dimension, the relationship generalizes to [16]

D =
Γ〈l2〉
2d

, (1.5)

where d is the number of dimensions, and 〈l2〉 is the mean square jump distance.

In the cases of low barriers or weak frictional damping, long jumps become im-

portant to the diffusive motion [15,17,18], and calculation of the average jump length

can be difficult. Furthermore, there will in the general case be correlations between

successive jumps, so that there must be corrections to the random walk formula (1.5).

A more general definition of the diffusion coefficient is therefore needed.

When the trajectories of individual particles are followed (as in STM or FIM

experiments), the appropriate quantity is the tracer diffusion coefficient, defined as

D = lim
t→∞

〈~r2〉
2t

, (1.6)

where ~r is the position of the adparticle. This relation can easily be verified for the

above simple case by making use of the mean square displacement for a random walk

in 1D, 〈x2〉 = Nl2, where N = Γt is the number of steps. Eq. (1.6) allows a calculation

of the diffusion coefficient from the average long time behavior of the adparticle, which

in the following chapters we will calculate via a Langevin equation. In practice, this

is also typically how diffusion coefficients are measured in experiments; an average of

the displacement of an adparticle over many trials is taken.
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1.2 Langevin Equation

As we will show in the next chapter, in the most general case an adparticle obeys the

following generalized Langevin equation for its position ~r

M~̈r +

∫ t

0

B[~r(t), ~r(t′), t− t′] · ~̇r(t′)dt′ + ∇V = ~ξ(~r, t). (1.7)

V is the interaction potential between the adparticle and the surface with all of the

surface atoms fixed at their lattice positions. The friction-memory tensor B, and the

random force ~ξ account for the vibration of the surface atoms around their lattice po-

sitions; that is, they account for the coupling of the adparticle to the phonons in the

solid. This phonon coupling is the mechanism by which the adparticle exchanges en-

ergy with the solid, and attains enough energy to diffuse to a neighboring adsorption

site. There will also be coupling between the electronic degrees of freedom, which is

not accounted for in the classical mechanics approach used to derive Eq. (1.7). How-

ever, for many systems (particularly physisorbed systems), this coupling is negligible

compared to the coupling to the phonons [16, 19].

The random force and friction-memory tensor are related by the fluctuation-

dissipation theorem [20,21],

〈~ξ(~r(t), t)~ξ(~r(t′), t′)〉 = kBTB[~r(t), ~r(t′), t− t′]. (1.8)

In most systems of interest, the time scale for diffusion is very long compared to the

fast vibrational motion of the surface atoms, and the random force is uncorrelated

in time, 〈~ξ(t)~ξ(t′)〉 ∼ δ(t − t′). Then Eq. (1.7) simplifies to a standard Langevin

equation,

M~̈r + β · ~̇r + ∇V = ~ξ, (1.9)

where 〈~ξ(~r(t), t)~ξ(~r(t′), t′)〉 = 2kBTβδ(t − t′). It can be shown that Eq. (1.9) is

equivalent to the following equation for the probability density in phase space ρ(~r, ~v),

called the Fokker-Planck, or Klein-Kramers equation [20, 21]

∂ρ

∂t
+ ~v · ∇rρ−

∇rV

M
· ∇vρ = ∇v ·

β

M
·
(

~vρ+
kBT

M
∇vρ

)

, (1.10)



8

where ∇v is the gradient in velocity space, and ∇r is the gradient in position space.

The terms in this equation have the following interpretations. The left hand side

is simply the hydrodynamic derivative of the probability, Dρ
Dt

. The second term is

a convective term in position space due to the velocity ~v, and the third term is a

convective term in velocity space due to the force −∇rV . The right hand side is a

source term that comes from the interaction of the adparticle with the phonons.

To solve for the behavior of the adparticle in this approach, two basic methods are

widely employed. Firstly, the Langevin equation (1.9) can be integrated numerically

for a particular realization of the random force, and the results averaged over many

realizations [8, 17, 22]. Secondly, the Fokker-Planck equation (1.10) can be solved

numerically using the matrix continued fraction method (MCFM) [21,23]. In 1D, the

MCFM provides a very accurate and efficient solution to the Fokker-Planck equation

for the moderate to high friction regimes; for low friction, and also for very high

barriers the computation time requires becomes much higher. In 2D the MCFM

becomes much more complicated [23], and for three or more dimensions it becomes

practically intractable [16].

In addition to these methods, there are also analytical expressions for the diffusion

coefficient or hopping rate available in several limiting cases. For high barriers ∆V ≫
kBT , where only nearest neighbor hops are important, the hopping rate is given by

the following expression for the moderate to high friction regime [24, 25]

Γ = ΓTST

(
√

1 +
η2

4ω̄2
s

− η

2ω̄s

)

, (1.11)

assuming a constant friction coefficient β = Mη. ω̄s is the unstable vibration fre-

quency at the transition state, and ΓTST is given in Eq. (1.1). For the low to moderate

friction regime, the hopping rate is given by [26]

Γ = ΓTST exp





1

π

∫ ∞

0

du
ln
{

1 − exp
[

− 4η∆V
ω0kBT

(

u2 + 1
4

)

]}

u2 + 1
4



 . (1.12)

This expression is only valid in one dimension.

For barriers of arbitrary height there are analytical results for the diffusion coef-

ficient in both the low friction and high friction regimes, in 1D. For low friction, the
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following expression holds [21]

D =
πkBT

2Mη
e−∆V/kBT . (1.13)

This expression is only accurate when the friction is very small, which is typically not

the case in surface diffusion. In the high friction regime, the diffusion coefficient is

given by [27]

D = kBT

[

1

l

∫ l

0

β(x)eVMS(x)/kBTdx
1

l

∫ l

0

e−VMS(x′)/kBTdx′
]−1

. (1.14)

We will make use of this expression in the following chapters to calculate the diffusion

coefficient for a dimer in 1D.



Chapter 2

Derivation of Langevin Equation

In this chapter we derive the Langevin equation for a molecule adsorbed on a surface

starting from a classical mechanical model of a molecule and surface made up of point

particles interacting via local potentials. A classical mechanics model is appropriate

when the adsorbate is heavy enough so that quantum effects are negligible. This is the

case for most systems of interest, with an exception being hydrogen on metal surfaces,

where quantum tunneling effects become important at low temperatures [28].

In deriving the Langevin equation, we follow the work of Tsekov and Ruckenstein.

In Ref. [13], they derived a Langevin equation for adatoms coupled to the phonons

of a solid. After reviewing their derivation, we will extend the formalism to include

coupling of the center of mass motion of a molecule to the internal vibrational degrees

of freedom.

2.1 Interacting Atoms

We first review the derivation of Ref. [13] for a system of interacting atoms (which

can either be bound in a molecule or free). Consider a system of atoms adsorbed on

a surface. We denote the positions of the atoms of the solid by ~Ri, and those of the

adsorbed atoms by ~ri. To account for the vibrations of the substrate atoms, we write

~Ri = ~R
(0)
i + ~ui, (2.1)

where ~ui is the deviation from the equilibrium position ~R
(0)
i .

The kinetic energy can then be written as

T =
∑

i

1

2
ms| ~̇Ri|2 +

∑

i

1

2
mi|~̇ri|2 (2.2)

=
∑

i

1

2
ms|~̇ui|2 +

∑

i

1

2
mi|~̇ri|2, (2.3)

10
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where ms is the mass of the lattice atoms and mi is the mass of the ith adsorbed

atom. The potential energy can be split into three terms: the potential energy of the

free solid (in the absence of the molecule) VS, the interaction energy of the adatoms

with each other VM , and the interaction energy of the adatoms with the surface VMS,

U = VS({~Rn}) + VM({~rn}) + VMS({~Rn}, {~rn}). (2.4)

We now treat the phonons in the harmonic approximation by expanding VS and VMS

to lowest order in the displacements ~ui,

VS = V
(0)
S +

1

2

∑

i,j

~ui ·
(

∇Ri
∇Rj

VS
)(0) · ~uj, (2.5)

VMS = V
(0)
MS +

∑

i

(∇Ri
VMS)

(0) · ~ui, (2.6)

where the (0) superscript denotes quantities evaluated at ~ui = 0. We have assumed

only a linear coupling of the adatoms to the phonons, neglecting the second order

terms in VMS. The second order terms correspond to two-phonon collisions, which

have been shown to be negligible in typical systems [29]. We then write the full

potential as

U = V
(0)
S + VM({~rn}) + V

(0)
MS({~rn}) +

∑

i

~g(i)
u ({~rn}) · ~ui

+
∑

i,j

~ui · H(ij)
uu · ~uj, (2.7)

where

~g(i)
u = (∇Ri

VMS)
(0) = (∇ui

VMS)
(0) (2.8)

H(ij)
uu =

(

∇Ri
∇Rj

VS
)(0)

=
(

∇ui
∇uj

VS
)(0)

. (2.9)

The total energy T +U can be rewritten in terms of the normal mode frequencies ωk

and coordinates qk (which we take to be complex) of the solid vibrations to give

E = T + U =
∑

i

1

2
mi|~̇ri|2 +

∑

k

1

2
|q̇k|2 + V

(0)
S + VM({~rn}) + V

(0)
MS({~rn})

+
∑

k

φk({~rn})qk +
∑

k

1

2
ω2
k|qk|2, (2.10)
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where

φk =

(

∂VMS

∂qk

)(0)

. (2.11)

The equations of motion for ~ri and qk can be found from the Euler-Lagrange equations,

giving

mi~̈ri + ∇ri(VM + V
(0)
MS) +

∑

k

qk∇riφk = 0 (2.12)

q̈k + ω2
kqk + φ∗k = 0. (2.13)

The equations for qk are simply uncoupled driven harmonic oscillators, which can be

solved analytically. By substituting the solutions into Eq. (2.12) we will obtain a set

of Langevin equations for the adatom positions ~ri. Eqs. (2.13) have the solutions

qk(t) = qk(0) cos(ωkt) +
1

ωk
q̇k(0) sin(ωkt) −

1

ωk

∫ t

0

sin[ωk(t− t′)]φ∗k({~rn(t′)})dt′.

(2.14)

To make Eq. (2.12) take the form of a Langevin equation, we must rewrite (2.14)

using integration by parts,

qk(t) =

[

qk(0) +
1

ωk
φ∗k({~rn(0)})

]

cos(ωkt) +
1

ωk
q̇k(0) sin(ωkt) −

1

ω2
k

φ∗k({~rn(t)})

+
1

ω2
k

∫ t

0

cos[ωk(t− t′)]
∑

j

∇rjφ
∗
k({~rn(t′)}) · ~̇rj(t′)dt′. (2.15)

Making use of these solutions, Eq. (2.12) becomes

mi~̈ri +
∑

j

∫ t

0

Bij · ~̇rj(t′)dt′ + ∇riUeff = ~ξi, (2.16)

where

Bij [{~rn(t)}, {~rn(t′)}, t− t′] =
∑

k

cos[ωk(t− t′)]

ω2
k

∇riφk({~rn(t)})∇rjφ
∗
k({~rn(t′)}),

(2.17)

Ueff = VM + V
(0)
MS −

1

2

∑

k

|φk|2
ω2
k

, (2.18)

~ξi({~rn(t)}, t) = −
∑

k

[(

qk(0) +
φ∗k({~rn(0)})

ω2
k

)

cos(ωkt) +
q̇k(0)

ωk
sin(ωkt)

]

×∇riφk({~rn(t)}).
(2.19)
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This is a set of generalized Langevin equations for the adatoms, so called because of

the presence of the second term on the left hand side of Eq. (2.16). This is a memory

term, involving an integral over the entire past history of the system; a standard

Langevin equation has a friction term, proportional only to the velocity at time t,

~̇ri(t), with no memory effects.

The force ~ξi on the right-hand side of Eq. (2.16) is a random stochastic force. The

stochastic nature of ~ξi comes from its dependence on the initial conditions qk(0), q̇k(0),

which we denote collectively by Γ. Assuming the system is initially in thermal equi-

librium the probability of a set of initial conditions is given by

ρ(Γ) =
1

Z
e−EΓ/kBT , (2.20)

where EΓ =
∑

k(|q̇k(0)|2/2 + ω2
k|qk(0)|2/2), and Z =

∫

dΓe−EΓ/kBT is the partition

function. The average of a quantity A(Γ) is then given by

〈A〉 =
1

Z

∫

dΓA(Γ)ρ(Γ). (2.21)

Using this averaging procedure, it is easy to show that the average force is zero,

〈~ξi({~rn}, t)〉 = 0, (2.22)

as expected for a Langevin force [20, 21].

The memory term and random force both arise from interaction of the ad-atoms

with the phonons, and they are related by the fluctuation-dissipation theorem [20,21]

〈~ξi({~rn(t)}, t)~ξj({~rn(t′)}, t′)〉 = kBTBij [{~rn(t)}, {~rn(t′)}, t− t′], (2.23)

which can be verified by making use of Eqs. (2.19) and (2.17). The memory term

therefore arises from the finite time correlations of the random force. In a standard

Langevin equation, the random force is completely uncorrelated in time, 〈~ξ(t)~ξ(t′)〉 ∼
δ(t − t′), so the integral in the memory term disappears, and a simple friction term

is recovered.

The last term on the left-hand side of Eq.(2.16) is the so-called adiabatic potential

[16]. It is simply the potential energy averaged over the positions of the substrate

atoms; i.e. the configurational free energy,

Ueff({~rn}) = 〈U({~rn},Γ)〉 , (2.24)

which can be verified by using Eq. (2.7) for the potential energy.
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2.2 Stable Molecules

For the rest of this chapter, we consider the system of the previous section with the

additional constraint that the adatoms form a stable molecule whose atoms make

small deviations from their equilibrium positions (with respect to the molecule center

of mass). What follows in the remainder of this chapter is new work.

To describe the motion of the molecule, we consider a reference frame that rotates

with the molecule, and has its origin at the molecule’s center of mass ~r = 1
M

∑

imi~ri

(where M =
∑

imi is the total mass of the molecule). The orientation of this frame

with respect to the lab frame is given by three angles, denoted by ~ψ. The positions

of the atoms in the rotating center of mass frame are denoted as ~si, and the positions

in the lab frame are related by

~ri = ~r + R−1(~ψ)~si, (2.25)

where R(~ψ) is a rotation matrix. If we take the angles to be the Euler angles,

~ψ = (θ, φ, χ), (as defined in Ref. [30]) the rotation matrix is

R =









cos θ cosφ cosχ− sin φ sinχ cos θ sinφ cosχ+ cosφ sinχ − sin θ cosχ

− cos θ cosφ cosχ− sinφ cosχ cos θ sinφ cosχ+ cosφ sinχ sin θ sinχ

sin θ cosφ sin θ sinφ cos θ









.

(2.26)

Note that the positions in the center of mass frame, ~si, are not all independent, since

the center of mass coordinate ~r and the angles ~ψ have already been specified. For

an N -atom molecule, there will be 3N − 6 internal coordinates (3N − 5 for a linear

molecule), so 6 conditions must be satisfied by the coordinates ~si. Three of these have

already been specified, namely that the center of mass in the moving frame must be

zero,

∑

i

mi~si = 0. (2.27)

The other set of conditions can be taken to be

∑

i

mi~s
(0)
i × ~vi = 0, (2.28)
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where ~s
(0)
i and ~vi are defined by ~si = ~s

(0)
i + ~vi and ~si = ~s

(0)
i gives the equilibrium

configuration of the molecule. The condition (2.28) is approximately equivalent to

setting the angular momentum in the rotating frame equal to zero, as long as the

displacements ~vi are small [31].

Following Ref. [30], we write the kinetic energy of the adsorbed molecule in terms

of the center of mass and internal coordinates:

TM =
∑

i

1

2
mi|~̇ri|2 =

∑

i

1

2
mi|~̇r + R−1(~ψ)~̇si + Ṙ

−1
(~ψ)~si|2. (2.29)

Writing the above in matrix notation, and using the fact that R−1 = RT for rotation

matrices (where the superscript T denotes the transpose),

TM =
∑

i

1

2
mi

(

~̇rT + ~̇sTi R + ~sTi Ṙ
)(

~̇r + RT ~̇si + Ṙ
T
~si

)

=
1

2
M~̇rT ~̇r + ~̇rT

(

RT
∑

i

mi~̇si + Ṙ
T∑

i

mi~si

)

+
∑

i

1

2
mi~̇s

T
i ~̇si

+
∑

i

mi~̇s
T
i RṘ

T
~si +

∑

i

1

2
mi(~s

T
i ṘRT )(RṘ

T
~si). (2.30)

The two terms in the brackets are both zero, since they involve the center of mass of

the molecule in the rotated center of mass frame (which is zero by definition).

The kinetic energy can be rewritten in terms of the angular velocity ~ω of the

molecule in the following way. First, note that since the rotation matrix is orthogonal,

RRT = 1 (where 1 is the identity matrix). Differentiating with respect to t gives

RṘ
T

= −RT Ṙ, so the matrix RṘ
T

is antisymmetric, and it can be shown [31] that

its elements are

RṘ
T

=









0 −ωz ωy

ωz 0 −ωx
−ωy ωx 0









, (2.31)

where ωi are the components of ~ω in the rotated coordinate system. The matrix

product RṘ
T
~si can then be written as a vector cross product,

RṘ
T
~si = ~ω × ~si, (2.32)
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and the kinetic energy becomes

TM =
1

2
M |~̇r|2 +

∑

i

1

2
mi|~ω × ~si|2 +

∑

i

1

2
mi|~̇si|2 +

∑

i

mi(~ω × ~si) · ~̇si. (2.33)

The second term can be written in terms of the moment of inertia tensor in the

following way

mi|~ω × ~si|2 = miεjklωksilεjmnωmsin = mi(δkmδln − δknδlm)silsinωkωm

= mi(silsilδkm − siksim)ωkωm, (2.34)

where the Einstein summation notation is used, and sij is the jth component of ~si.

The kinetic energy can then be written

TM =
1

2
M |~̇r|2 +

∑

jk

1

2
Ijkωjωk +

∑

i

1

2
mi|~̇si|2 +

∑

i

mi(~ω × ~si) · ~̇si

=
1

2
M |~̇r|2 +

∑

jk

1

2
Ijkωjωk +

∑

i

1

2
mi|~̇vi|2 + ~ω ·

∑

i

mi(~vi × ~̇vi), (2.35)

where the last term has been rewritten using the identity ~a · (~b× ~c) = ~b · (~a× ~c) and

the condition (2.28), and Ijk are the elements of the moment of inertia tensor,

Ijk =
∑

i

mi(|~si|2δjk − sijsik). (2.36)

If we define the axes of the rotating reference frame so that they coincide with the

principle axes of inertia for the molecule, then the off diagonal elements of Ijk vanish,

and we have

TM =
1

2
M |~̇r|2 +

∑

j

1

2
Ijjω

2
j +

∑

i

1

2
mi|~̇vi|2 + ~ω ·

∑

i

mi(~vi × ~̇vi), (2.37)

We now change coordinates from the displacements ~vi to the normal coordinates

αk, related by a linear transformation,
√
mivi,j =

∑

k l
k
i,jαk, where vi,j is the jth

component of ~vi. The kinetic energy then reads

TM =
1

2
M |~̇r|2 +

∑

j

1

2
Ijjω

2
j +

∑

i

1

2
α̇2
i +

∑

ijk

ωiζ
i
jkαjα̇k, (2.38)

where ζ ijk are the Coriolis parameters, defined as

ζ ijk =
∑

mnp

εimnl
j
p,ml

k
p,n. (2.39)
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The kinetic energy has the form TM = Ttrans + Trot + Tvib + Tcor. The first term

is the translational kinetic energy, the second is the kinetic energy of overall rotation

of a rigid molecule, the third is the vibrational energy of a non-rotating molecule,

and the fourth term, called the Coriolis energy, accounts for the coupling between the

rotational and vibrational motion. There will also be coupling between the rotational

and vibrational motions due to the dependence of the moment of inertia tensor Ijk

on the normal coordinates αk. However, if the displacements of the atoms from their

equilibrium positions ~s
(0)
i are small, αk will be small and Tcor ∼ αjα̇k will therefore

be negligible compared to Tvib ∼ α̇2
k, and the dependence of the moment of inertia

tensor on αk can also be neglected. This approximation, known as the rigid rotor

approximation, will decouple the rotational and vibrational motion, and allow us to

derive a set of Langevin equations for the semi-rigid molecule.

We must make one further modification to the expression for the kinetic energy.

In order to apply the Euler-Lagrange equations and obtain equations of motion for

the molecule, we must write TM in terms of time derivatives of the angles ~ψ, rather

than the angular velocity ~ω. ~ω is related to the time derivatives of the angles ψi by

~ω = G ~̇ψ, (2.40)

where

G =









sinχ − sin θ cosχ 0

cosχ sin θ sinχ 0

0 cos θ 1









. (2.41)

Making use of this relation, along with the rigid rotor approximation, the kinetic

energy can be written as

TM =
1

2
M |~̇r|2 +

∑

i

1

2
Iii
∑

jk

Gjkψ̇jψ̇k +
∑

i

1

2
α̇2
i

=
1

2
M |~̇r|2 +

∑

jk

Ujkψ̇jψ̇k +
∑

i

1

2
α̇2
i , (2.42)

where

Ujk =
∑

i

IiiGijGik. (2.43)
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We can now make use of Eq. (2.42) to obtain the equations of motion for the

adsorbed molecule. The total kinetic energy is

T =
1

2
M |~̇r|2 +

∑

jk

Ujkψ̇jψ̇k +
∑

l

1

2
|α̇l|2 +

∑

k

1

2
|q̇k|2. (2.44)

We also expand the molecular potential VM and the interaction potential VMS. in the

normal coordinates, giving

VM = V
(0)
M +

∑

l

1

2
Ω2
lα

2
l , (2.45)

VMS = V
(0)
MS(X) +

∑

k

φk(X)qk +
∑

l

Θl(X)αl, (2.46)

where Ωl are the normal mode frequencies of the internal molecular vibrations, X

stands for the center of mass coordinates ~r and angle coordinates ~ψ, and

Θl =

(

∂VMS

∂αl

)(0)

. (2.47)

Following the same procedure as in the previous section, we obtain a set of

Langevin equations for the molecule. Instead of an equation for each atom, we obtain

only two equations: one for the center of mass motion, and one for the rotational

motion. The center of mass equation reads

M~̈r +

∫ t

0

[

Brr · ~̇r(t′) + Brψ · ~̇ψ(t′)
]

dt′ + ∇rUeff(X) = ~ξr(X, t), (2.48)

and the equation for the rotational motion is

U ~̈ψ +
∑

jk

~γjkψ̇jψ̇k +

∫ t

0

[

Bψr · ~̇r(t′) + Bψψ · ~̇ψ(t′)
]

dt′ + ∇ψUeff(X) = ~ξψ(X, t),

(2.49)

where the elements of ~γjk are

γjk,i =
∂Uik
∂ψj

− 1

2

∂Ujk
∂ψi

. (2.50)
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The memory-friction and random force are given by

Bab[X(t), X(t′), t− t′] =
∑

k

cos[ωk(t− t′)]

ω2
k

∇aφ
∗
k(X(t))∇bφk(X(t′))

+
∑

l

cos[Ωl(t− t′)]

Ω2
l

∇aΘl(X(t))∇bΘl(X(t′)),

(2.51)

~ξa(X, t) = −
∑

k

[(

qk(0) +
φk(X(0))

ω2
k

)

cos(ωkt) +
q̇k(0)

ωk
sin(ωkt)

]

∇aφk(X)

−
∑

l

[(

αl(0) +
Θl(X(0))

Ω2
l

)

cos(Ωlt) +
α̇l(0)

Θl

sin(Ωlt)

]

∇aΘl(X),

(2.52)

where a, b stands for either r or ψ. The effective potential is

Ueff(X) = 〈U(X,Γ)〉 = V
(0)
MS(X) − 1

2

∑

k

|φk(X)|2
ω2
k

− 1

2

∑

l

Θ2
l (X)

Ω2
l

. (2.53)

Usually one or more of the angular degrees of freedom of the adsorbed molecule

will be confined to small oscillations. For example, a large planar molecule will

typically only make rotations through an axis perpendicular to the surface [32–34].

A molecule diffusing along a 1D channel will not make any rotations. In these cases

the angles through which the molecule only makes small rotations may be treated in

the harmonic approximation, and will add to the other normal modes of the molecule

αi. For a molecule that only rotates through an axis perpendicular to the surface,

the angular equation (2.49) simplifies substantially to

Izzχ̈ +

∫ t

0

[

~Bχr · ~̇r(t′) +Bχχχ̇(t′)
]

dt′ +
∂

∂χ
Ueff(X) = ξχ(X, t), (2.54)

where ~Bχr,Bχχ and ξχ are given by Eqs. (2.51) and (2.52) with ∇ψ replaced by ∂
∂χ

.

The generalized Langevin equations derived so far in this chapter are quite compli-

cated to solve in general, due to the memory terms. However, in the surface diffusion

systems we wish to study, memory effects are typically negligible. This is a result of

the separation in the time scales of the substrate vibrations and the diffusion of the

adsorbed species (e.g. for rhenium atoms on a tungsten surface, the hopping rate is

of the order 10−2Hz at room temperature [35] and the Debye frequency of tungsten

is of the order 1013Hz). When memory effects are not important, we can make use of

the Markov approximation, in which the random forces are completely uncorrelated,
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〈~ξ(t)~ξ(t′)〉 ∼ δ(t−t′). As mentioned above, this eliminates the memory terms in favor

of simple friction terms, giving a standard Langevin equation for the motion of the

molecule. In the remainder of this chapter we will derive simplified expressions for

the friction tensor and effective potential in the Markov limit.

2.3 Friction Tensor

Notice that the friction tensor is a sum of a contribution from the substrate vibrations,

and one from the internal molecular vibrations. Each of the four friction terms Bab

have the form

Bab = B
(sub)
ab + B

(int)
ab , (2.55)

where

B
(sub)
ab =

∑

k

cos[ωk(t− t′)]

ω2
k

∇aφ
∗
k(X(t))∇bφk(X(t′)), (2.56)

B
(int)
ab =

∑

l

cos[Ωl(t− t′)]

Ω2
l

∇aΘl(X(t))∇bΘl(X(t′)). (2.57)

In this section we will evaluate the substrate friction B
(sub)
ab by making use of the

Debye model for the phonons. The internal friction B
(int)
ab depends on the vibra-

tional frequencies Ωl of the molecule being studied. In the simplest approach the

normal mode frequencies can be calculated for the isolated molecule. However,

some molecules undergo a significant conformational adaptation upon adsorption

[36–39]. For such molecules the normal modes can be calculated with the molecule

fixed at an adsorption site on the solid; i.e. define the modified internal potential

V ′M({~sn}) = VM({~sn})+VMS(Xad, {~sn}) , whereXad stands for the center of mass and

angle coordinates at the adsorption site, and calculate the modified normal modes.

2.3.1 Markov Limit

The first simplification we make is to consider the Markov limit, where the memory

effects are negligible. We begin by rewriting the memory integral terms in (2.48)

and (2.49). Consider the contribution from one of the normal modes in the substrate
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friction term B(sub)
rr in Eq. (2.48). Taking the t′-independent part outside of the

integral, we have

∫ t

0

cos[ωk(t− t′)]

ω2
k

∇rφk(X(t′)) · ~̇r(t′)dt′ =
∫ 2π/ωk

0

cos[ωk(t− t′)]

ω2
k

∇rφk(X(t′)) · ~̇r(t′)dt′

+

∫ 4π/ωk

2π/ωk

cos[ωk(t− t′)]

ω2
k

∇rφk(X(t′)) · ~̇r(t′)dt′ + . . .

+

∫ t

2nπ/ωk

cos[ωk(t− t′)]

ω2
k

∇rφk(X(t′)) · ~̇r(t′)dt′. (2.58)

If the vibration frequency ωk is fast compared to the time scale for the motion of

the adsorbate, the terms that depend on X(t′) in the integrals will be approximately

constant over the interval 2π/ωk. Then all terms except for the last one vanish, and

we have

∫ t

0

cos[ωk(t− t′)]

ω2
k

∇rφk(X(t′)) · ~̇r(t′)dt′ ≈ sin(ωkt)

ω3
k

∇rφk(X(t)) · ~̇r(t). (2.59)

Using the same procedure on the internal friction term, we recover a set of standard

Langevin equations

M~̈r + βrr · ~̇r + βrψ · ~̇ψ + ∇rUeff = ~ξr, (2.60)

U ~̈ψ +
∑

jk

~γjkψ̇jψ̇k + βψr · ~̇r + βψψ · ~̇ψ + ∇ψUeff = ~ξr, (2.61)

where

βab(X, t) =
∑

k

sin(ωkt)

ω3
k

∇aφ
∗
k(X)∇bφk(X)

+
∑

l

sin(Ωlt)

Ω3
l

∇aΘl(X)∇bΘl(X), (2.62)

and the random forces satisfy

〈~ξa(X(t), t)〉 = 0,

〈~ξa(X(t), t)~ξb(X(t′), t′)〉 = 2kBTβabδ(t− t′). (2.63)

So far we have not made any assumption about the vibrational frequency spectrum of

the molecule or solid, or the interaction potential VMS. The Markov approximation,
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represented by Eqs. (2.60),(2.62) and (2.63), only requires that the vibrational motion

of the molecule and substrate is fast compared to the time scale for the center of mass

motion of the molecule. In order to further simplify the substrate friction term, we

will now use the Debye model for the substrate vibrations.

2.3.2 Debye Model

We will make use of a bulk Debye model for the solid vibrations, as often employed in

surface diffusion and adsorption studies [9, 13, 40–42]. The bulk Debye model is only

strictly valid in the interior of an infinite solid, and does not account for surface modes,

which modify the phonon frequency spectrum. However, the total contribution to the

friction tensor from the phonon interactions involves an integral over the frequency

spectrum, and previous work has shown that the difference between a bulk or surface

Debye model is negligible [29].

In the bulk Debye model, the normal coordinates qp~k represent plane waves with

wave vector ~k [13],

qp~k =

√

ms

N
q̂p~k ·

∑

i

~uie
−i~k·~R

(0)
i ,

~ui =
1√
msN

∑

p,~k

qp~kq̂p~ke
i~k·~R

(0)
i , (2.64)

where q̂p~k is the polarization vector for the plane wave represented by qp~k, and N is

the number of atoms in the substrate. For each wave vector ~k, there will be three

normal mode vibrations: one longitudinal and two transverse waves. The frequencies

are related to the wave vectors by ω~k = vs|~k|, where vs is the speed of sound. The

coupling constants φp~k then become

φp~k =

(

∂VMS

∂qp~k

)(0)

=
∑

i

~g(i)
u · ∂~ui

∂qp~k
=

1√
msN

q̂p~k ·
∑

i

~g(i)
u e

i~k·~R
(0)
i , (2.65)

and the substrate friction tensor is

β
(sub)
ab =

∑

i,j

∇a~g
(i)
u · 1

N

∑

p,~k

sin(ω~kt)

msω
3
~k

ei
~k·(~R

(0)
i −

~R
(0)
j )q̂p~kq̂

∗
p~k

· ∇b~g
(j)
u

=
∑

i,j

∇a~g
(i)
u · ∇b~g

(j)
u

1

N

∑

~k

sin(ω~kt)

msω3
~k

ei
~k·(~R

(0)
i −

~R
(0)
j ), (2.66)
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where the second line follows because the three polarization vectors for a given ~k are

mutually orthogonal, so
∑

p q̂p~kq̂
∗
p~k

= 1, where 1 is the identity matrix. The allowed

values for the wave vector are ~k = π
L
(nxx̂ + nyŷ + nz ẑ), where nx, ny and nz are

integers, and L is the macroscopic length of the solid. Approximating the sum over ~k

by an integral, the integration will go over a sphere in ~k space with a radius kD chosen

so that 4
3
πk3

D/(
π
L
)3 = N , giving the correct number of normal modes. Eq. (2.66) then

becomes

β
(sub)
ab =

∑

i,j

∇a~g
(i)
u · ∇b~g

(j)
u

1

N

(

L

π

)3

×
∫ kD

0

sin(ω~kt)

msω3
~k

k2dk

∫ 2π

0

dφ

∫ π

0

dθ sin(θ)eikRij cos(θ), (2.67)

where Rij = |~R(0)
i − ~R

(0)
j |. Performing the angular integral and rewriting the integral

over k as an integral over ω gives

β
(sub)
ab =

∑

i,j

∇a~g
(i)
u · ∇b~g

(j)
u

3

msω3
D

∫ ωD

0

sin(ωt)

ω

sin(ωRij/vs)

ωRij/vs
dω, (2.68)

where ωD = vskD is the Debye frequency. Rewriting the integral over ω using u = ωt

gives

∫ ωDt

0

sin(u)

u

sin(uRij/(vst))

uRij/(vst)
du. (2.69)

Assuming the interaction potential VMS is short ranged, only substrate atoms within

some finite radius of the adsorbed molecule will interact with it, so we need only con-

sider pairs of substrate atoms within such a radius in the substrate friction, Eq. (2.68).

Then Rij/(vst), which is the ratio of the time for a sound wave to travel between sub-

strate atoms i and j to the macroscopic time t for the motion of the molecule, will

be vanishingly small, in which case the second factor in the integral tends to 1. Also,

since ωDt≫ 1, we can take the upper integration limit to be ∞, and the integral has

the value π/2. The substrate friction now takes the form

β
(sub)
ab =

3π

2msω3
D

∑

i

∇a~g
(i)
u ·

∑

j

∇b~g
(j)
u . (2.70)
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The final simplification comes from assuming the interaction potential VMS consists

of a sum of pairwise interactions,

VMS =
∑

i,j

vij(~Ri − ~rj), (2.71)

so that

∑

i

~g(i)
u =

∑

i

(∇Ri
VMS)

(0) =
∑

i,j

∇vij(~R(0)
i − ~rj) = −

∑

i,j

∇rjvij(
~R

(0)
i − ~rj) = −∇rV

(0)
MS,

(2.72)

where we have used the fact that ∇r =
∑

i∇ri. Finally, we have the following simple

expression for the substrate friction tensor

β
(sub)
ab (X) =

3π

2msω
3
D

∇a∇rV
(0)
MS(X) · ∇b∇rV

(0)
MS(X). (2.73)

2.3.3 Friction For a Dimer in 1D

In this section we derive an expression for the friction tensor for a dimer in one

dimension, to be used for calculations in the next chapter. Consider a dimer with

center of mass coordinate r = (m1x1 +m2x2)/M and dimer length s = x1−x2, where

x1 and x2 are the positions of the two atoms of the dimer along the surface. Since the

dimer is confined to 1D, its angle coordinates are fixed, so we need only to consider

the center of mass equation. In 1D it reads

Mr̈ + βrrṙ +
∂Ueff

∂r
= ξr. (2.74)

If the interaction potential for each atom with the solid is V (x), the total inter-

action potential will be

VMS(r, s) = V (r + m2

M
s) + V (r − m1

M
s), (2.75)

and the substrate friction, Eq. (2.73), is

β(sub)
rr (r) =

3π

2msω3
D

[

∂2VMS

∂r2

]2
∣

∣

∣

∣

∣

s=s0

, (2.76)

where s0 is the equilibrium dimer length.
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In the harmonic approximation, the internal potential is

VM(s) =
1

2
µΩ2(s− s0)

2, (2.77)

where µ = (1/m1 +1/m2)
−1 is the reduced mass of the dimer. The normal coordinate

for the internal vibration of the dimer is α =
√
µ(s− s0), and the coupling constant

Θ is therefore

Θ =
∂VMS

∂α

∣

∣

∣

∣

α=0

=
1√
µ

∂VMS

∂s

∣

∣

∣

∣

s=s0

(2.78)

The internal friction is then given, in the Markov limit, by Eq. (2.62)

β(int)
rr (r, t) =

sin(Ωt)

µΩ3

[

∂2VMS

∂r∂s

]2
∣

∣

∣

∣

∣

s=s0

. (2.79)

For simplicity, in the next chapter we will consider the stiff dimer limit, Ω ≫ ωD, so

that B
(int)
rr is negligible compared to B

(sub)
rr .

With Eq. (2.76), the position dependant friction coefficient is given once the in-

teraction potential VMS is specified. In the next chapter we will consider a simple

model potential, and perform a calculation of the diffusion coefficient.

2.4 Effective Potential

The effective potential, Eq.(2.53), has the form

Ueff = V
(0)
MS + U

(sub)
eff + U

(int)
eff . (2.80)

In this section we derive a simplified expression for U
(sub)
eff by making use of the Debye

model for the substrate vibrations, and an expression for U
(int)
eff for a dimer in 1D.

2.4.1 Debye Model

Making use of Eq. (2.65) for the coupling constants φk in the Debye model, the

contribution to the effective potential from the substrate vibrations is

U
(sub)
eff = −1

2

∑

j,~k

|φj,~k|2

ω2
j,~k

=
1

msN

(

L

π

)3
∑

i,j

~g(i)
u · ~g(j)

u

∫ kD

0

k2

ω2
k

dk

∫ 2π

0

dφ

∫ π

0

dθ sin θeikRij cos θ, (2.81)
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where Rij = |~Ri − ~Rj |. Evaluating the angular integrals and rewriting the integral

over k as an integral over ω gives

U
(sub)
eff = − 3

2msω3
D

∑

i,j

~g(i)
u · ~g(j)

u

vs
Rij

∫

ωDRij
vs

0

sin u

u
. (2.82)

Again, we only need to consider pairs of substrate atoms i and j in the vicinity of

the molecule, in which case
ωDRij

vs
. 1, and we have

U
(sub)
eff ≈ − 3

2msω3
D

∑

i,j

~g(i)
u · ~g(j)

u

vs
Rij

ωDRij

vs

= − 3

2msω2
D

∇rV
(0)
MS · ∇rV

(0)
MS. (2.83)

The effective potential appears in the center of mass equations as

∇rU
(sub)
eff =

−3

msω2
D

∇r∇rV
(0)
MS · ∇rV

(0)
MS. (2.84)

Since the interactions are short ranged, ∇r∇rV
(0)
MS is of the same order of magnitude

as ∇Ri
∇Rj

V
(0)
MS. Also, msω

2
D is the largest value of the matrix ∇Ri

∇Rj
V

(0)
S . Since, by

assumption, ∇Ri
∇Rj

V
(0)
MS ≪ ∇Ri

∇Rj
V

(0)
S , the effective potential term ∇rU

(sub)
eff will

be negligible compared to ∇rV
(0)
MS.

2.4.2 Effective Potential For a Dimer in 1D

For a dimer in 1D, the contribution to the effective potential from the internal vibra-

tions of the dimer is

U
(int)
eff = −1

2

Θ2

Ω2
= − 1

2µΩ2

(

∂VMS

∂s

)2
∣

∣

∣

∣

∣

s=s0

. (2.85)

A similar argument to that used for U
(sub)
eff can be used to show that U

(int)
eff is negligible

compared to the interaction potential VMS. The effective potential appears in the

center of mass equation (in 1D) as

∂U
(int)
eff

∂r
= − 1

µΩ2

∂2VMS

∂r∂s

∂VMS

∂s
. (2.86)

The first factor
∂2V

(0)
MS

∂r∂s
is of the same order of magnitude as

∂2V
(0)
MS

∂r2
∼ ∇Ri

∇Rj
V

(0)
MS, and

µΩ2 =
∂2V

(0)
MS

∂s2
. Since, by assumption, ∇Ri

∇Rj
V

(0)
MS ≪ ∂2V

(0)
MS

∂s2
, the effective potential
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term
∂U

(int)
eff

∂r
will be negligible compared to

∂V
(0)
MS

∂r
. In the calculations that follow, we

will therefore ignore U
(sub)
eff and U

(int)
eff , and set Ueff = V

(0)
MS.



Chapter 3

Dimer Diffusion

In this chapter we will consider diffusion in one dimension, with the adatom-surface

interaction given by the following model potential

V (x) = Va exp

[

a cos

(

2π

l
x

)]

− V̄ , (3.1)

where Va = V0/(e
a − e−a), and V̄ = V0

2
(ea + e−a)/(ea − e−a). The energy barrier

(i.e. the difference between the minimum and maximum values of V (x)) is V0. The

shape of this potential depends on the parameter a. When a is small, the potential

approaches a cosine, i.e. for a → 0 we have V (x) → V0

2
cos
(

2π
l
x
)

. As a is increased,

the bottom of the potential well becomes more broad and flat. Some plots of this

potential for a few values of a are given in Fig. 3.1.

We will calculate the diffusion coefficient D for one dimensional motion in this

potential. The equation of motion for 1D diffusion is

mr̈ + β(r)ṙ +
∂VMS

∂r
= ξ. (3.2)

We consider the high friction, or Smoluchowski limit, in which the inertial term mr̈

is negligible compared to the friction, giving

β(r)ṙ +
∂VMS

∂r
= ξ. (3.3)

In this limit we can calculate D by making use of the high friction result given in

Chapter 1,

D = kBT

[

1

l

∫ l

0

β(x)eVMS(x)/kBTdx
1

l

∫ l

0

e−VMS(x′)/kBTdx′
]−1

. (3.4)

In the remainder of this chapter we will first consider diffusion of a single atom,

and then move on to treat dimer diffusion.

28



29

-0.6

-0.4

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  0.5  1  1.5  2

V

x

a=0.1
a=1.0
a=2.0

Figure 3.1: The adatom-surface interaction potential, shown for a few values of the
parameter a. It can be seen that as a gets larger the potential becomes more flattened
at the minimum. Length is shown in units of l, and potential in units of V0. (The
same convention is used for all plots in this thesis.)

3.1 Single Atom

Consider a single atom in 1D with coordinate x. For the interaction potential VMS

given by Eq. (3.1), the friction coefficient is found from Eq. (2.76),

β(x) =
3π

2msω3
D

[V ′′(x)]2

=
3π

2msω3
D

(

2π

l

)4

V 2
a

[

a2 sin

(

2π

l
x

)

− a cos

(

2π

l
x

)]2

e2a cos( 2π
l
x) (3.5)

We can obtain analytical results for the single atom in two special cases. First, in

the limit a → 0, when the potential approaches a simple cosine, the result has been

previously found to be [9]

D =
D̄

12π5

1

I0(γ)[γI0(γ) − I1(γ)]
, (3.6)
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Figure 3.2: ln(D) vs V0/kBT for a single atom. The deviation from the Arrhenius
form can be seen for small barriers. In the plot, D has been scaled by the constant
D̄; the same convention is used for all plots in this thesis.

where D̄ =
msω3

D
l4

V0
, and γ = V0

2kBT
. The functions I0 and I1 are modified Bessel

functions of the first kind. In the limit γ ≫ 1, corresponding to high barriers, the

Bessel functions asymptotically tend to eγ/
√

2πγ [43], and Eq. (3.6) becomes

D =
D̄

6π4
e−V0/kBT . (3.7)

So for high diffusion barriers D has the Arrhenius form D = D0e
−∆V/kBT , which is

expected. For low barriers, D deviates from the Arrhenius form as seen in figure 3.2,

which shows plots of ln(D) vs V0/kBT . The deviation from a straight line can be

clearly seen at small γ.

We can also obtain an analytical result for a > 0 in the limit of large barriers,

γ ≫ 1. In this limit, because of the exponential term, only the region around the

maximum of VMS will contribute significantly to the first integral in (3.4). We can
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therefore expand VMS around the maximum at x = 0 to get

VMS(x) ≈ Vae
a − V̄ − 1

2
Va

(

2π

l

)2

aeax2. (3.8)

To a first approximation, we can also replace the position dependant friction β(x)

with its value at this maximum,

β(x) ≈ 3π

2msω3
D

V 2
a

(

2π

l

)4

a2e2a. (3.9)

Similarly, the largest contribution to the second integral will be from the region around

the minimum at x = l/2, so we can expand VMS around the minimum to get

VMS(x) ≈ Vae
−a − V̄ +

1

2
Va

(

2π

l

)2

aea(x− l/2)2. (3.10)

Making these substitutions, the integrals can easily be evaluated to give

D =
D̄

12π4

e−a − e−3a

a
e−V0/kBT . (3.11)

So, as expected, the diffusion coefficient has the Arrhenius form in the limit of high

barriers. The prefactor depends strongly on the parameter a, which determines the

shape of the potential; it decreases exponentially as the minimum of the potential

well becomes more broad and flat. This decrease can also be seen in Fig. 3.2. Also

note that in the limit a → 0, Eq. (3.11) reduces to the correct result for a cosine

potential, Eq. (3.7).

3.2 Dimer

For a dimer of two identical atoms at positions x1 and x2, the interaction potential

will be

VMS(x1, x2) = V (x1) + V (x2) = V (r + s/2) + V (r − s/2) (3.12)

where V (x) is given by Eq. (3.1), and r and s are the center of mass and dimer length.

Again, we begin with the cosine potential, corresponding to a → 0, for which we

can obtain some simple analytical results for the diffusion coefficient. In this case the

surface potential can be written

VMS(r, s) = V0 cos
(π

l
s
)

cos

(

2π

l
r

)

. (3.13)
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The energy barrier for this potential depends on the dimer length, and is given by

∆V = 2V0|cos
(

π
l
s
)

|.
The friction coefficient is found from Eq. (2.76),

β(r) =
3π

2msω3
D

[

∂2VMS

∂r2

]2
∣

∣

∣

∣

∣

s=s0

=
3π

2msω3
D

V 2
0

(

2π

l

)4

cos2
(π

l
s0

)

cos2

(

2π

l
r

)

(3.14)

The integrals in Eq. (3.4) can then be evaluated using standard integration tables [43],

and the resulting diffusion coefficient is

Ds =
D̄

24π5 cos
(

π
l
s0

)

1

I0(γ)[γI0(γ) − I1(γ)]
(3.15)

where γ = V0 cos
(

π
l
s0

)

/kBT . For large barriers, that is |γ| ≫ 1, this becomes

Ds =
D̄

12π4|cos
(

π
l
s0

)

|e
−2V0|cos(π

l
s0)|/kBT . (3.16)

So again, in the limit of large barriers, the diffusion coefficient has the Arrhenius

form.

Note that when the dimer length s0 goes to 0, this reduces to

D =
msω

3
Dl

4

6π4(2V0)
e−(2V0)/kBT , (3.17)

which is the correct result for a single atom in a cosine potential with a barrier of 2V0

(compare with Eq. (3.7)).

A similar calculation was performed by Ruckenstein and Tsekov [9], but using a

constant friction coefficient

β =
12π

msω3
D

V 2
0 π

4

l4
(3.18)

instead of the position dependant friction β(r). They also neglect the off-diagonal

terms (i 6= j) in the memory-friction tensor Bij , Eq. (2.17), assuming the fluctuation-

dissipation processes in the two atoms of the dimer to be independent. Their result

for the diffusion coefficient, in the limit of large barriers, is

D = D̄
|cos

(

π
l
s0

)

|
6π4

e−2V0|cos(π
l
s0)|/kBT (3.19)
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The reason for the difference between the results of Eqs. (3.16) and (3.19) is the

following. As mentioned in the previous section, at high barriers the friction coefficient

can be replaced by its value at the potential maximum, and indeed it can be verified

that replacing β(r) as defined in Eq. (3.14) with the constant

β(rmax) =
3π

2msω3
D

V 2
0

(

2π

l

)4

cos2
(π

l
s0

)

cos2

(

2π

l

nl

2

)

=
3π

2msω3
D

V 2
0

(

2π

l

)4

cos2
(π

l
s0

)

(3.20)

yields the same result for D, Eq. (3.16). (We have used the fact that the maximum

of the potential (3.12) occurs at rmax = nl/2, where n is an odd integer when 0 <

s0 < l/2 and an even integer when l/2 < s0 < l.) Now notice that the value used

by Ruckenstein and Tsekov for the friction coefficient is simply twice the friction

coefficient of a single atom in the cosine potential. That is, they use

β =
3π

2msω3
D

[V ′′(0)2 + V ′′(0)2] =
3π

2msω3
D

V 2
0

2

(

2π

l

)4

, (3.21)

so their result is different from Eq. (3.16) by a factor of 2 cos2
(

π
l
s0

)

.

A plot comparing our result for the diffusion prefactor (defined in Eq. (3.16)) with

that of Ruckenstein and Tsekov (defined in Eq. (3.19)) is given in figure 3.3. Note

that at as s0 → l/2, neither result is valid, since in that case the potential becomes

flat, V
(0)
MS = V0 cos(π

l
s0) cos(2π

l
r) = 0, and so both the barrier ∆V = 2V0|cos

(

π
l
s
)

|
and the friction coefficient goes to 0. This means that neither the high barrier ap-

proximation or the high friction approximation are valid. The results clearly show

different qualitative behavior of the prefactor as a function of the dimer length. Our

result (3.16) increases as s0 increases from 0 to l/2, while Ruckenstein and Tsekov’s

result (3.19) decreases. The difference in the results is due to the inclusion of the

off diagonal friction terms and position dependence of the friction in our calculation.

Even when we take the limit of high barriers, so that the position dependent friction

is replaced with the spatially constant friction β = β(rmax), β still depends on the

dimer length s0, so the behavior as a function of s0 is different from the case of a

constant friction coefficient as used in Ref. [9]. Several other studies of dimer diffu-

sion have also made use of a constant friction coefficient [8, 22, 44, 45]. However, the
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Figure 3.3: A comparison of our result for the diffusion prefactor (3.16) (red line) for
a cosine potential with Ruckenstein and Tsekov’s result (3.19) (green line).

results here suggest that including the dependence of the friction coefficient on the

dimer length has a significant effect on the diffusion prefactor.

To find the diffusion coefficient when a > 0, the integrals in Eq. (3.4) must be

performed numerically. A plot of D for a few values of a and s0 is shown in figure

3.4. It can be seen that, similar to the single atom diffusion coefficient, D has the

Arrhenius form when the diffusion barrier is large, and deviates from this behavior

when it is small. The prefactor and energy barrier can be obtained for large barriers

by doing a fit of D(T ) to D(T ) = D0e
−∆V/kBT . The barriers and prefactors obtained

in this way are shown in Figs. 3.5 and 3.6 as a function of the dimer length, for a

few values of the parameter a. Note that the barriers shown in Fig. 3.5 are effective

activation barriers and do not necessarily correspond to the difference in potential

energy between the minimum and transition state, since the dimer potential can

develop local minima at certain dimer lengths (see Fig. 3.7). In these plots the range

of the dimer length is s0 = 0 to s0 = l, chosen because letting s0 → s0 + l just
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Figure 3.4: The diffusion coefficient D as a function of inverse temperature V0/kBT
for a dimer.

introduces an offset in r to the potential, which does not affect the results. Letting

s0 → l− s0 has the same effect, so D should be periodic in s0 with period l, and even

around s0 = (n + 1/2)l (where n is an integer). This can be seen to be the case in

Figs. 3.5 and 3.6.

It can be seen from Fig. 3.5 that the energy barrier ∆V for a dimer can be

larger or smaller than that for a single atom, depending on the dimer length s0. For

example, for the case of a = 0.1, dimers with equilibrium length between s0 ≈ 0.34l

and s0 ≈ 0.66l will have a smaller barrier than a single atom. The dimer length

at which ∆V for the dimer crosses the single atom value does not depend strongly

on the shape of the potential, occurring at approximately s0 ≈ 0.3l and s0 ≈ 0.7l,

regardless of the value of the shape parameter a. The barrier has its minimum value

at s0 = l/2 + nl, and its maximum value at s0 = nl, where n is an integer. This has

a simple interpretation: when the dimer length is a multiple of the lattice constant,

both atoms can sit at the bottom of the potential well and the barrier is simply twice
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that for a single atom. When the dimer length is not commensurate with the lattice

spacing, the atoms are forced to sit higher in the potential well than single atoms

would, so the effective diffusion barrier is decreased.

The most interesting feature of Fig. 3.6 is that the prefactors exhibit a maximum

as a function of the dimer length. The reason for this is as follows. As shown

in the previous section, for large barriers the diffusion prefactor is approximately

inversely proportional to the friction at the potential maximum, D0 ∼ 1/β(rmax), so

a maximum in D0 corresponds to a minimum in β(rmax). The friction is proportional

to the second derivative of VMS, so if the curvature of VMS goes to zero at the

maximum (i.e. the potential is locally flat), there should be a maximum in D0. This

does in fact happen when a local minimum appears at r = nl as the dimer length s0

is changed. This is shown in figure 3.7 for the case a = 1.0. It can be seen that the

local minimum at r = nl appears when s0 & 0.3l, which coincides with the maximum
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in D0 seen in Fig. 3.6. The exact value of s0 for which the local minimum in the dimer

potential (and the peak in the dimer prefactor) appears can be found by considering

the second derivative of the dimer potential, Eq. (3.12). At r = 0 it has the value

V ′′MS(0) = −2aVa

(

2π

l

)2
[

a cos2
(π

l
s0

)

+ cos
(π

l
s0

)

− a
]

ea cos(π
l
s0). (3.22)

Setting V ′′MS(0) = 0 gives

a cos2
(π

l
s0

)

+ cos
(π

l
s0

)

− a = 0, (3.23)

which has the solutions

cos
(π

l
s0

)

= − 1

2a

(

1 ±
√

1 + 4a2
)

. (3.24)

The solution between s0 = 0 and s0 = l/2 gives

s0

l
=

1

π
cos−1

(√
1 + 4a2 − 1

2a

)

. (3.25)
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For a = 0.1, 1.0, 2.0, this gives s0/l = 0.47, 0.29, 0.21, respectively, which agrees with

Fig. 3.6. For dimer lengths close to the value at which the maximum in the prefactor

occurs, the dimer prefactor is larger than prefactor for a single atom (shown as dashed

lines in Fig. 3.6). Note, however, that the value of s0 at which the dimer prefactor

is equal to the single atom prefactor depends strongly on the shape of the potential,

in contrast to the barrier. Note also that the magnitude of the prefactor depends

strongly on the shape parameter a; D0 decreases with increasing a, in agreement

with the single atom case. This result is intuitively reasonable: the prefactor can be

thought of as an attempt frequency, and can be roughly identified with the vibration

frequency of the atom or molecule at the bottom of the potential well [16]; a flatter

well means a lower vibration frequency and therefore a lower prefactor.



Chapter 4

Diffusion Path Approximation

In this chapter we will develop an approximation method for multidimensional dif-

fusion systems. The multidimensional problem will be reduced to a 1D problem by

assuming that motion only occurs along the lowest energy path over the multidimen-

sional potential energy surface, called the diffusion path approximation (DPA). This

procedure will allow us to make use of analytical results available for 1D systems.

If there are multiple possible diffusion paths, the total hopping rate can be found

by taking the sum of the different contributions, i.e.

Γ = Γ1 + Γ2 + . . . . (4.1)

In the calculations in this thesis, however, we take the simpler approach of only

considering the contribution from the lowest energy path.

In the next section we derive the formalism of the DPA, starting from the Langevin

equations (2.16) derived in Chapter 2. In the following section we apply the DPA to a

dimer moving in two dimensions (one parallel to the surface and one perpendicular).

4.1 Formalism

4.1.1 Langevin Equation in Reaction Coordinate

Consider a system ofN adsorbed particles, which obeys the set of generalized Langevin

equations derived in Chapter 2,

mi~̈ri +

∫ t

0

∑

j

Bij · ~̇rj(t′)dt′ + ∇riUeff({~rn}) = ~ξi({~rn}, t). (4.2)

In the DPA, we assume that the particles only move on the lowest energy path

between local minima. Let the curve followed by each particle on the diffusion path

be given by
√
mi~ri =

√
m0

~fi(y), where m0 is a mass scale which may be chosen

40
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for convenience, and the curves are all parametrized by the total arc length y (the

reaction coordinate), defined as

y =

∫

[

∑

i

∣

∣

∣

∣

√

mi

m0

d~ri

∣

∣

∣

∣

2
]1/2

=

∫ uf

ui

[

∑

i

∣

∣

∣

∣

d

du
~fi(u)

∣

∣

∣

∣

2
]1/2

du, (4.3)

where u is any parametrization of the curves. By standard rules of vector calculus,

the curves then satisfy

∑

i

|~f ′i(y)|2 = 1,
∑

i

~f ′i(y) · ~f ′′i (y) = 0, (4.4)

where ~f ′i = d
dy
~fi, and ~f ′′i = d2

dy2
~fi.

Rewriting Eq. (4.2) in terms of the ~fi gives

√
mim0(~f

′′
i (y)ẏ2 + ~f ′i(s)ÿ) +

∫ t

0

∑

j

√

m0

mj
Bij · ~f ′j [y(t′)]ẏ(t′)dt′

+ ∇riUeff({~rn}) = ~ξi({~rn}, t). (4.5)

Taking the dot product of this equation with
√

m0/mi
~f ′i(y) and summing over i gives

a generalised Langevin equation for y:

m0ÿ +

∫ t

0

∑

i,j

m0√
mimj

~f ′i [y(t)] · Bij · ~f ′j [y(t′)]ẏ(t′)dt′

+
∑

i

√

m0

mi

∇riUeff({~rn}) · ~f ′i(y) =
∑

i

√

m0

mi

~ξi({~rn}, t) · ~f ′i(y). (4.6)

or

m0ÿ +

∫ t

0

Byẏ(t
′)dt′ +

d

dy
Ueff(y) = ξy(y, t), (4.7)

where By and ξy are given by

By =
∑

i,j

m0√
mimj

~f ′i [y(t)] · Bij · ~f ′j[y(t′)] (4.8)

ξy(y, t) =
∑

i

√

m0

mi

~ξi({~rn}, t) · ~f ′i(y). (4.9)
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Making use of the approximation for the memory-friction tensor derived in § 2.2,

Eq. (2.73), gives

m0ÿ + βy ẏ +
d

dy
Ueff(y) = ξy, (4.10)

with

βy =
3π

2msω3
D

∑

i,j

m0√
mimj

~f ′i(y) · ∇ri∇rV
(0)
MS(y) · ∇rj∇rV

(0)
MS(y) · ~f ′j(y)

=
3π

2msω3
D

∣

∣

∣

∣

d

dy
∇rV

(0)
MS(y)

∣

∣

∣

∣

2

. (4.11)

The random force has the following statistical properties

〈ξy({~rn(t)}, t)〉 = 0,

〈ξy({~rn(t)}, t)ξy({~rn(t′)}, t′)〉 = 2kBTβyδ(t− t′). (4.12)

With Eq. (4.10) we now have a simple 1D Langevin equation that can be used to

study the dynamics of an adsorbed molecule. The approximation that the molecule

does not deviate from the lowest energy path will be most valid in the low tempera-

ture, high barrier regime, where the energy barrier ∆V is large compared to kBT . It

will also be most useful when there is a single dominant diffusion mechanism.

We can use Eq. (4.10) to calculate the diffusion coefficient with respect to the

coordinate y,

Dy = lim
t→∞

〈y2〉
2t

, (4.13)

again using the high friction result given in Chapter 1,

Dy = kBT

[

1

ly

∫ ly

0

βy(y) exp(Ueff(y)/kBT )dy
1

ly

∫ ly

0

exp(−Ueff(y
′)/kBT )dy′

]−1

.

(4.14)

A more experimentally relevant quantity, however, is the center of mass diffusion

coefficient

D = lim
t→∞

〈~r~r〉
2t

. (4.15)
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To relate Dy to D suppose that moving along one period of the lowest energy path

gives a displacement in the center of mass coordinate of magnitude l along the unit

vector â, and a displacement of ly in the reaction coordinate y. Then we can write

the coordinates ~r and y in the following form:

~r = nâl + âδr y = nly + δy, (4.16)

where n is an integer, and δr < l, δy < ly. In the long time limit, t → ∞, n will be

very large, so

lim
t→∞

~r

y
=
âl

ly
. (4.17)

We then have the following relationship between Dy and D:

D = lim
t→∞

〈(~r~r/y2)y2〉
2t

=

(

l

ly

)2

ââDy. (4.18)

4.1.2 Minimum Energy Path

In order to make use of the DPA and calculate the integrals in Eq. (4.14), we must

find the minimum energy path across the potential energy surface Ueff({~rn}) (the

diffusion path). The first step is to find the transition state, i.e. the maximum along

the minimum energy path, which is defined by the following properties. Consider a

potential U that depends on the coordinates xi, at a point on the surface xi = x0i

with ∇U = 0. It can be expanded in a Taylor series,

U = U0 +
1

2

∑

i,j

Hij(xi − x0i)(xj − x0j), (4.19)

where U0 = U({x0i}), and Hij are the elements of the Hessian matrix,

H =











∂2U
∂x2

1

∂2U
∂x1∂x2

. . .

∂2U
∂x2∂x1

∂2U
∂x2

2
. . .

...
...

. . .











, (4.20)

with all derivatives evaluated at xi = x0i. Changing to a set of coordinates ηi that

diagonalizes H , we have

U = U0 +
1

2

∑

i

λiη
2
i , (4.21)
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where λi are the eigenvalues of H . Coordinates with a positive eigenvalue correspond

to a minimum of U , and those with a negative eigenvalue correspond to a maximum.

A transition state can therefore be characterized as a point where the gradient is 0

and one eigenvalue of the Hessian matrix is negative, with the rest being positive.

The diffusion path is found by following the steepest descent path from the transition

state to the minimum; that is, following the direction of −∇V . To find the steepest

descent path associated with a given transition state, a method developed by Page

et al. [46] which employs a local quadratic approximation at each step was employed

for the calculations that follow.

The location of transition states on a multidimensional potential surface is a com-

plicated problem, and several methods have been developed [47]. We use an eigen-

value following method proposed by Cerjan and Miller [48], and developed further

by Wales [49–51]. This method has the advantage that an accurate guess for the

location of a transition state is not required as a starting point in order for the search

to converge. We will give a brief outline of the method here.

At each point in the search for the transition state, the potential is approximated

by its second order Taylor series, which, when written in the basis of the eigenvectors

of the Hessian matrix, has the following form

U = U0 +
∑

i

giηi +
1

2

∑

i

λiη
2
i , (4.22)

where gi is the first derivative of U along the ith eigenvector. The basic idea is to

take a step along one eigenvector in a direction that increases the potential, and

along all other eigenvectors in a direction that decreases the potential. The step sizes

are determined by a Lagrange multiplier method (for details see Refs. [48, 49, 52]),

resulting in the following expression

∆ηi = ± 2gi

|λi| +
√

λ2
i + 4g2

i

, (4.23)

where the + sign is used for energy maximization, and the − sign for minimization.

Using this procedure, one of the eigenvectors can be followed in the “uphill” direction

until a location with ∇U = 0 is found. It can then be verified that it is a transition

state (and not a minimum or higher order saddle point) by checking that one of the

eigenvalues λi is negative and the rest are positive.
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To systematically search the potential energy surface for transition states, we

begin at a known local minimum, and use the algorithm outlined in Ref. [53]:

1. Begin at a known minimum on the potential energy surface, and take a small

initial step in a random direction (necessary since the step size (4.23) is zero at

a minimum).

2. Search along one of the eigenvectors until an extremum is found (or a set max-

imum number of steps is exceeded).

3. If the extremum is a transition state, take a small step along the direction with

negative eigenvalue, and then follow the steepest descent path to the minimum

to obtain the diffusion path.

4. Repeat the search following the other direction along the same eigenvector, and

then both directions along all other eigenvectors.

5. Repeat the whole procedure with a new random initial step until a specified

number of transition states have been found (or a set maximum number of

searches have been conducted).

This method does not guarantee that all transition states are found, but previous

studies indicate that it is very effective at finding all transition states in the vicinity

of the starting point [49, 54, 55]. Since we start from the known lowest energy local

minimum, and we only require the lowest energy diffusion path, any possible higher

energy transition states or minima are irrelevant.

4.2 Dimer Diffusion in Two Dimensions

As a simple application of the Langevin equation derived in the previous section,

we will now consider the diffusion of a dimer which moves along a 1D channel on a

surface, and is also free to move in the direction perpendicular to the surface (thus

accounting for both center of mass movement and rotation).

We will make use of the DPA to calculate the center of mass diffusion coefficient

D = lim
t→∞

〈r2
x〉

2t
(4.24)
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for the dimer in 2D (where rx is the component of the dimer center of mass in the x

direction along the surface). In the high barrier regime, ∆V ≫ kBT , Eq. (4.14) for

the diffusion coefficient gives rise to the Arrhenius form for D,

D = D0e
−∆V/kBT , (4.25)

as seen in Chapter 3. Since this is the regime most relevant to experiments, we will

confine our calculations to high barriers. The prefactor D0 and energy barrier ∆V

are found by the same fitting procedure as in Chapter 3. For all calculations, the

temperature range 40 < V0/kBT < 45 was used.

4.2.1 Interaction Potential

The interaction potential can be expanded in a Fourier series in the coordinate along

the surface, x,

V (x, z) =
∑

i

vi(z) cos

(

2πi

l
x

)

. (4.26)

We will keep only the first two terms in the series, and for both v0(z) and v1(z) we

will use a Morse potential, allowing for differing strengths. The total potential is then

V (x, z) = V0

(

1 + A cos

(

2π

l
x

))

(

e−2a(z−z0) − 2e−a(z−z0)
)

, (4.27)

where A is a numerical constant which must satisfy |A| < 1 to prevent the potential

from going to −∞ when z becomes negative. We will also take A > 0, since allowing

negative values for A simply shifts the potential in x by l/2, which does not change

the diffusion behavior. Some plots of this potential for several values of A are given in

Fig. 4.1. As can be seen from the figure, increasing A increases the corrugation along

the surface. The minima are located at x = (n + 1/2)l, z = z0, and the transition

states are located at x = nl, z = z0, where n is an integer. The energy barrier is

∆V = 2V0A.

Considering now a dimer of two equal mass atoms with coordinates ~r1 = (x1, z1)

and ~r2 = (x2, z2), we write the interaction potential in terms of the center of mass

coordinate ~r = (~r1 + ~r2)/2 and the relative coordinate ~s = ~r1 − ~r2,

VMS(~r, ~s) = vx(rx + sx/2)vz(rz + sz/2) + vx(rx − sx/2)vz(rz − sz/2), (4.28)
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where (rx, rz) and (sx, sz) are the x and z components of the center of mass and

relative coordinates, and

vx(x) = 1 + A cos

(

2π

l
x

)

, vz(z) = V0

(

e−2a(z−z0) − 2e−a(z−z0)
)

. (4.29)

For the intramolecular potential we take a harmonic oscillator,

VM(~s) =
1

2
k(|~s| − s0)

2. (4.30)

The total dimer potential is then

V (~r, ~s) = VMS(~r, ~s) + VM(~s)

=
1

2
k(|~s| − s0)

2 + vx(rx + sx/2)vz(rz + sz/2) + vx(rx − sx/2)vz(rz − sz/2).

(4.31)

In order to visualize the potential in Eq. (4.31), we show in figure 4.2 a plot of the

potential as a function of rx and the angle θ of ~s with respect to the x-axis, with rz

and |~s| at the values that minimize the potential. Since the potential is periodic in

rx with period l and periodic in θ with period π, we take the ranges 0 < rx < l/2

and 0 < θ < π. It can be seen from the figures that there are two classes of local

minima. One has θ = 0 or θ = π, corresponding to the dimer being flat against

the surface. These minima have rz = z0 and either rx = nl or rx = (n + 1
2
)l . The

other has θ = π/2 or θ = 3π/2, corresponding to the dimer standing vertically (i.e.

perpendicular to the surface). These minima have rx = nl.

Also shown in Fig. 4.2 are the lowest energy paths between the various local

minima. The energy along these paths as a function of the reaction coordinate is

shown in Fig. 4.3. Which path will be lowest in energy depends on the parameters

of the potential. For example, increasing a makes the potential steeper in the z

direction (the harmonic force constant at the bottom of the Morse potential is 2a2V0),

and so will increase the energy of the vertically stacked minimum. For the choice of

parameters used in Figs. 4.2 and 4.3, the path along which the dimer stays flat against

the surface is the lowest energy path.
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4.2.2 Dimer Diffusion in One Dimension

Let us first consider a simpler case where the DPA can be compared to an exact

solution of the Langevin equations (4.2). The special case we consider is an infinitely

stiff dimer confined to 1D (the same system treated in Chapter 3), where the dimer-

substrate interaction potential (4.28) becomes

VMS(x1, x2) = −2V0 − V0A cos

(

2π

l
x1

)

− V0A cos

(

2π

l
x2

)

. (4.32)

The Langevin equations for a dimer in 1D read

mẍ1 + β11ẋ1 + β12ẋ2 +
∂

∂x1
[VMS(x1, x2) + VM(x1 − x2)] = ξ1

mẍ2 + β21ẋ1 + β22ẋ2 +
∂

∂x2
[VMS(x1, x2) + VM(x1 − x2)] = ξ2. (4.33)

Adding the two equations gives, in terms of the center of mass and relative coordi-

nates,

Mr̈ + (β11 + β21)ẋ1 + (β12 + β22)ẋ2 +
∂

∂r
VMS(r, s) = ξr, (4.34)

where ξr = ξ1 + ξ2, and M = 2m is the total mass of the dimer. If the dimer

is infinitely stiff, then the two atoms are at a fixed separation, x1 = x2 + s0, and

ẋ1 = ẋ2 = ṙ. The above equation then becomes

Mr̈ + βrṙ +
∂

∂r
VMS(r, s0) = ξr, (4.35)

where, making use of Eq. (2.73),

βr = β11 + β21 + β21 + β22

=
3π

2msω3
D

[

(

∂2VMS

∂x1∂r

)2

+

(

∂2VMS

∂x2∂r

)2

+ 2
∂2VMS

∂x1∂r

∂2VMS

∂x2∂r

]

. (4.36)

Using the fact that VMS has the form VMS(x1, x2) = v(x1) + v(x2), i.e. pairwise

interactions, the friction coefficient for the stiff dimer can be written as

βr =
3π

2msω3
D

(

∂2VMS

∂r2

)2

, (4.37)

which is the same expression used in the stiff dimer calculations in Chapter 3,

Eq. (3.14). Eq. (4.35) is therefore equivalent to the center of mass Langevin equation
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derived in Chapter 2 for a more general case. The diffusion coefficient is given by

Eq. (3.15), which in the present notation reads

D = D̄
1

48Aπ5 cos(π
l
s0)I0(γ)[bI0(γ) − I1(γ)]

, (4.38)

where γ = 2AV0 cos(π
l
s0)/kBT . In the limit of high barriers, this becomes

D = D̄
1

24Aπ4| cos(π
l
s0)|

e−4AV0| cos(
π
l
s0)|/kBT . (4.39)

In Fig. 4.4 we compare the diffusion prefactor and barrier for the stiff dimer, given

by Eq. (4.39), and the corresponding results for a flexible dimer in the DPA. It can be

seen that the DPA results become closer to the stiff dimer result as the dimer stiffness

k is increased. In fact it is easy to see that the stiff dimer approximation and the

DPA become equivalent in the limit k → ∞. In this case, the reaction coordinate y is

simply the center of mass of the dimer r, in which case the DPA friction coefficient,

Eq. (4.11), and that of the stiff dimer, Eq. (4.37), become equal, βy = βr. The

two Langevin equations are then identical, and so the diffusion coefficients are also

identical.

Also shown in Fig. 4.4 is the stiff dimer result of Ruckenstein and Tsekov [9],

D = D̄
| cos(π

l
s0)|

12Aπ4
e−4AV0|cos(

π
l
s0)|/kBT . (4.40)

To obtain their result, Ruckenstein and Tsekov start with the following set of Langevin

equations for the atoms of the dimer

mẍ1 + β0ẋ1 +
∂

∂x1

(VMS + VM) = ξ1

mẍ2 + β0ẋ2 +
∂

∂x2
(VMS + VM) = ξ2, (4.41)

where β0 is a constant friction coefficient β0 = 3π
2msω3

D

A2V 2
0 (2π

l
)4, resulting in the

following center of mass equation

Mr̈ + 2β0ṙ +
∂

∂r
VMS(r, s0) = ξr. (4.42)

The constant friction coefficient β0 is that of a single atom in the cosine potential

AV0 cos(2π
l
x), evaluated at the transition state [9], as discussed in § 3.2.
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The energy barrier in Eq. (4.40) is the same as our result, Eq. (4.39), but the pref-

actor is qualitatively different, as seen in Fig. 4.4. Interestingly, although Eq. (4.40) is

obtained in the stiff dimer limit, it has the same qualitative shape as the DPA results

for a weakly bonded dimer. To understand this unexpected result, consider the DPA

in the limit k → 0. In this limit the minimum energy configuration will have each

atom of the dimer at a minimum of the cosine potential, x1, x2 = nl (where n is an in-

teger), and the diffusion will proceed by one atom hopping to a neighboring minimum

while the second remains fixed. The transition state will then occur when one atom

is at a minimum and the other is at a maximum, x1 = (n1 + 1
2
)l, x2 = n2l, and it can

easily be shown that the DPA friction coefficient at the transition state is βy = β0. In

the DPA the potential will be given by Eq. (4.32) with one atom fixed at a minimum,

i.e. V (y) = −2V0 − AV0 − AV0 cos(2π
l
y). Compare these with the friction coefficient

and potential energy used in Eq. (4.42), 2β0 and V (r) = 2V0−2AV0 cos(π
l
s0) cos(2π

l
r),

respectively. For the k → 0 limit of the DPA, both the friction coefficient and the

potential along the diffusion path are independent of the dimer length. In Rucken-

stein and Tsekov’s calculation, the friction coefficient is also independent of s0, and

differs only by a factor of 2. The potential energy, however, does depend on s0, and

only coincides with the DPA potential at s0 = l/3 (ignoring the constant term). It

can be verified in Fig. 4.4 that the energy barriers ∆V for the stiff dimer result and

the k → 0 DPA result do indeed agree at s0 = l/3.

4.2.3 Dimer Diffusion in Two Dimensions

We now consider the diffusion of a dimer in the two dimensional potential Eq. (4.31)

that moves across the surface by rotating, as shown in Figs. 4.2 and 4.3. Such diffusion

paths in the potential (4.31) will always contain both a vertically stacked configuration

and a flat configuration, either of which can be a local minimum or a transition state.

The effects of each of the parameters in the potential on the diffusion coefficient are

considered in turn.

We first consider the dependence of the diffusion coefficient on the equilibrium

dimer length s0. When the dimer length is short (compared to 1/a), rotating the

dimer out of the horizontal plane will not raise the energy significantly, and there is
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the possibility of a local minimum with the dimer standing vertically. For a situation

where this vertically stacked minimum is lowest in energy, the diffusion will then

proceed by a rotational motion. If the dimer length s0 is then increased, the atom on

top will be forced further away from the surface, and if the desorption energy is large

compared to the diffusion barrier (as is typically the case), this will cause the vertically

stacked minima to become higher in energy than the flat minima. Once s0 is large

enough that the flat diffusion path is lowest in energy, a further increase in s0 should

give a periodic dependence of the barrier and prefactor, similar to Fig. 4.4. This

behavior can be seen in Fig. 4.5, where the energy barrier and prefactor are plotted

as a function of s0. At s0 = 0.86l, the diffusion path for which the dimer stays flat

against the surface becomes lowest in energy. This is particularly noticeable in the

graph of the prefactor, where there is a discontinuous jump between the prefactors for

the rotating and flat diffusion paths at s0 = 0.86l. Note that we have calculated the

diffusion coefficient considering only the lowest energy path, in order to emphasize

the change in lowest energy path from rotating to flat. However, if contributions from

both paths had been considered, in the manner of Eq. (4.1), the discontinuous jump

in Fig. 4.5 would be smoothed out.

Next we consider the dependence of the diffusion coefficient on the parameter a,

which determines the steepness of the potential in the direction perpendicular to the

surface (z direction). Plots of the prefactor and barrier vs a are shown in Fig. 4.6.

The parameters are chosen so that for small a the vertically stacked minimum has

the lowest energy. Increasing a makes the potential more steep in the z direction,

and therefore makes the vertically stacked minima less favorable. As a is increased,

eventually the flat minima become lower in energy, and the diffusion path for which

the dimer stays always flat against the surface (with z1 = z2 = z0) is the lowest energy

diffusion path. Increasing a further after this point has no effect on the prefactor or

barrier, since the 1D potential, Eq. (4.32) is independent of a.

Previous studies have found [56], however, that the vibration frequency of an

ad-particle in the direction perpendicular to the surface can in some cases have a sig-

nificant effect on the magnitude of the diffusion coefficient. That this effect is absent

in the present calculations is a reflection of the fact that all motion perpendicular to
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the lowest energy diffusion path is ignored.

Finally, we consider the dependence of the diffusion coefficient on the dimer stiff-

ness k. Plots of the prefactor and barrier vs k are shown in Fig. 4.7. In Fig. 4.7

the parameters have been chosen so that the lowest energy minimum is a vertically

stacked configuration at rx = 0. The flat configuration at rx = l/2 is either the tran-

sition state or a local minimum. Increasing the dimer stiffness k will force the dimer

to be closer to its equilibrium length s0. Since we have chosen an equilibrium length

incommensurate with the lattice constant, s0 = 0.4l, this will move the atoms of the

dimer away from the adsorption sites, raising the energy of the flat configuration. It

will also raise the energy of the vertically stacked configuration, since when vertically

stacked, the dimer is compressed to shorter than s0, so increasing k will move the top

atom further away from the surface. It is therefore not immediately obvious what

effect increasing k should have on the difference between the energy of the two con-

figurations, i.e. the energy barrier ∆V . It can be seen from Fig. 4.7 that increasing

k in fact increases the energy barrier, implying that the effect on the energy of the

vertically stacked configuration is less significant than the effect on the flat configu-

ration. The prefactor can be seen to increase sharply in the range 0 . k . 15, after

which it levels out, approaching the stiff dimer limit.
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Chapter 5

Conclusions

In this thesis, we have derived a generalized Langevin equation for surface diffu-

sion starting from a microscopic classical mechanical model. We then employed the

Markov approximation to obtain a standard Langevin equation, appropriate for sys-

tems with a separation in time scales between the vibrational and translation motion

of the adsorbed molecule.

We first applied this equation to study a stiff dimer diffusing along a 1D channel

on a surface, calculating the diffusion coefficient for the center of mass motion. An

interesting dependence of the diffusion prefactor on the equilibrium length of the

dimer was found (shown in Fig. 3.6), and explained in terms of the appearance of local

minima in the dimer potential. A strong dependence of the prefactor on the shape

of the potential was also found. The energy barrier was seen to depend periodically

on the dimer length, being a maximum when the dimer was commensurate with the

lattice (s0 = nl) and a minimum when the dimer was incommensurate with the lattice

(s0 = (n+ 1/2)l), as seen in previous work [9].

We also showed that our newly derived expression for the friction coefficient of a

stiff dimer in 1D, which takes full account of the dependence of the friction on the

dimer length and position, produced significantly different results for the prefactor

compared to previous calculations. This suggests that our new approach to the surface

diffusion of molecules, derived in Chapter 2, provides a significant modification to

previous studies based on Langevin equations.

Next we developed an approximation method to reduce a multi-dimensional vi-

brating system to 1D (the DPA), applicable to an arbitrarily complex adsorbed

molecule. We applied this approximation to diffusion of a flexible dimer diffusing

in 1D along a surface, and also free to rotate perpendicular to the surface. For dif-

fusion paths where the dimer remains flat against the surface, the results of Chapter

60
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3 for the infinitely stiff dimer were recovered in the limit of large dimer stiffness.

Comparison of the DPA results to the stiff dimer results from Chapter 3 also helped

to explain and clarify the differences between our results for the stiff dimer in 1D and

those of previous studies [9].

In the future it would be interesting to apply this approach to a large organic

molecule adsorbed on a metal surface. Interesting diffusion behavior has been ob-

served recently in many such systems. For example, for porphyrin molecules adsorbed

on a copper surface the diffusion is strictly one dimensional along the molecular main

axis, a result of a conformational adaptation upon adsorption. In the same sys-

tem, when two porphyrin molecules come together they can form dimers, and the

hopping rate for the dimers is larger than that for the monomers by two orders of

magnitude [36]. Other systems show novel behavior, such as supramolecular self-

assembly [39], and a “lock-and-key” effect, where a diffusing molecule is immobilized

by rotating it with respect to the surface using an STM tip [33]. Such systems present

a challenge for molecular dynamics methods due to the large number of atoms in-

volved. The method outlined in this thesis provides the means to simplify the theo-

retical description by averaging over the internal vibrations of a large molecule, while

still retaining information about the microscopic interactions by way of the expression

for the friction tensor derived in Chapter 2.

For a full description of the coupling of an adsorbed molecule to the surface, the

electronic degrees of freedom must be taken into account. So far electronic interactions

have not been incorporated into a Langevin or Fokker-Planck type description of

surface diffusion, and doing so represents a possible direction for future research. To

include the electronic degrees of freedom requires one to start with a microscopic

model based on quantum mechanics. Such a model has been worked out [7], and

could serve as the starting point for a Fokker-Planck equation for surface diffusion

that takes full account of the electronic interactions. Another interesting possibility

is to compare the quantum Fokker-Planck equation derived in Ref. [7] to the classical

version obtained from the Langevin equation derived in this thesis, and in Ref. [13].

Such a comparison has already been made between quantum and classical versions

of the Fokker-Planck equation for desorption, where it was found that the quantum
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version reduces to the low friction limit of the classical version upon ignoring terms

of the order of the thermal fluctuations [57].
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