
LOCAL METHODS FOR DOCUMENT-LEVEL NATURAL
LANGUAGE PROCESSING

by

JUAN ANTONIO RAMIREZ-ORTA

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy

at

Dalhousie University
Halifax, Nova Scotia

November 2023

© Copyright by JUAN ANTONIO RAMIREZ-ORTA, 2023



To my parents and my family

ii



Table of Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Chapter 2 Unsupervised Document Summarization using Pre-Trained
Sentence Embeddings and Graph Centrality . . . . . . 7

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Sentence Tokenization . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Sentence Embeddings . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Graph Generation . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Sentence Ranking . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.5 Sentence Selection . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Percentile Threshold in the Selection Phase . . . . . . . . . . 14

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.5 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Appendix: Output Examples . . . . . . . . . . . . . . . . . . . . . . . 16

Chapter 3 Post-OCR Document Correction with Large Ensembles
of Character Sequence-to-Sequence Models . . . . . . . 21

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

iii



3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 The Sequence Model . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.2 Processing Full Documents with the Sequence Model at Inference

Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4.2 Obtaining Sequence Pairs for the Sequence Model . . . . . . . 28
3.4.3 Training the Sequence Models . . . . . . . . . . . . . . . . . . 29
3.4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 31

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.6 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . 34

Chapter 4 QuOTeS: Query-Oriented Technical Summarization . . 36

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2.1 Query-Focused Summarization . . . . . . . . . . . . . . . . . . 39
4.2.2 High-Recall Information Retrieval . . . . . . . . . . . . . . . . 40
4.2.3 Interactive Query-Focused Summarization . . . . . . . . . . . 41

4.3 Design Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.4 System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4.1 Tutorial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.2 Upload . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.3 Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.4 Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.5 Explore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.6 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5.3 Research Instrument . . . . . . . . . . . . . . . . . . . . . . . 47
4.5.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 48

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6.1 Questionnaire Responses . . . . . . . . . . . . . . . . . . . . . 49
4.6.2 Analysis of the Labels Collected During the User Study . . . . 50
4.6.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

iv



4.7 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . 54

4.8 Questionnaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.9 Appendix: System Output Examples . . . . . . . . . . . . . . . . . . 55

Chapter 5 MALNIS-DATA: Automatically Building Datasets for
Scientific Query-Focused Summarization and Citation
Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.1 Citation Prediction . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2 Summarization . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.3 Scientific Summarization . . . . . . . . . . . . . . . . . . . . . 65
5.2.4 Query-Focused Summarization . . . . . . . . . . . . . . . . . . 67

5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.1 Extracting the Article Content and Meta-Data . . . . . . . . . 68
5.3.2 Transforming the Data and Producing Clean Tables . . . . . . 68
5.3.3 Finding All the Citations for each Reference . . . . . . . . . . 70
5.3.4 Obtaining the Sentence Labels . . . . . . . . . . . . . . . . . . 70
5.3.5 Finding Extra Relevant Sentences . . . . . . . . . . . . . . . . 71

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.3 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.6 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . 76

5.7 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.8 Model Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.8.1 Vector Text Representations . . . . . . . . . . . . . . . . . . . 78
5.8.2 Multi-Layer Perceptron (MLP) . . . . . . . . . . . . . . . . . 79
5.8.3 LSTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.8.4 Transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.9 Methodology Output Examples . . . . . . . . . . . . . . . . . . . . . 80

Chapter 6 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 84

v



Chapter 7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Appendix A Copyright Agreements . . . . . . . . . . . . . . . . . . . . 89

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

vi



List of Tables

2.1 Performance of the different variations of the proposed method
submitted to the task. . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 The best-performing models from the LongSumm competition at
the Second Scholarly Document Processing Workshop (SDP). . 15

3.1 The ICDAR datasets. . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 The datasets used to train the sequence models. . . . . . . . . 29

3.3 Training of the models. . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Hyper-parameters of the sequence models. . . . . . . . . . . . . 30

3.5 Best approach found on the ICDAR test sets. . . . . . . . . . . 31

3.6 Descriptive statistics of the average percentage of improvement
in CER on the ICDAR test sets grouped by window type. . . . 31

3.7 Descriptive statistics of the average percentage of improvement
in CER on the ICDAR test sets grouped by decoding method. . 32

3.8 Descriptive statistics of the average percentage of improvement
in CER on the ICDAR test sets grouped by weighting function. 32

3.9 Descriptive statistics of the average percentage of improvement
in CER on the ICDAR test sets grouped by window size. . . . 32

3.10 Best improvement in CER obtained for every language and for
every window size on the ICDAR test sets. . . . . . . . . . . . 32

3.11 Average percentage of improvement of CER by language for each
variation of our method on the ICDAR test sets. . . . . . . . . 33

3.12 Average inference time in minutes for every language and every
variation of our method on the ICDAR test sets. . . . . . . . . 33

4.1 Responses of the Screening Questionnaire from the participants
that completed the study. . . . . . . . . . . . . . . . . . . . . . 47

4.2 Results of the System Usability Scale (SUS) Questionnaire. . . 54

4.3 Results of the System Features Questionnaire. . . . . . . . . . . 55

4.4 Results of the Summary Quality Questionnaire. . . . . . . . . . 55

vii



5.1 Details of the final dataset collected after applying our method-
ology to the papers of our reading group. . . . . . . . . . . . . 72

5.2 Model variations used during the experiments. . . . . . . . . . 73

5.3 Mean Average Precision and Mean ROC AUC on the Test Set.
The highlighted models are the best ones. . . . . . . . . . . . . 74

5.4 Distribution of positive labels in the Train Set. . . . . . . . . . 75

5.5 Results obtained by the models on the ground truth data collected
using QuOTeS [73]. . . . . . . . . . . . . . . . . . . . . . . . . 76

viii



List of Figures

2.1 The pipeline of the proposed method. . . . . . . . . . . . . . . 10

2.2 The process of graph generation and ranking of the sentences. 11

3.1 Overview of the proposed method. . . . . . . . . . . . . . . . . 24

3.2 An example of correcting a document using disjoint windows of
length 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 An example of correcting a document using n-grams of length 5. 26

3.4 An example of correcting a text with 5-grams and the triangle
weighting function. . . . . . . . . . . . . . . . . . . . . . . . . 27

3.5 An example of the process to train the sequence model using
the ICDAR datasets with windows of length 5. . . . . . . . . . 29

3.6 Distribution of the length in characters against the Character
Error Rate for each document in the German and French datasets. 35

4.1 Overview of how QuOTeS works. . . . . . . . . . . . . . . . . 38

4.2 Methodology of the system and its workflow. . . . . . . . . . . 43

4.3 Overview of the user study. . . . . . . . . . . . . . . . . . . . 46

4.4 Distribution of the questionnaire scores obtained during the user
study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.5 Relationship between the scores computed from the questionnaires. 50

4.6 Distributions of the Precision of the system (left) and the
Kullback-Leibler Divergence between the word uni-gram distri-
bution of the document collections and the summaries produced
(center), along with their relationship (right). . . . . . . . . . . 51

4.7 Precision of the system. . . . . . . . . . . . . . . . . . . . . . 51

4.8 Relation between the Precision of the system and the question-
naire scores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

ix



4.9 Relationship between the Kullback-Leibler Divergence between
the word uni-gram distribution of the document collection and
produced summaries versus the questionnaire scores obtained in
the user study. . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.1 Overview of our approach to automatically build datasets for
Query-Focused Summarization and Citation Prediction. . . . . 63

5.2 Overview of the proposed methodology. . . . . . . . . . . . . . 66

5.3 The Data Extraction process. . . . . . . . . . . . . . . . . . . 69

5.4 Structure of the final dataset. . . . . . . . . . . . . . . . . . . 70

5.5 The data augmentation process. . . . . . . . . . . . . . . . . . 71

5.6 Training of the models. . . . . . . . . . . . . . . . . . . . . . . 73

x



Abstract

Given the recent rise in popularity of methods based on Deep Neural Networks inside

Natural Language Processing (NLP), important progress has been made in a variety

of tasks that was not possible before, given their complexity and the heavy feature

engineering required. However, the application of Deep Language Models to texts

longer than a few paragraphs using standard hardware remains an open challenge.

In this thesis, we explore a novel set of techniques to process full documents that

rely exclusively on local context. These techniques, called local methods, work by

splitting the input into smaller pieces, processing them independently and combining

the partial results in a coherent way. Their main advantage over other current methods

is their efficiency: since they only process small parts of the full document, they prevent

the model from wasting resources extracting meaningless relationships.

To test the effectiveness of local methods, we apply them in two tasks that require

the processing full documents: the correction of documents processed with Optical

Character Recognition systems and the Summarization of Scientific Documents. First,

we introduce a method to summarize scientific documents of any length based on

sentence embeddings and graphs that is simple, fast and efficient. Second, we introduce

a method to correct long strings of characters by splitting them into n-grams, correcting

them using character sequence-to-sequence models and joining them coherently via a

voting. Third, we introduce a methodology for the Query-Focused Summarization

of Scientific Documents based on splitting the input documents into sentences and

training Machine Learning classifiers on-the-fly to determine their relevance to the

query. And finally, we introduce a methodology to automatically obtain datasets

for the tasks of Scientific Query-Focused Summarization and Citation Prediction by

taking advantage of existing collections of academic documents.

In the end, the techniques introduced in this thesis provide evidence that local

methods are a viable alternative to more complex, resource-hungry methods which

currently represent the state of the art in NLP, promising to be resource- and sample-

efficient, paving the way for a new family of methods for document-level NLP.
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Chapter 1

Introduction

1.1 Motivation

Given the recent introduction of methods based on Deep Neural Networks (DNNs)

inside Natural Language Processing (NLP), significant progress has been made in

various problems that was not possible before due to the heavy feature engineering

required to effectively apply classical (not based in DNNs) Machine Learning (ML)

methods.

Although the treatment of long sequences with Neural Networks has been an active

area of research for decades, obtaining significant achievements like the LSTM [36],

GRU [17] and Transformer [90] architectures, the processing of sequences with more

than the well-established limit of 512 tokens like in BERT or GPT in domains with

constrained hardware remains a difficult task [90, 28, 68].

Because of this, although Document Classification, Question Answering, and

Summarization are some of the most interesting areas of Natural Language Processing

(NLP), they are very challenging, as they involve processing full documents. Some

of the reasons why processing full documents (also called document-level NLP) is

difficult are the following: First, sometimes it is not clear how to split a full document

into smaller pieces that are suitable for processing with standard methods. Second,

the hardware requirements for document-level NLP are usually much higher than

for other areas of NLP. And third, the collection of training examples for problems

involving documents is even more expensive than for standard problems inside NLP,

which becomes a major issue given that DNNs require large datasets to be trained.

More recently, the ML community has shifted their efforts to improve upon this

obstacle, with benchmarks like the Long Range Arena [95] and novel architectures that

improve upon the efficiency of the original Transformer, like the Sparse Transformer [76],

the Longformer [37] and Big Bird [98]. These new architectures have provided evidence

that in a long text, not all the token pairs are of interest in order to operate with the

1
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whole sequence, as their attention mechanisms follow different patterns to drop most

connections and hence improve the efficiency of the model. Although effective, these

models are still very resource-heavy, and require significant engineering to operate

with documents longer than 4,096 tokens [37].

Unlike the current efficient Transformer architectures, this thesis tackles the

treatment of full documents by introducing local methods. A method for document

processing is called local if it operates with the whole sequence by splitting it into

smaller parts, processing them independently and combining the partial results co-

herently. Their main advantage is that they allow to integrate into the algorithms a

bias towards the range of the dependencies required to solve a task by only letting the

model to see specific parts of the sequence. This bias encodes the human knowledge

that, for some tasks, not all the information of the whole sequence is needed, and by

taking this into account, the efficiency of the models can be dramatically improved

while maintaining a good performance.

As a use case, we apply local methods to three areas of NLP which involve the

processing of long sequences of text: the production of long extractive summaries

from full scientific documents, the correction at the character level of documents

processed with Optical Character Recognition (OCR) engines and the Query-Focused

Summarization of Scientific Documents. Although it may seem that these areas require

to process full documents as a single sequence, in this thesis we show the successful

application of local methods in them. In the first case, we show that splitting the

document into sentences and using methods from Graph Theory to find the most

important sentences yields promising results. In the second case, we show that very

long sequences of characters can be corrected using character sequence-to-sequence

models that only correct small segments of the whole sequence. Finally, in the third

case, we show that promising results can be obtained by splitting the documents into

sentences and training classifiers to identify which sentences are relevant to the query.

In the end, the methods and results presented in this thesis provide evidence that

local methods are a viable alternative to more complex, resource-hungry methods

which currently represent the state of the art in NLP, promising to be resource- and

sample-efficient, paving the way for a new family of methods for document-level NLP.
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1.2 Contributions

• A novel unsupervised method for the extractive summarization of full scientific

documents, based on the sentence embeddings produced by deep language models

and techniques from Graph Theory. The method is simple, fast, can summarize

documents of any length, and is able to produce summaries of any length, making

it ideal for flexible, online implementations.

• A novel methodology to extend sequence-to-sequence models to process sequences

much longer than the ones they were trained on. The methodology is based

on splitting a long sequence into n-grams, processing them independently, and

then combining them with a voting scheme that acts as a very large ensemble of

sequence-to-sequence models, each one of them processing a different part of the

sequence.

• A software suite for the correction of documents already processed with Optical

Character Recognition (OCR) systems. The suite includes nine pre-trained

models for Bulgarian, Czech, German, English, Spanish, French, Dutch, Polish

and Slovak.

• A novel methodology for the Interactive Query-Focused Summarization of Scien-

tific Documents. The methodology is embodied in an interactive system called

QuOTeS, which receives a query and a collection of academic documents as input

and outputs the query-focused summary of the collection, aided by the feedback

provided by the user at run-time.

• A novel dataset for the Query-Focused Summarization of Scientific Documents

composed of 8 examples, each one with query, a collection of full academic

documents and the relevance labels for the sentences in the documents. The

data was collected by real users during a comprehensive user study, where each of

them uploaded documents relevant to their own research and manually labelled

hundreds of sentences according to their relevance to the query.

• A novel methodology to automatically produce datasets for the tasks of Query-

Focused Summarization of Scientific Documents and Citation Prediction using
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existing collections of academic documents. The methodology receives raw

collections of academic papers and produces clean tables containing the papers

in the collection, all the references found in these papers and the citations where

each one of the references was mentioned. Together these three tables allow for

the analysis of the whole collection and the creation of datasets for different

NLP tasks.

• A novel dataset for the Query-Focused Summarization of Scientific Documents

composed of 8,965 examples, each one with query, a collection of full academic

documents and the relevance labels for the sentences in the documents. The

dataset was automatically produced by applying the methodology previously

mentioned to the papers from our reading group, composed originally of 1,091

academic papers.

1.3 Outline

The overall structure of this thesis is the following:

• Chapter 2 describes a novel method to summarize full scientific papers in

an unsupervised way by incorporating sentence embeddings produced by deep

language models into graph-based techniques. The proposed technique has

several advantages: it is simple, efficient, can summarize documents of any size

and can produce summaries of any length. It also offers competitive performance

when compared with more sophisticated supervised methods, and can be used

as preparation step for more complex techniques.

• Chapter 3 introduces a novel method to extend sequence-to-sequence models

to process sequences much longer than the ones seen during training. As a use

case, the method is applied on nine languages from the ICDAR 2019 competition

on Post-OCR Text Correction, achieving a new state-of-the-art performance

on five of them. After thorough experimentation, the strategy with the best

performance involved splitting the input document into character n-grams and

combining their individual corrections into the final output using a voting scheme

that is equivalent to an ensemble of a large number of sequence models. The
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chapter closes with a thorough analysis of the results obtained in the experiments

and an investigation on how to weigh the contributions from each one of the

members of the ensemble.

• Chapter 4 introduces a novel methodology for the Query-Focused Summariza-

tion of scientific papers. More specifically, the purpose of this methodology is to

assist researchers in the composition of new papers, helping them to give shape

to the Introduction and Related Work sections of their papers. The methodology

is embodied in QuOTeS, an interactive system designed to retrieve sentences

related to a summary of the research from a collection of potential references and

hence assist in the composition of new papers. QuOTeS integrates techniques

from Query-Focused Extractive Summarization and High-Recall Information

Retrieval to provide Interactive Query-Focused Summarization of scientific doc-

uments. To measure the effectiveness of the methodology, a comprehensive

user study was carried out, where participants uploaded papers related to their

research and evaluated the system in terms of its usability and the quality of the

summaries it produces. The results showed that QuOTeS provides a positive user

experience and consistently provides query-focused summaries that are relevant,

concise, and complete. The chapter closes by analyzing the relationship between

the responses obtained from the questionnaires and the labeled data obtained

from the users, and by pointing out the limitations and future directions to

improve the methodology.

• Chapter 5 introduces a novel methodology to automatically produce datasets

for the tasks of Query-Focused Summarization of Scientific Papers and Citation

Prediction (QFS/CP). The basic idea behind the methodology is to take ad-

vantage of existing collections of academic papers to obtain large-scale datasets

for these tasks automatically. After applying it to the papers from our reading

group, it introduces the first large-scale dataset for QFS/CP, composed of 8,695

examples, each composed of a query, the sentences of the full text from a paper

and the relevance labels for each. An important result in this chapter is that,

after testing several classical and state-of-the-art text representation models and

classifiers on this data, it was found that these tasks are far from being solved,
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and that classical models outperformed modern pre-trained deep language mod-

els (sometimes by a large margin). The chapter closes by digging more deeply

into why classical methods outperformed the current ones via an analysis of

the labels in the dataset, and by comparing the results obtained in the data

obtained automatically versus the data obtained by having users manually label

queries along document collections.

• Finally, Chapter 6 presents a summary of the findings from each chapter, as

well as possible future research directions, which are beyond the scope of this

thesis.



Chapter 2

Unsupervised Document Summarization using Pre-Trained

Sentence Embeddings and Graph Centrality

This chapter describes our submission for the LongSumm task in SDP 2021 1. We

propose a method for incorporating sentence embeddings produced by deep language

models into extractive summarization techniques based on graph centrality in an

unsupervised manner. The proposed method is simple, fast, can summarize any kind

of document of any size and can satisfy any length constraints for the summaries

produced. The method offers competitive performance to more sophisticated supervised

methods and can serve as a proxy for abstractive summarization techniques. The

code for the method introduced in chapter can be found at https://github.com/

jarobyte91/auto_summ.

2.1 Introduction

Automatic text summarization is a very old and important task in Natural Language

Processing (NLP) that has received continued attention since the creation of the

field in the late 50’s [34], mainly because of the ever-increasing size of document

collections. The objective of the task is, given a document, to produce a shorter

text with maximum information content, fluency and coherence. The summarization

task can be classified into extractive and abstractive, where extractive summarization

means that the summary is composed exclusively of passages present in the original

document, while abstractive summarization means that there can be words in the

summary that did not appear in the original document.

Since the creation of the first neural language models [11], vector representations

of text that encode meaning (called embeddings) have played a significant role in

NLP. They allow the application of statistical and geometrical methods to words,

1This chapter is an improved version of the paper [71], published in the LongSumm shared task
of the 2nd Scholarly Document Workshop at NAACL 2021.

7
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sentences and documents ([40], [58], [75]), leading to state-of-the-art performance

on several NLP tasks like Information Retrieval, Question Answering or Paraphrase

Identification. Among these neural language models, very deep pre-trained neural

language models, like BERT [28], T5 [20], and GPT-3 [13] have shown impressive

performance in tasks like language modelling and text generation or benchmarks like

GLUE [92].

An important variation of extractive summarization that goes back as far as the

late 90’s [33, 32] utilizes graphs, where the nodes represent text units and the links

represent some measure of semantic similarity. These early graph-based summarization

techniques involved creating a graph where the nodes were the sentences or paragraphs

of a document and two nodes were connected if the corresponding text units had a

similar vocabulary. After creating the document graph, the system created a summary

by starting at the first paragraph and following random walks defined by different

algorithms that tried to cover as much of the graph as possible.

A more evolved approach was the creation of lexical centrality [30] [56] [93], which

is a measure of the importance of a passage in a text where the sentences of the

document are connected by the similarity of their vocabularies.

The current state of the art in automatic summarization with graphs is mainly

based on algorithms like PageRank [84] enhanced with statistical information of the

terms in the document (like in [69]) or Graph Neural Networks [45] on top of deep

language models (like in [41]).

Only two systems from the previous Scholarly Document Processing Workshop

(held in 2020) are based on graphs: CIST-BUPT and Monash-Summ.

In CIST-BUPT [52], they used Recurrent Neural Networks to create sentence

embeddings that can be used to build a graph which is then fed into a Graph

Convolutional Network [45] and a Graph Attention Network [91] to create extractive

summaries. To generate abstractive summaries, they used the gap-sentence method of

[42] to fine-tune T5 [20].

In Monash-Summ [43], they propose an unsupervised approach that leverages

linguistic knowledge to construct a sentence graph like in SummPip [100]. The graph

nodes, which represent sentences, are further clustered to control the summary length,

while the final abstractive summary is created from the key phrases and discourse
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from each cluster.

Unlike previous methods, this work leverages the sentence embeddings produced by

Pre-Trained Language Models and ideas from Graph Theory to produce full extractive

summaries of any length from academic documents. The essential idea is that, while

the sentence embeddings produced by SBERT [75] are not well suited for clustering

algorithms like Hierarchical Clustering or DBSCAN [31], they produce excellent results

for Paraphrase Identification or Semantic Textual Similarity when compared with

Cosine Similarity, which implies that they can be used along with graph centrality

methods. The text summarization method proposed in this paper has the following

contributions:

• It is unsupervised and can be used as a proxy for more advanced summarization

methods.

• Can easily scale to arbitrarily large amounts of text.

• Is fast and easy to implement.

• Can fit any length requirements for the production of summaries.

2.2 Methodology

In this section, we describe how the system works. The system is composed of three

main steps: first, we use SBERT to produce sentence embeddings for every sentence

in the document to summarize; next, we form a graph by comparing all the pairs

of sentence embeddings obtained and finally, we rank the sentences by their degree

centrality in this graph. Fig. 2.1 gives an overview of the whole method.

2.2.1 Sentence Tokenization

The first step of our pipeline is to split the input text into a list of sentences. This

step is critical because if the sentences are too long, the final summary will have

a lot of meaningless content (therefore losing precision). However, if the sentences

are too short, there is a risk of not having enough context to produce an accurate
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Document
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Figure 2.1: The pipeline of the proposed method. In the first step, we split the input
text into sentences by using a regular expression handcrafted specifically for scientific
documents. In the second step, we compute the sentence embeddings of the parsed
sentences using SBERT. In the third step, we create a graph by comparing all the
pairs of sentence embeddings obtained using cosine similarity. In the fourth step, we
rank the sentences by the degree centrality in the generated graph. In the fifth and
final step, we only keep a certain number of sentences or words to adjust to the length
requirements of the summary.

sentence embedding for them or extracting meaningless sequences, like data in tables

or numbers that lie in the middle of the text.

We found that the function sent tokenize() from the NLTK package [87]

often failed because of the numbers in the tables and the abbreviations, like et al.,

which are very common in scientific literature. Because of this, we used a set of regular

expressions handcrafted specifically to split the text found in scientific documents

on top of the standard unsupervised tokenizer found in NLTK. The specific details

of the implementation can be found here https://github.com/jarobyte91/auto_

summ/blob/master/engine/core/engine_summarization.py.

2.2.2 Sentence Embeddings

After extracting the sentences, the next step is to produce the sentence embedding of

each sentence using SBERT [75], which is a Transformer-based [90] model built on

top of BERT [28] that takes as input sentences and produces sentence embeddings

that can be compared with cosine similarity, which is given by the following formula:

sim(x, y) =
x · y

|x||y|
.

As shown in [75], these sentence embeddings are superior in quality than taking

the CLS token of BERT or averaging the sentence embeddings of the words in the

sentence produced by BERT, GloVe [40], or Word2Vec [58].
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SBERT, like BERT, was pre-trained on a general large text collection to learn

good sentence embeddings, but it has to be fine-tuned on a more specific data set

according to the task. Since we are working with scientific papers, we picked the base

version of RoBERTa [96] that was fine-tuned in the MSMARCO data set [5] for the

Information Retrieval task.

2.2.3 Graph Generation

After the sentence embeddings have been produced, the next step is to produce a

weighted complete graph with a node for each sentence in the text. Its edges are

weighted according to the cosine similarities of the corresponding sentence embeddings.

An example graph is depicted in Fig. 2.2.

s1

s2

s3

s4

1 − sim(e1, e2)

1 − sim(e1, e3)

1 − sim(e1, e4)

Figure 2.2: The process of graph generation and ranking of the sentences. Every node
in the generated complete graph represents a sentence in the document and the weight
of each edge is given by the similarity between the nodes it connects. The importance
of the sentence in the document is modelled as rank(si) =

∑n
j=1

1 − sim(ei, ej), where
ei and ej are the corresponding SBERT sentence embeddings of si and sj.

To build this graph, the first step is to gather all the pairwise cosine similarities

in a matrix. Let D = (s1, s2, ..., sn) be a document. Using SBERT, we produce a

sequence of vectors (e1, e2, ..., en), where ei is the sentence embedding of si. Then, we

can compute the matrix A, where A[i, j] = 1 − sim(ei, ej).

We make the following observations:

• The diagonal of A is composed exclusively of zeros, because A[i, i] = 1 −

sim(ei, ei) = 0.
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• The matrix A is symmetric, because A[i, j] = 1− sim(ei, ej) = 1− sim(ej, ei) =

A[j, i].

• All the entries in A are non-negative, because −1 ≤ sim(ei, ej) ≤ 1.

These observations imply that the matrix A can be interpreted as the adjacency

matrix of a weighted complete graph G = (V,E) where V = {s1, s2, ..., sn}, E =

{(s1, s2)|s1, s2 ∈ V } and the edges are weighted by the following function: w(s1, s2) =

1 − sim(e1, e2).

2.2.4 Sentence Ranking

The forth step is to assign a score for each sentence that allows us to sort them by

their importance in the document. As a consequence, we define the importance rank

for each sentence as follows:

rank(si) =
n
∑

j=1

A[i, j] =
n
∑

j=1

1 − sim(ei, ej), (2.1)

where ei and ej are the corresponding SBERT sentence embedding for si and sj.

To motivate this definition, we observe that adding the entries of the matrix A

column-wise gives naturally a ranking of the nodes of G that is a natural generalization

of the degree centrality. However, in our ranking, the most ”central” sentences

(sentences that are similar to many other sentences in the document) have lower scores

than the ones that are less ”central.”

To further support this definition, we observe that if G were an undirected,

unweighted simple graph G = (V,E) (that is, the entries of A are either 0 or 1, A is

symmetric and only has zeros in its diagonal), then we would have that

n
∑

j=1

A[i, j] = #{v ∈ V |(vi, v) ∈ E}, (2.2)

which is the definition of the degree of node vi and is clearly a (somewhat crude)

measure of the importance of the node in the graph.

It is important to note that in scientific papers, which have around 300 sentences,

the proposed method takes around 1 second for the whole process. This result implies

that there is no obstacle for applying this method to longer documents since producing
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the sentence embeddings with the SBERT implementation is very efficient, and the

only thing that we are doing is compare all the pairs of sentence embeddings, which

can be done with highly efficient linear algebra libraries.

2.2.5 Sentence Selection

The final step in the method is to select the sentences that are going to form the

summary. To do this, we can take only the bottom n-percentile in reverse (as opposed

to the top n-percentile, since in our method, a lower rank means that the sentence is

more important in the document) or concatenate the ranked sentences in reverse (so

that the sentences with the lowest ranks -that is, the most important ones- come first)

and take the first k words to satisfy a word-length constraint for the summaries.

2.3 Experimental Setup

2.3.1 Data

Since our method is for unsupervised extractive summarization, we only used the

extractive summaries in the TalkSumm data set [51] to estimate the appropriate

threshold value for the sentence selection phase. As suggested in the task, we used

science-parse [3] to extract the text of the scientific articles and split it into sections.

Given that the objective of the task is to produce long summaries for the documents,

we discarded the title and abstract and then took as input for the algorithm the

remaining text as a single block.

The dataset for this competition is composed of 1,705 papers along with their

extractive summaries, from which 700 also include an abstractive summary. The

dataset was built using a generative model trained on talks, presentations and blog

posts about the papers in order to learn how to extract the most relevant content.

2.3.2 Evaluation

As is customary in summarization tasks, we used ROUGE [54] in its variations

ROUGE-1, ROUGE-2 and ROUGE-L.
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2.3.3 Percentile Threshold in the Selection Phase

We tried with p = {1, 1.5, 2, 2.5, 5, 10, 15} as the value of the bottom percentage of

sentences to keep for the final summary and truncated the output to satisfy the 600

word limit for the task when the summary was longer. It is important to note that

the freedom of this parameter allows the system to produce summaries of arbitrary

length, depending on the task at hand.

2.4 Results

Overall, we observed that the 600-word constraint of the task prevented our method

from performing better, but we also observed that the best summaries produced by our

method are too long (around 1,000 words or more). Table 2.1 displays the performance

of the method variations that we submitted to the task.

Bottom %
ROUGE-1 ROUGE-2 ROUGE-L

Mean Length
F-measure Recall F-measure Recall F-measure Recall

1.0 0.24 0.15 0.06 0.03 0.11 0.07 183.2
1.5 0.29 0.21 0.08 0.05 0.13 0.09 257.0
2.0 0.33 0.25 0.08 0.06 0.14 0.10 314.8
2.5 0.37 0.29 0.09 0.07 0.15 0.11 366.7
5.0 0.44 0.39 0.12 0.10 0.16 0.14 530.5

10.0 0.46 0.43 0.12 0.12 0.17 0.16 591.3
15.0 0.46 0.43 0.12 0.12 0.17 0.16 597.0

Table 2.1: Performance of the different variations of the proposed method submitted to
the task. In this setting, the ranked sentences were sorted in reverse and concatenated
to form a preliminary output, which was truncated at 600 words to comply with the
task’s requirements. The ”Bottom %” column displays the percentile used in the
sentence selection phase of the method. Mean length displays the average length in
words of the summaries produced for the test set.

Table 2.2 displays the two best-performing models from the LongSumm competition.

Both models are discussed with more detail in [10], but we give a short description

below:

The N&E method is based on sessions, which are segments of the paper of a

given size. Then, the method jointly trains an abstractive summarization model and

a extractive summarization model to combine their output via an ensemble, and

uses ROUGE [54] to make the model include sentences from the input to match the
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reference summary. The basic idea is that the sessions are a more flexible division

than paragraphs or sections of the paper, and the abstractive and extractive models

complement each other to improve the quality of the output.

The CNLP-NITS method is a variation of TextRank [57], which builds a graph

where each node represents a sentence and the edges are weighted according to the

content overlap between the corresponding sentences. To measure the content overlap

between the sentences, they tested several similarity functions: Longest Common

Substring, Cosine Similarity, BM25 [80] and BM25+. In their experiments, the best

performing function was BM25. After that, they apply the well-known PageRank

algorithm to model the importance of each sentence.

Team
ROUGE-1 ROUGE-2 ROUGE-L

F-Measure Recall F-Measure Recall F-Measure Recall

N&E 0.5507 0.5660 0.1945 0.1998 0.2295 0.2357
CNLP-NITS 0.5131 0.5271 0.1610 0.1656 0.1916 0.1971
Dalhousie University 0.4621 0.4377 0.1280 0.1212 0.1701 0.1610

Table 2.2: The best-performing models from the LongSumm competition at the Second
Scholarly Document Processing Workshop (SDP).

2.5 Conclusions and Future Work

The method introduced in this work displays competitive performance with more

sophisticated methods and can be useful when there is not enough labelled data

to train a deep neural summarization system while being fast, simple and efficient.

Overall, we observed that the recall component of ROUGE for the proposed method

has much room for improvement, as having sentences as the minimal text units makes

it harder to include relevant phrases that are joined with others that are not so relevant.

Another important future direction is to reduce the redundancy of the summaries, as

it is common to have several versions of the same important sentence scattered across

the document, so all these versions of the sentence appear in the final summary.
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2.6 Appendix: Output Examples

1. Sequence to Sequence Learning with Neural Networks. We were able

to do well on long sentences because we reversed the order of words in the

source sentence but not the target sentences in the training and test set. So

for example, instead of mapping the sentence a, b, c to the sentence α, β, γ, the

LSTM is asked to map c, b, a to α, β, γ, where α, β, γ, is the translation of a,

b, c. Our main result is that on an English to French translation task from

the WMT’14 dataset, the translations produced by the LSTM achieve a BLEU

score of 34.8 on the entire test set, where the LSTM’s BLEU score was penalized

on out-of-vocabulary words. Our work is closely related to Kalchbrenner and

Blunsom [18], who were the first to map the input sentence into a vector and then

back to a sentence, although they map sentences to vectors using convolutional

neural networks, which lose the ordering of the words. Finally, we found that

reversing the order of the words in all source sentences (but not target sentences)

improved the LSTM’s performance markedly, because doing so introduced many

short term dependencies between the source and the target sentence which made

the optimization problem easier. While the decoded translations of the LSTM

ensemble do not outperform the best WMT’14 system, it is the first time that a

pure neural translation system outperforms a phrase-based SMT baseline on a

large scale MT. There are several variants of the BLEU score, and each variant

is defined with a perl script. The LSTM is within 0.5 BLEU points of the

best WMT’14 result if it is used to rescore the 1000-best list of the baseline

system. 3.3 Reversing the Source Sentences While the LSTM is capable of solving

problems with long term dependencies, we discovered that the LSTM learns

much better when the source sentences are reversed (the target sentences are not

reversed). When we used the LSTM to rerank the 1000 hypotheses produced

by the aforementioned SMT system, its BLEU score increases to 36.5, which is

close to the previous best result on this task. The simplest strategy for general

sequence learning is to map the input sequence to a fixed-sized vector using one

RNN, and then to map the vector to the target sequence with another RNN

(this approach has also been taken by Cho et al. The simple trick of reversing

the words in the source sentence is one of the key technical contributions of
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this work. By reversing the words in the source sentence, the average distance

between corresponding words in the source and target language is unchanged.

We were surprised by the extent of the improvement obtained by reversing the

words in the source sentences. Our method uses a multilayered Long Short-Term

Memory (LSTM) to map the input sequence to a vector of a fixed dimensionality,

and then another deep LSTM to decode the target sequence from the vector.

Our approach is closely related to Kalchbrenner and Blunsom [18] who were

the first to map the entire input sentence to vector, and is related to Cho et al.

The LSTM also learned sensible phrase and sentence representations that are

sensitive to word order and are relatively invariant to the active and the passive

voice. They followed a similar approach, but they incorporated their NNLM

into the decoder of an MT system and used the decoder’s alignment information

to provide the NNLM with the most useful words in the input sentence.

2. BERT: Pre-training of Deep Bidirectional Transformers for Language

Understanding. For finetuning, the BERT model is first initialized with the

pre-trained parameters, and all of the parameters are fine-tuned using labeled

data from the downstream tasks. 3 Fine-tuning Procedure For fine-tuning, most

model hyperparameters are the same as in pre-training, with the exception of

the batch size, learning rate, and number of training epochs. To fine-tune on

GLUE, we represent the input sequence (for single sentence or sentence pairs) as

described in Section 3, and use the final hidden vector C ∈ RH corresponding

to the first input token ([CLS]) as the aggregate representation. To isolate the

effect of these differences, we perform ablation experiments in Section 5.1 which

demonstrate that the majority of the improvements are in fact coming from

the two pre-training tasks and the bidirectionality they enable. 5.1 Effect of

Pre-training Tasks We demonstrate the importance of the deep bidirectionality of

BERT by evaluating two pretraining objectives using exactly the same pretraining

data, fine-tuning scheme, and hyperparameters as BERTBASE : No NSP: A

bidirectional model which is trained using the “masked LM” (MLM) but without

the “next sentence prediction” (NSP) task. The core argument of this work is

that the bi-directionality and the two pretraining tasks presented in Section 3.1

account for the majority of the empirical improvements, but we do note that
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there are several other differences between how BERT and GPT were trained:

• GPT is trained on the BooksCorpus (800M words); BERT is trained on the

BooksCorpus (800M words) and Wikipedia (2,500M words). 5.3 Feature-based

Approach with BERT All of the BERT results presented so far have used the

fine-tuning approach, where a simple classification layer is added to the pre-

trained model, and all parameters are jointly fine-tuned on a downstream task.

The contextual representation of each token is the concatenation of the left-to-

right and right-to-left representations. The masked language model randomly

masks some of the tokens from the input, and the objective is to predict the

original vocabulary id of the masked word based only on its context. , 3072 for

the H = 768 and 4096 for the H = 1024.4 We note that in the literature the

bidirectional Trans2 Input/Output Representations To make BERT handle a

variety of down-stream tasks, our input representation is able to unambiguously

represent both a single sentence and a pair of sentences (e.g. For the feature-

based approach, we concatenate the last 4 layers of BERT as the features, which

was shown to be the best approach in Section 5.3. As shown in Figure 1, in

the question answering task, we represent the input question and passage as

a single packed sequence, with the question using the A embedding and the

passage using the B embedding. For example, in OpenAI GPT, the authors use

a left-toright architecture, where every token can only attend to previous tokens

in the self-attention layers of the Transformer (Vaswani et al. 1 Illustration of

the Pre-training Tasks We provide examples of the pre-training tasks in the

following. Note that the purpose of the masking strategies is to reduce the

mismatch between pre-training and fine-tuning, as the [MASK] symbol never

appears during the fine-tuning stage. We use the representation of the first

sub-token as the input to the token-level classifier over the NER label set. In

Proceedings of the 2018 Conference on Empirical Methods in Natural Language

Processing (EMNLP). , 2017; Logeswaran and Lee, 2018), left-to-right generation

of next sentence words given a representation of the previous sentence (Kiros et

al. The best performing method concatenates the token representations from

the top four hidden layers of the pre-trained Transformer, which is only 0.3 F1

behind fine-tuning the entire model.
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3. Improving Language Understanding by Generative Pre-Training. By

pre-training on a diverse corpus with long stretches of contiguous text our

model acquires significant world knowledge and ability to process long-range

dependencies which are then successfully transferred to solving discriminative

tasks such as question answering, semantic similarity assessment, entailment

determination, and text classification, improving the state of the art on 9 of

the 12 datasets we study. A hypothesis is that the underlying generative model

learns to perform many of the tasks we evaluate on in order to improve its

language modeling capability and that the more structured 7 Table 5: Analysis

of various model ablations on different tasks. For SST-2 (sentiment analysis), we

append the token very to each example and restrict the language model’s output

distribution to only the words positive and negative and guess the token it assigns

higher probability to as the prediction. Table 2 details various results on the

different NLI tasks for our model and previous state-of-the-art approaches. In this

paper, we explore a semi-supervised approach for language understanding tasks

using a combination of unsupervised pre-training and supervised fine-tuning.

We also achieve an overall score of 72.8 on the GLUE benchmark, which is

significantly better than the previous best of 68.9.6 Table 4: Semantic similarity

and classification results, comparing our model with current state-of-theart

methods. In Proceedings of the 2012 Joint Conference on Empirical Methods in

Natural Language Processing and Computational Natural Language Learning,

pages 777–789. (4) (x,y) We additionally found that including language modeling

as an auxiliary objective to the fine-tuning helped learning by (a) improving

generalization of the supervised model, and (b) accelerating convergence. In

our experiments, we use a multi-layer Transformer decoder [34] for the language

model, which is a variant of the transformer [62]. For DPRD [46] (winograd

schemas), we replace the definite pronoun with the two possible referrents and

predict the resolution that the generative model assigns higher average token log-

probability to the rest of the sequence after the substitution. λ was set to 0.5.4.2

Supervised fine-tuning We perform experiments on a variety of supervised tasks

including natural language inference, question answering, semantic similarity,

and text classification. Figure 2(left) illustrates the performance of our approach
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on MultiNLI and RACE as a function of the number of layers transferred. As

we demonstrate in our experiments, these adaptations enable us to fine-tune

effectively with minimal changes to the architecture of the pre-trained model.

The closest line of work to ours involves pre-training a neural network using

a language modeling objective and then fine-tuning it on a target task with

supervision. Further, we also demonstrate the effectiveness of our model on a

wider range of tasks including natural language inference, paraphrase detection

and story completion. First, we use a language modeling objective on the

unlabeled data to learn the initial parameters of a neural network model. We

observe that the auxiliary objective helps on the NLI tasks and QQP. We evaluate

our approach on four types of language understanding tasks – natural language

inference, question answering, semantic similarity, and text classification. Our

general task-agnostic model outperforms discriminatively trained models that

use architectures specifically crafted for each task, significantly improving upon

the state of the art in 9 out of the 12 tasks studied. We observe the performance

of these heuristics is stable and steadily increases over training suggesting that

generative pretraining supports the learning of a wide variety of task relevant

functionality. We demonstrate the effectiveness of our approach on a wide range

of benchmarks for natural language understanding.



Chapter 3

Post-OCR Document Correction with Large Ensembles of

Character Sequence-to-Sequence Models

In this chapter, we propose a novel method to extend sequence-to-sequence models to

accurately process sequences much longer than the ones used during training while

being sample-and resource-efficient, supported by thorough experimentation 1. To

investigate the effectiveness of our method, we apply it to the task of correcting

documents already processed with Optical Character Recognition (OCR) systems

using sequence-to-sequence models based on characters. We test our method on

nine languages of the ICDAR 2019 competition on post-OCR text correction and

achieve a new state-of-the-art performance in five of them. The strategy with the

best performance involves splitting the input document in character n-grams and

combining their individual corrections into the final output using a voting scheme

that is equivalent to an ensemble of a large number of sequence models. We further

investigate how to weigh the contributions from each one of the members of this

ensemble. Our code for post-OCR correction is shared at https://github.com/

jarobyte91/post_ocr_correction.

3.1 Introduction

Since its inception in the early sixties, OCR has been a promising and active area

of research. Nowadays, systems like Tesseract [74] obtain accuracies above 90% on

documents from 19th- and early 20th-century newspaper pages [77], but the accurate

recognition of older, historical texts remains an open challenge due to their vocabulary,

page layout, and typography. This is why successful OCR systems are language-specific

and focus only on resource-rich languages, like English.

As a consequence of these difficulties, the task of automatically detecting and

1This chapter is an improved version of the paper [72], which was accepted at the 36th AAAI
Conference on Artificial Intelligence (AAAI 2022).

21
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correcting errors in documents has been studied for several decades [47], ranging from

techniques based on statistical language modelling [89], dictionary-based translation

models [46] or large collections of terms and word sequences [7].

With the advent of methods based on neural networks, and more specifically,

sequence models such as [16, 88, 90], the automatic correction of texts using sequence

models witnessed considerable progress in the form of neural sequence models based

on characters or words [79, 83].

Character-based sequence models offer good generalization due to the flexibility of

their vocabulary, but they are challenging to train and inefficient at inference time,

as generating a document one character at a time requires thousands of steps. On

the other hand, word-based sequence models are efficient at inference time and more

sample-efficient than character-based sequence models, but they lack generalization, a

problem that has been partially solved with systems like WordPiece [97] or Byte-Pair

Encodings [65], that learn useful sub-word units to represent text from the data they

are trained on.

In this work, we propose a novel method to correct documents of arbitrary length

based on character sequence models. The novelty of our method lies in training a

character sequence model on short windows both to detect the mistakes and to generate

the candidate corrections at the same time, instead of first finding the mistakes and

then use a dictionary or language model to correct them, as is usual with post-OCR

text correction systems.

The first main idea behind our method is to use the sequence model to correct

n-grams of the document instead of the whole document as a single sequence. In this

way, the document can be processed efficiently because the n-grams are corrected

in parallel. The other key idea of the method is the combination of all the n-gram

corrections into a single output, a process that adds robustness to the technique and

is equivalent to using an ensemble of a large number of sequence models, where each

one acts on a different segment.

The features that set apart the method proposed in this paper from previous

methods for post-OCR text correction are the following:

• It can handle documents of great length and difficulty while being character-

based, which means that it can deal with out-of-vocabulary sequences gracefully
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and be easily applied to various languages.

• It is sample- and resource-efficient, requiring only a couple of hundred corrected

documents in some cases to produce good improvements in the quality of the

text while needing very modest hardware to train and to perform inference.

• It is robust because it integrates a set of strategies to combine the output of a

large ensemble of character sequence models, each one focusing on a different

context.

• It sets a new state-of-the-art performance on the ICDAR 2019 competition

for post-OCR text correction. The system hereby proposed obtained major

improvements in Spanish, German, Dutch, Bulgarian and Czech, while remaining

competitive in the remaining languages.

3.2 Related Work

The state of the art in OCR post-processing is reflected in the two editions of the

ICDAR competition on Post-OCR text correction [15, 78]. This competition is divided

into two tasks: the detection of OCR errors and their correction.

The best performing error detector method during the first edition of the challenge

was WFST-PostOCR [59], while the best correction method was Char-SMT/NMT [4].

WFST-PostOCR relies on compiling probabilistic character error models into weighted

finite-state edit transducers, while a language model finds the best token sequence. On

the other hand, Char-SMT/NMT is based on ensembles of character-based Machine

Translation models, each one trained on texts from different periods of time to translate

each token within a window of two preceding and one succeeding tokens.

In the second edition of the challenge, the best method for both error detection

and correction was Context-based Character Correction (CCC). This method is a

fine-tuning of multilingual BERT [28] that applies a machine translation technique

based on a character sequence model with an attention mechanism.

The most recent extension to the CCC method also applies BERT and character-

level machine translation [60], but it also includes static word embeddings and character

embeddings used in a Neural Machine Translation system, and a candidate filter. The
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method proposed in [82] argues that applying a two-step approach to automatic OCR

post-correction reduces both the Character Error Rate (CER) and the proportion

of correct characters that were falsely changed. The resulting model consists of a

bidirectional LSTM-based detector and a standard LSTM-based sequence-to-sequence

translation model.

Unlike CCC, our method does not rely on pre-trained language models, which

makes it applicable to low-resource settings without sacrificing performance.

3.3 Methodology

The main idea of our method is to train a sequence model on sequences of characters

and then use it to correct complete documents. However, using this approach directly is

computationally unfeasible because documents are sequences of thousands of characters,

and training a model like this would need an immense amount of both memory and

corrected documents. To overcome these limitations, we propose a method composed

of three steps, as shown in Fig. 3.1.

Raw
document

Split into
windows

Correct each
window separately

Combine the output
of all the windows

Corrected
document

Figure 3.1: Overview of the proposed method. In the first step, the document is
split into either disjoint windows or n-grams. In the second step, the windows are
corrected in parallel using the sequence model. In the third step, the partial corrections
obtained in the previous step are combined to obtain the final output: by a simple
concatenation when using disjoint windows or a voting scheme when using n-grams.
After the merging step, the final output can be compared with the correct transcription
using Character Error Rate.

3.3.1 The Sequence Model

The core of our system is a standard sequence-to-sequence model that can correct

sequences of characters. In our implementation, we used a Transformer [90] as the

sequence model, which takes as input a segment of characters from the document to
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correct, and the output is the corrected segment. To train this sequence model, it is

necessary to align the raw documents with their corresponding correct transcriptions,

which is not always straightforward.

Since the output is not necessarily of the same length as the input (because of

possible insertions or deletions of characters), a decoding method like Greedy Search

or Beam Search is needed to produce the most likely corrected sequence according to

the model.

3.3.2 Processing Full Documents with the Sequence Model at Inference

Time

Assuming that the sequence model is already trained, the next step is to use it to

correct texts of arbitrary length. This can be done by splitting the document into

windows with a length similar to the ones on which the model was trained and

combining them with the strategies we describe next.

Disjoint Windows

Correcting a document by splitting it into disjoint windows is the most basic way to

use the sequence model to process a string that is longer than the maximum sequence

it allows. In the splitting step, the string to correct is split into disjoint windows of a

fixed length n. In the correction step, each window is corrected in parallel using the

sequence model. In the merging step, the final output is produced by concatenating

the corrected output from each window. To evaluate the method, the final output can

be compared with the correct transcription using the CER.

It is important to note that this approach can be effective if the sequence model is

well trained, but if this is not the case, it can be prone to a boundary effect, where

the characters at the ends of the windows do not have the appropriate context. An

example of this approach is shown in Fig. 3.2.

N-Grams

To counter the boundary effect, it is possible to add robustness to the output by using

all the n-grams of the input. In the splitting step, the string to correct is split into

character n-grams. In the correction step, each window is corrected in parallel using
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Figure 3.2: An example of correcting a document using disjoint windows of length 5.

the sequence model. The merging step produces the final output by combining the

output from the windows, taking advantage of the overlapping between them and a

voting scheme influenced by a weighting function described below. To evaluate the

method, the final output is compared with the correct transcription using the CER.

An example of this method is depicted in Fig. 3.3.

Figure 3.3: An example of correcting a document using n-grams of length 5.

An essential part of the n-grams variation is how the partial outputs are combined.

Since the partial corrections have an offset of one, the outputs can be combined by

aligning them and performing a vote to obtain the most likely character for every

position. This vote is equivalent to processing the whole input with an ensemble of

n models, each one operating on segments of offset 1, where n is the order of the

n-grams.

Since a character corrected in the middle of an n-gram has more context than a

character in the edges, it is reasonable to think that they should have different weights

in the vote. To express this difference, we used three different weighting functions,

given by the following formulae:
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bell(p, w) = exp

(

−
(

1 −
p

m

)2
)

,

triangle(p, w) = 1 −
|m− p|

2m
,

uniform(p, w) = 1,

where p is the character position in the window, w is the window length, and m = ⌈w

2
⌉.

The weight of the character vote in position p in an n-gram of length w is given

by f(p, w), where f is one of the weighting functions. An example of this is shown in

Fig. 3.4.

Figure 3.4: An example of correcting a text with 5-grams and the triangle weighting
function. The number under every character in the top part is the weight of that
character in its position for every window. The mid-bottom table shows the sum of
the weights for every candidate character on each position of the output. To generate
the final output (at the bottom), the candidate character with the maximum sum on
every position is selected.

3.4 Experimental Setup

3.4.1 Data

The dataset of the ICDAR2019 Competition on Post-OCR Text Correction is made

of 14,309 documents scanned with OCR along with their corresponding correct

transcription in 10 languages: Bulgarian (bg), Czech (cz), German (de), English (en),
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Spanish (es), Finnish (fi), French (fr), Dutch (nl), Polish (pl) and Slovak (sl). In this

work, we used all of them except for Finnish because the files required are distributed

separately due to copyright. The details of the datasets used are shown in Table 3.1.

Language
Total

documents µ length µ CER σ CER
Train

documents
Best %

improvement

bg 198 2,332 16.65 16.30 149 9.0
cz 195 1,650 5.99 12.98 149 6.0
de 10,080 1,546 24.57 5.86 8,052 24.0
en 196 1,389 22.76 23.81 148 11.0
es 197 2,876 31.52 22.65 147 11.0
fr 2,849 1,521 8.79 12.15 2,257 26.0
nl 198 4,289 28.11 25.00 149 12.0
pl 199 1,688 36.68 20.50 149 17.0
sl 197 1,538 12.50 19.85 149 14.0

Table 3.1: The ICDAR datasets. µ length is the average document length measured in
characters. µ CER and µ CER are the mean and standard deviation of the Character
Error Rate between every document and its correct transcription. Best % improvement
is the percentage of improvement in the CER from the best method reported in [78].

3.4.2 Obtaining Sequence Pairs for the Sequence Model

To obtain the sequences to train the sequence model, the format of the ICDAR datasets

was crucial. The alignment process we followed is described in Fig. 3.5.

To create a development set for each language, we sampled five documents from

each training set and then split the ground truth of every document into n-grams

of length 100 to create the input-correction pairs to train and develop the sequence

models. We chose this number of documents to be able to evaluate the models

frequently and this length because this was the largest one that fitted in our hardware

with the largest architectures we tried. The datasets used to train our models are

described in Table 3.2.



29

Figure 3.5: An example of the process to train the sequence model using the ICDAR
datasets with windows of length 5. In the first step, the correct transcription of the
document (GS aligned) is split into n-grams, and for each one, the corresponding part
of the aligned input (OCR aligned) is retrieved. In the second step, the character @
is deleted only from the aligned input to obtain a set of segments from the document
(OCR toInput) paired with their correction.

Language
Train Development

µ length µ CER Pairs µ length µ CER Pairs

bg 1,872 16.14 278.3 1,708 9.39 8.7
cz 1,638 6.02 238.3 2,017 10.56 10.1
de 1,547 24.52 12,779.5 1,531 22.84 7.7
en 1,419 23.83 217.9 1,295 45.62 7.3
es 2,967 30.84 466.2 2,110 43.40 11.4
fr 1,534 8.63 3,553.8 1,643 5.53 4.9
nl 4,293 28.38 666.6 3,762 32.62 21.5
pl 1,666 40.08 259.6 1,463 29.95 7.8
sl 1,383 11.24 208.2 1,457 1.25 7.3

Table 3.2: The datasets used to train the sequence models. µ length is the average
character length of the documents. µ CER is the average Character Error Rate
between each document and its correct transcription. Pairs is the number in thousands
of segment-correction pairs obtained.

3.4.3 Training the Sequence Models

The process of training the models is the standard sequence-to-sequence pipeline that

uses cross entropy loss to make the model generate the right token at every step, as it

was proposed in [16, 88]. All the models were trained using 4 CPU cores, 4 GB of

RAM, and a single GPU NVIDIA V100 with 16 GB of memory. Overall, training
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the sequence models was difficult because of the differences between the training and

development sets, but the models obtained were good enough to produce improvements

in all the languages, as shown in Table 3.3.

Language Best epoch Total epochs Dev loss Train loss Parameters Train hours

bg 19 42 0.278 0.251 1.94 2.19
cz 2 50 0.255 0.095 15.05 3.65
de 7 7 0.330 0.406 2.00 1.93
en 25 50 1.010 0.455 3.84 1.52
es 19 24 1.077 0.688 3.86 1.61
fr 10 12 0.318 0.288 1.48 1.88
nl 8 16 0.583 0.468 7.54 2.97
pl 10 47 0.594 0.578 7.56 3.41
sl 15 57 0.035 0.157 3.82 1.78

Table 3.3: Training of the models. Best epoch is the epoch with the lowest dev loss.
Dev loss is the lowest loss on the dev set. Train loss is the loss on the train set in the
best epoch. Parameters is the model parameters in millions.

To tune the hyper-parameters of the sequence models, we performed a Random

Search [39]. We set the embedding dimension to be 128, 256, or 512, with the number

of hidden units in the feed-forward layers always four times the embedding dimension.

We tried from two to four layers, with the same number of layers for both the encoder

and the decoder. We varied the dropout rate from 0.1 to 0.5 in steps of 0.1 and the λ

of the weight decay L2 penalization to be 10−1, 10−2, 10−3 or 10−4. All the models

were trained with Adam and a learning rate of 10−4. The best hyper-parameters found

are shown in Table 3.4.

Language Embedding Dimension Feed-Forward Dimension Layers Dropout

bg 128 512 4 0.2
cz 512 2,048 2 0.1
de 128 512 4 0.3
en 256 1,024 2 0.5
es 256 1,024 2 0.4
fr 128 512 3 0.5
nl 256 1,024 4 0.2
pl 256 1,024 4 0.3
sl 256 1,024 2 0.2

Table 3.4: Hyper-parameters of the sequence models. All the models were trained
with Adam[44], a learning rate of 10−4 and a weight decay L2 penalization of 10−4.
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3.4.4 Experimental Results

To investigate the effect of the different hyper-parameters in our method, we performed

a Grid Search varying the window size from 10 to 100 in steps of 10, processing the

documents with disjoint windows or n-grams with all the weighting functions using

both Greedy Search and Beam Search.

The best model for each language is shown in Table 3.5. The effect of each one

of the hyper-parameters (window type, decoding method, weighting function and

window size) in the average improvement in CER is shown in Tables 3.6, 3.7, 3.8 and

3.9. The best model in CER obtained for every combination of language and window

size is shown in Table 3.10. The average percentage of improvement in CER for every

combination of language, window type, decoding method, and weighting function is

shown in Table 3.11. The average inference time for every combination of language,

window type, decoding method, and weighting function is shown in Table 3.12.

Language
Window

type
Window

size
Decoding
method

Weighting
function

Inference
time

µ CER
before

µ CER
after % Improvement % Baseline

bg N-grams 80 Beam Uniform 198.08 18.23 15.27 16.27 9.0
cz N-grams 40 Beam Uniform 37.90 5.90 4.52 23.36 6.0
de N-grams 100 Beam Triangle 4,340.23 24.77 15.62 36.94 24.0
en N-grams 20 Beam Uniform 10.37 19.47 18.00 7.52 11.0
es N-grams 60 Beam Triangle 70.58 33.54 29.41 12.30 11.0
fr N-grams 90 Beam Triangle 889.27 9.40 7.88 16.18 26.0
nl N-grams 80 Greedy Uniform 47.35 27.30 22.41 17.94 12.0
pl N-grams 10 Greedy Uniform 1.68 26.56 23.19 12.69 17.0
sl N-grams 90 Beam Uniform 85.73 16.42 14.64 10.83 14.0

Average 20.17 16.77 17.11 14.4

Table 3.5: Best approach found for every language on the ICDAR test sets. µ CER
before and µ CER after is the average Character Error Rate between every document
and its correct transcription, before and after using our method. % Improvement is
the average percentage of improvement in CER. % Baseline is the average percentage
of improvement in CER from the best method in [78].

Window Type Mean Std Min 25% 50% 75% Max

Disjoint -6.83 65.48 -422.21 -2.21 4.12 11.63 36.12
N-grams 0.11 67.31 -423.77 6.10 10.82 16.67 36.94

Table 3.6: Descriptive statistics of the average percentage of improvement in CER on
the ICDAR test sets grouped by window type.
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Decoding Method Mean Std Min 25% 50% 75% Max

Beam Search -6.33 79.12 -423.77 3.69 9.74 16.07 36.94
Greedy Search 3.09 51.51 -403.78 5.48 9.03 16.06 35.20

Table 3.7: Descriptive statistics of the average percentage of improvement in CER on
the ICDAR test sets grouped by decoding method.

Weighting Function Mean Std Min 25% 50% 75% Max

Bell -0.10 67.47 -423.76 5.94 10.43 16.36 36.89
Triangle 0.03 67.50 -423.77 6.06 10.56 16.58 36.94
Uniform 0.41 67.32 -423.76 6.38 10.92 16.77 36.83

Table 3.8: Descriptive statistics of the average percentage of improvement in CER on
the ICDAR test sets grouped by weighting function.

Window Size Mean Std Min 25% 50% 75% Max

10 -36.93 132.72 -423.73 2.27 5.39 12.48 31.70
20 -25.77 112.54 -423.77 4.74 8.00 14.58 33.22
30 -16.15 96.76 -408.21 4.64 8.64 15.48 33.79
40 3.47 34.78 -156.62 5.36 8.45 16.55 34.59
50 11.37 11.59 -21.38 6.10 10.00 17.08 36.12
60 11.72 11.33 -25.74 6.53 11.96 17.15 36.16
70 12.43 10.97 -21.27 6.68 12.46 16.30 36.19
80 11.89 12.34 -29.57 6.61 11.78 16.82 36.56
90 8.06 15.71 -47.30 -1.39 10.41 15.75 36.63

100 3.70 26.46 -93.51 -7.47 9.01 16.74 36.94

Table 3.9: Descriptive statistics of the average percentage of improvement in CER on
the ICDAR test sets grouped by window size.

Language
Window Size

10 20 30 40 50 60 70 80 90 100

bg -366.79 -229.28 -63.67 4.40 13.01 14.60 16.02 16.27 15.77 15.42
cz 16.66 20.80 21.81 23.36 22.33 18.49 19.76 21.61 15.84 22.02
de 31.70 33.22 33.79 34.59 36.12 36.16 36.19 36.56 36.63 36.94
en 5.45 7.52 6.88 7.10 6.26 6.13 4.75 2.31 -1.06 -7.03
es 4.82 8.00 9.35 11.00 12.03 12.30 11.91 11.79 10.92 9.14
fr 8.47 10.93 11.50 11.80 13.44 14.68 15.34 15.81 16.18 16.07
nl 14.35 15.94 16.50 17.10 17.45 17.49 17.82 17.94 17.73 17.14
pl 12.69 12.47 10.48 9.45 7.21 7.27 7.39 8.55 8.31 8.62
sl 5.46 6.20 6.44 6.97 7.95 9.84 10.08 10.23 10.83 9.24

Table 3.10: Best improvement in CER obtained for every language and for every
window size on the ICDAR test sets. The best model for every language is bolded.
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Language
Disjoint N-Grams

Beam Greedy
Beam Greedy

Bell Triangle Uniform Bell Triangle Uniform

bg -134.21 -71.40 -129.94 -129.87 -129.26 -61.10 -60.93 -59.86
cz 14.73 13.61 19.50 19.67 19.91 19.17 19.32 19.43
de 33.13 31.21 35.11 35.13 34.97 33.33 33.36 33.20
en -3.06 -3.16 1.81 1.90 2.14 2.96 3.05 3.22
es 3.37 4.58 6.75 6.79 6.90 7.71 7.73 7.75
fr 9.61 2.03 12.68 12.84 13.39 11.14 11.32 11.93
nl 4.54 7.10 13.89 14.02 14.52 15.99 16.10 16.41
pl -26.01 -1.39 -12.21 -11.92 -10.66 8.24 8.51 9.24
sl -2.12 -5.50 7.74 7.92 8.30 5.41 5.53 5.94

Table 3.11: Average percentage of improvement of CER by language for each variation
of our method on the ICDAR test sets.

Language
Disjoint N-Grams

Beam Greedy
Beam Greedy

Bell Triangle Uniform Bell Triangle Uniform

bg 3.42 0.84 269.11 270.16 275.63 38.73 38.55 38.11
cz 1.88 0.49 160.87 161.15 160.77 30.49 30.54 30.54
de 61.77 22.78 4,489.84 4,340.23 4,372.81 606.48 602.05 612.37
en 0.93 0.39 66.70 66.29 64.41 10.51 10.53 10.55
es 1.79 0.46 149.66 149.99 148.28 23.23 23.31 23.31
fr 13.38 6.14 1,617.90 934.24 932.64 127.17 127.33 127.40
nl 4.53 1.03 443.59 422.70 424.34 70.29 70.38 69.87
pl 2.03 0.72 175.27 172.24 166.71 28.53 28.50 28.48
sl 1.30 0.42 101.95 102.48 100.76 16.27 16.35 16.30

Table 3.12: Average inference time in minutes for every language and every variation
of our method on the ICDAR test sets.

3.5 Discussion

Our method outperformed the state of the art in Bulgarian (bg), Czech (cz), German

(de), Spanish (es), and Dutch (nl), while exhibiting comparable performance in the

remaining languages, as shown in Table 3.5. The results obtained are interesting for

several reasons:

• The method was not as effective in French as it was in German, the other

language with abundant training data.
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• The choice of weighting function did not have much impact on the performance,

although broadly speaking, the best weighting function was uniform. Although

counter-intuitive, this results means that what matters the most for the method

is the number of windows that agree for a given correction, as opposed to their

position inside the window.

• Although the method is stable with respect to changes in the window size, a larger

window size does not always lead to improved performance. It can sometimes

hurt the model’s performance, a behavior that appears to be language-dependent,

as in the case of English and Polish, according to Table 3.11.

• Although the best results were consistently obtained with Beam Search, Greedy

Search seems to be a safer choice than Beam Search. Using Beam Search

is between three and ten times slower than using Greedy Search, but these

extra computations are usually not justified given that there is no guarantee

of increased performance, and even when the performance does increase, the

difference is small, as shown in Tables 3.11 and 3.12.

It is important to note that the datasets come from several heterogeneous sources

with varying levels of quality and content. In the French dataset, we noticed two

important properties: a large portion of the documents are receipts, with little to

no narrative text, while the longest documents have very few errors, therefore not

allowing much room for improvement, as shown in Fig. 3.6.

After informal manual inspection of the testing sets, we observed that the French

model mostly learned to discard parts of the document and to correct numbers and

dates. On the other hand, the German model learned to correct the narrative parts. It

is important to also note that most models in the original competition also performed

poorly in French, while those with the best performance in French used external

resources such as Google Book N-grams [78].

3.6 Conclusions and Future Work

The method proposed in this paper allows processing very long texts using character

sequence-to-sequence models, which makes it applicable to any language. The method
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Figure 3.6: Distribution of the length in characters against the Character Error Rate
for each document in the German and French datasets.

is simple, resource-efficient and easily parallelizable, obtaining from modest to very

good improvements in documents of varying length and difficulty.

Although this paper is focused on text and post-OCR correction, the methods

presented here can be transferred to many other sequence problems that require only

local dependencies to be solved successfully, requiring very modest hardware and just

a couple hundred examples in some cases.

For future work, it would be interesting to apply this method to text from Auto-

mated Speech Recognition or Handwritten Text Recognition systems, but the problem

of aligning the system’s output with the correct transcription remains.



Chapter 4

QuOTeS: Query-Oriented Technical Summarization

When writing an academic paper, researchers often spend considerable time reviewing

and summarizing papers to extract relevant citations and data to compose the Intro-

duction and Related Work sections 1. To address this problem, we propose QuOTeS,

an interactive system designed to retrieve sentences related to a summary of the

research from a collection of potential references and hence assist in the composi-

tion of new papers. QuOTeS integrates techniques from Query-Focused Extractive

Summarization and High-Recall Information Retrieval to provide Interactive Query-

Focused Summarization of scientific documents. To measure the performance of

our system, we carried out a comprehensive user study where participants uploaded

papers related to their research and evaluated the system in terms of its usability

and the quality of the summaries it produces. The results show that QuOTeS pro-

vides a positive user experience and consistently provides query-focused summaries

that are relevant, concise, and complete. We share the code of our system and the

novel Query-Focused Summarization dataset collected during our experiments at

https://github.com/jarobyte91/quotes.

4.1 Introduction

When writing an academic paper, researchers often spend substantial time reviewing

and summarizing papers to shape the Introduction and Related Work sections of

their upcoming research. Given the ever-increasing number of academic publications

available every year, this task has become very difficult and time-consuming, even for

experienced researchers. A solution to this problem is to use Automatic Summarization

systems, which take a long document or a collection of documents as input and produce

a shorter text that conveys the same information.

1This chapter is an improved version of the paper [73], accepted at the 17th International
Conference on Document Analysis and Recognition (ICDAR 2023)

36
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The summaries produced by such systems are evaluated by measuring their fluency,

coherence, conciseness, and completeness. To this end, Automatic Summarization

systems can be divided into two categories, depending on their output. In Extractive

Summarization, the purpose of the system is to highlight or extract passages present

in the original text, so the summaries are usually more coherent and complete. On

the other hand, in Abstractive Summarization, the system generates the summary by

introducing words that are not necessarily in the original text. Hence, the summaries

are usually more fluent and concise. Although there have been significant advances

recently [42], these complementary approaches share the same weakness: it is very

hard for users to evaluate the quality of an automatic summary because it means that

they have to go back to the original documents and verify that the system extracted

the correct information.

Since evaluating summarization systems by hand is very difficult, several automatic

metrics have been created with this purpose: BLEU [63], ROUGE [54], and METEOR

[6] all aim to measure the quality of the summary produced by the system by comparing

it with a reference summary via the distribution of its word n-grams. Despite being

very convenient and popular, all these automatic metrics have a significant drawback:

since they only look at the differences in the distribution of words between the system’s

summary and the reference summary, they are not useful when the two summaries

are worded differently, which is not necessarily a sign that the system is performing

poorly.

Therefore, although Automatic Summarization systems display high performance

when evaluated on benchmark datasets [81], they often cannot satisfy their users’ needs,

given the inherent difficulty and ambiguity of the task [25]. An alternative approach

to make systems more user-centric is Query-Focused Summarization [25], in which the

users submit a query into the system to guide the summarization process and tailor it

to their needs. Another alternative approach to this end is Interactive Summarization

[50], in which the system produces an iteratively improved summary. Both of these

approaches, and several others, take into account that the correct summary given a

document collection depends on both the users and what they are looking for.

In this paper, we introduce QuOTeS, an interactive system designed to retrieve

sentences relevant to a paragraph from a collection of academic articles to assist in
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the composition of new papers. QuOTeS integrates techniques from Query-Focused

Extractive Summarization [25] and High-Recall Information Retrieval [22] to provide

Interactive Query-Focused Summarization of scientific documents. An overview of

how QuOTeS works and its components is shown in Fig. 4.1.

Sentences

Embeddings

Information
Retrieval
Engine

Machine
Learning
Classifier

Query

Documents

Recommendations

Labels

Query-Focused Summary

QuOTeS

Figure 4.1: Overview of how QuOTeS works. First, the user inputs their documents
into the system, which then extracts the text present in them. Next, the system
splits the text into sentences and computes an embedding for each one of them. After
that, the user inputs their query, which is a short paragraph describing their research,
and the system retrieves the most relevant sentences using the traditional Vector
Space Model. The user then labels the recommendations and trains the system using
techniques from High-Recall Information Retrieval to retrieve more relevant sentences
until he or she is satisfied. Finally, the sentences labeled as relevant are returned to
the user as the Query-Focused Summary of the collection.

The main difficulty when creating a system like QuOTeS in a supervised manner

is the lack of training data: gathering enough training examples would require having

expert scientists carefully read several academic papers and manually label each one of

their sentences concerning their relevance to the query, which would take substantial

human effort. Therefore, we propose QuOTeS as a self-service tool: the users supply

their academic papers (usually as PDFs), and QuOTeS provides an end-to-end service

to aid them in the retrieval process. This paper includes the following contributions:
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• A novel Interactive Query-Focused Summarization system that receives a short

paragraph (called query) and a collection of academic documents as input and

returns the sentences related to the query from the documents in the collection.

The system extracts the text directly from the academic documents provided by

the user at run-time, minimizing the effort needed to perform complex queries

on the text present in the documents. Finally, the system features techniques

from High-Recall Information Retrieval to maximize the number of relevant

sentences retrieved.

• A novel dataset composed of (Query, Document Collection) pairs for the task

of Query-Focused Summarization of Scientific Documents, each one with five

documents and hundreds of sentences, along with the relevance labels produced

by real users.

• A comprehensive analysis of the data collected during a user study of the system,

where the system was evaluated using the System Usability Scale [12] and

custom questionnaires to measure its usability and the quality of the summaries

it produces.

4.2 Related Work

4.2.1 Query-Focused Summarization

The task of Query-Focused Summarization (QFS) was introduced in the 2005 Document

Understanding Conference (DUC 2005) [25]. The focus of the conference was to

develop new evaluation methods that take into account the variation of summaries

produced by humans. Therefore, DUC 2005 had a single, user-oriented, question-

focused summarization task that allowed the community to put some time and effort

into helping with the new evaluation framework. The summarization task was to

synthesize a well-organized and fluent answer to a complex question from a set of 25 to

50 documents. The relatively generous allowance of 250 words for each answer revealed

how difficult it was for the systems to produce good multi-document summaries. The

two subsequent editions of the conference (DUC 2006 [26] and DUC 2007 [27]) further
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enhanced the dataset produced in the first conference and have become the reference

benchmark in the field.

Surprisingly, state-of-the-art algorithms designed for QFS do not significantly

improve upon generic summarization methods when evaluated on traditional QFS

datasets, as was shown in [8]. The authors hypothesized that this lack of success stems

from the nature of the datasets, so they defined a novel method to quantify their Topic

Concentration. Using their method, which is based on the ratio of sentences within

the dataset that are already related to the query, they observed that the DUC datasets

suffer from very high Topic Concentration. Therefore, they introduced TD-QFS, a new

QFS dataset with controlled levels of Topic Concentration, and compared competitive

baseline algorithms on it, reporting a solid improvement in performance for algorithms

that model query relevance instead of generic summarization systems. Finally, they

presented three novel QFS algorithms (RelSum, ThresholdSum, and TFIDF-KLSum)

that outperform, by a large margin, state-of-the-art QFS algorithms on the TD-QFS

dataset.

A novel, unsupervised query-focused summarization method based on random

walks over the graph of sentences in a document was introduced in [85]. First,

word importance scores for each target document are computed using a word-level

random walk. Next, they use a siamese neural network to optimize localized sentence

representations obtained as the weighted average of word embeddings, where the

word importance scores determine the weights. Finally, they conducted a sentence-

level query-biased random walk to select a sentence to be used as a summary. In

their experiments, they constructed a small evaluation dataset for QFS of scientific

documents and showed that their method achieves competitive performance compared

to other embeddings.

4.2.2 High-Recall Information Retrieval

A novel evaluation toolkit that simulates a human reviewer in the loop was introduced

in [22]. The work compared the effectiveness of three Machine Learning protocols for

Technology-Assisted Review (TAR) used in document review for legal proceedings.

It also addressed a central question in the deployment of TAR: should the initial

training documents be selected randomly, or should they be selected using one or
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more deterministic methods, such as Keyword Search? To answer this question, they

measured Recall as a function of human review effort on eight tasks. Their results

showed that the best strategy to minimize the human effort is to use keywords to

select the initial documents in conjunction with deterministic methods to train the

classifier.

Continuous Active Learning achieves high Recall for TAR, not only for an overall

information need but also for various facets of that information, whether explicit

or implicit, as shown in [23]. Through simulations using Cormack and Grossman’s

Technology-Assisted Review Evaluation Toolkit [22], the authors showed that Contin-

uous Active Learning, applied to a multi-faceted topic, efficiently achieves high Recall

for each facet of the topic. Their results also showed that Continuous Active Learning

may achieve high overall Recall without sacrificing identifiable categories of relevant

information.

A scalable version of the Continuous Active Learning protocol (S-CAL) was intro-

duced in [24]. This novel variation requires O(log(N)) labeling effort and O(Nlog(N))

computational effort — where N is the number of unlabeled training examples — to

construct a classifier whose effectiveness for a given labeling cost compares favorably

with previously reported methods. At the same time, S-CAL offers calibrated estimates

of Class Prevalence, Recall, and Precision, facilitating both threshold setting and

determination of the adequacy of the classifier.

4.2.3 Interactive Query-Focused Summarization

A novel system that provides summaries for Computer Science publications was

introduced in [29]. Through a qualitative user study, the authors identified the most

valuable scenarios for discovering, exploring, and understanding scientific documents.

Based on these findings, they built a system that retrieves and summarizes scientific

documents for a given information need, either in the form of a free-text query or by

choosing categorized values such as scientific tasks, datasets, and more. The system

processed 270,000 papers to train its summarization module, which aims to generate

concise yet detailed summaries. Finally, they validated their approach with human

experts.

A novel framework to incorporate users’ feedback using a social robotics platform
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was introduced in [99]. Using the Nao robot (a programmable humanoid robot) as

the interacting agent, they captured the user’s expressions and eye movements and

used it to train their system via Reinforcement Learning. The whole approach was

then evaluated in terms of its adaptability and interactivity.

A novel approach that exploits the user’s opinion in two stages was introduced in

[9]. First, the query is refined by user-selected keywords, key phrases, and sentences

extracted from the document collection. Then, it expands the query using a Genetic

Algorithm, which ranks the final set of sentences using Maximal Marginal Relevance.

To assess the performance of the proposed system, 45 graduate students in the field

of Artificial Intelligence filled out a questionnaire after using the system on papers

retrieved from the Artificial Intelligence category of The Web of Science. Finally, the

quality of the final summaries was measured in terms of the user’s perspective and

redundancy, obtaining favorable results.

4.3 Design Goals

As shown in the previous section, there is a clear research gap in the literature: on

the one hand, there exist effective systems for QFS, but on the other hand, none of

them includes the user’s feedback about the relevance of each sentence present in the

summary. On top of that, the task of QFS of scientific documents remains a fairly

unexplored discipline, given the difficulty of extracting the text present in academic

documents and the human effort required to evaluate such systems, as shown by [85].

Considering these limitations and the guidelines obtained from an expert consultant

in scientific writing from our team, we state the following design goals behind the

development of QuOTeS :

1. Receive a paragraph query and a collection of academic documents

as input and return the sentences relevant to the query from the

documents in the collection. Unlike previous works, QuOTeS is designed as

an assistant in the task of writing Introduction and Related Work sections of

papers in the making. To this end, the query inputted into the system is a short

paragraph describing the upcoming work, which is a much more complex query

than the one used in previous systems.
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2. Include the user in the retrieval loop. As shown by previous works,

summarization systems benefit from being interactive. Since it is difficult to

express all the information need in a single query, the system needs to have some

form of adaptation to the user, either by requiring more information about the

user’s need (by some form of query expansion) or by incorporating the relevance

labeling in the retrieval process.

3. Provide a full end-to-end user experience in the sentence extraction

process. So far, query-focused summarization systems have been mainly eval-

uated on data from the DUC conferences. A usable system should be able to

extract the text from various documents provided by the user, which can only be

determined at run-time. Since the main form to distribute academic documents

is PDF files, the system needs to be well adapted to extract the text in the

different layouts in academic publications.

4. Maximize Recall in the retrieval process. Since the purpose of the system

is to help the user retrieve the (possibly very) few relevant sentences from the

hundreds of sentences in the collection, Recall is the most critical metric when

using a system like QuOTeS, as users can always refine the output summary to

adapt it to their needs. Therefore, we use Continuous Active Learning [22] as

the training procedure for the classifier inside QuOTeS.

4.4 System Design

QuOTeS is a browser-based interactive system built with Python, mainly using the

Dash package [66]. The methodology of the system is organized into seven steps that

allow the users to upload, search and explore their documents. An overview of how

the steps relate to each other is shown in Fig. 4.2.

Tutorial

Upload Documents Search Explore History Results

Figure 4.2: Methodology of the system and its workflow.
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4.4.1 Tutorial

In this step, the user can watch a 5-minute video1 explaining the task that QuOTeS

was made for and an overview of how to use the system. The main part of the video

explains the different parts of the system and how they are linked together. It also

explains the effect of the different retrieval options and how to download the results

from the system to keep analyzing them. Since users will not necessarily need to

watch the video every time they use the system, the first step they see when they

access the website is the Upload, described below.

4.4.2 Upload

In this step, the users can upload their documents and get the system ready to start

interacting with them via a file upload form. Once the text from all the documents

has been extracted, they can click on Process Documents to prepare the system for

the retrieval process. After that, they can select the options for the system in the

Settings screen, which contains two drop-down menus. In the Embeddings menu, the

user can choose how the system represents the query and the documents from three

options: TFIDF embeddings based on word unigrams, TFIDF embeddings based on

character tri-grams and Sentence-BERT embeddings [75]. In the Classifier menu, the

user can choose which Supervised Machine Learning algorithm to use as the backbone

for the system from three options: Logistic Regression, Random Forest, and Support

Vector Machine.

4.4.3 Documents

In this step, the user can browse the text extracted from the documents. The sentences

from the papers are shown in the order they were found so that the user can verify

that the text was extracted correctly. The user can select which documents to browse

from the drop-down menu at the top, which displays all the documents that have been

uploaded to the system. Later on, when the user starts labeling the sentences with

respect to the query, they are colored accordingly: green (for relevant) or pink (for

irrelevant).

1The video can be watched here: https://www.youtube.com/watch?v=zR9XisDFQ7w
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4.4.4 Search

This is the first main step of the system. In the text box, users can write their query.

After clicking on Search, the system retrieves the most relevant sentences using the

classical Vector Space Model from Information Retrieval.

The sentences below are the best matches according to the query and the repre-

sentation the user picked in the Upload step. The user can label them by clicking

on them, which are colored accordingly: green (for relevant) or pink (for irrelevant).

Once the users label the sentences, they can click on Submit Labels, after which the

system records them and shows a new batch of five recommendations.

4.4.5 Explore

This is the second main step of the system. Here, the system trains its classifier using

the labels the user submits to improve its understanding of the query. Two plots at

the top show the distribution of the recommendation score and how it breaks down by

document to help the user better understand the collection. The sentences below work

exactly like in Search, allowing the user to label the batch of five recommendations by

clicking on them and submitting them into the system by clicking on Submit Labels.

Users can label the collection as much as they want, but the recommended criterion is

to stop when the system has not recommended anything relevant in three consecutive

turns, shown in the colored box at the top right.

4.4.6 History

In this step, users can review what they have labeled and where to find it in the

papers. The sentences are shown in the order they were presented to the user, along

with the document they came from and their sentence number to make it easier to

find them. Like before, the user can click on a sentence to relabel it if necessary, which

makes it change color accordingly. There are two buttons at the top: Clear allows the

user to restart the labeling process, and Download .csv downloads the labeling history

as a CSV file for further analysis.
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4.4.7 Results

In the last step of QuOTeS, the user can assess the results. There are two plots at

the top that show the label counts and how they break down by document, while the

bottom part displays the query and the sentences labeled as relevant. The query along

these sentences make up the final output of the system, which is the Query-Focused

Summary of the collection. The user can download this summary as a .txt file or the

whole state of the system as a JSON file for further analysis.

4.5 Evaluation

To evaluate the effectiveness of QuOTeS, we performed a user study where each

participant uploaded up to five documents into the system and labeled the sentences

in them for a maximum of one hour. The user study was implemented as a website

written using the Flask package [62], where the participants went through eight screens

to obtain their consent, explain the task to them and fill out a questionnaire about

their perception of the difficulty of the task and the performance of QuOTeS. An

overview of the user study is shown in Figure 4.3.

Welcome
Screen

Screening
Questionnaire

Consent
Form

Video
Tutorial

Results
Upload

Questionnaire
Compensation

Form

End
Screen

Figure 4.3: Overview of the user study.

4.5.1 Methodology

In the Welcome Screen, the participants were shown a quick overview of the whole

user study and its duration. In the Screening Questionnaire, they filled out a short

questionnaire indicating their education level and the frequency they read academic

papers. In the Consent Form screen, they read a copy of the consent form and agreed

to participate by clicking on a checkbox at the end. In the Video Tutorial screen, they

watched a five-minute video about the task and how to use QuOTeS. In the Results
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Upload screen, they were redirected to the website of QuOTeS and after using the

system for a maximum of one hour, they uploaded the JSON file containing the state

of the system at the end of their interaction. In the Questionnaire screen, they filled

in a three-part questionnaire to evaluate the usability of QuOTeS, its features and the

quality of the summaries. In the Compensation Form, they provided their name and

email to be able to receive the compensation for their participation. Finally, the End

Screen indicated that the study was over and they could close their browser.

4.5.2 Participants

To recruit participants, we sent a general email call to our faculty, explaining the

recruiting process and the compensation. To verify that participants were fit for

our study, they filled out a screening questionnaire with only two questions, with

the purpose of knowing their research experience and the frequency they normally

read academic papers. The requirements to participate were to have completed at

least an undergraduate degree in a university and to read academic papers at least

once a month. The results of the screening questionnaire for the participants who

completed the full study are shown in Table 4.1, while the full results of the screening

questionnaire can be found in the code repository.

Paper Reading Frequency
Education

Undergraduate Graduate

Every day 1 4
At least once a week 2 3
At least once every two weeks 0 1
At least once a month 3 1

Table 4.1: Responses of the Screening Questionnaire from the participants that
completed the study.

4.5.3 Research Instrument

During the user study, the participants filled out a questionnaire composed of thirty

questions divided into three parts: Usability, Features, and Summary Quality. In the

Usability part, they filled out the questionnaire from the standard System Usability

Scale [12], which is a quick and simple way to obtain a rough measure of the perceived
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usability of the system in the context of the task it is being used for. In the Features

part, they answered sixteen questions about how difficult the task was and the

usefulness of the different components of the system. In the Summary Quality part,

they answered four questions about the relevance of the sentences in the system and

the conciseness, redundancy, and completeness of the summaries produced. Finally,

the participants submitted their opinions about the system and the user study in a

free-text field. The full questionnaire presented to the participants can be found in

Section 4.8.

4.5.4 Experimental Results

The frequency tables of the responses for the System Usability Scale questionnaire, the

Features questionnaire, and the Summary Quality questionnaire can be found in the

code repository. To make it easier to understand the responses from the questionnaires,

we computed a score for the Features and Summary Quality parts in the same fashion

as for the System Usability Scale: the questions with positive wording have a value

from 0 to 4, depending on their position on the scale. In contrast, the questions

with negative wording have a value from 4 to 0, again depending on their position on

the scale. The distribution of the scores obtained during the user study is shown in

Fig. 4.4.

Figure 4.4: Distribution of the questionnaire scores obtained during the user study.
The possible range for each one of the scores is the following: System Usability Scale
ranges from 0 to 100, with a mean of 69.67 and a median of 75; the Features score
ranges from 0 to 64 with a mean of 45.87 and a median of 45; and the Summary
Quality ranges from 0 to 16 with a mean of 10.67 and a median of 11. These results
show that the users perceived the system as useful and well-designed and that the
summaries it produces are adequate for the task.
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4.6 Discussion

4.6.1 Questionnaire Responses

Overall, QuOTeS received a positive response across users, as the questionnaires

show that the system seems to fulfill its purpose. Most of the time, the participants

reported that the sentences recommended by the system seemed relevant and that the

summaries appeared succinct, concise, and complete. Participants felt they understood

the system’s task and how it works. Furthermore, they felt that the components of

the system were useful. Nonetheless, the system can be improved in the following

ways:

• As shown by the last question of the System Usability Scale questionnaire,

participants felt that they needed to learn many things before using the system.

This is understandable, as QuOTeS is based on several concepts which are very

specific to Natural Language Processing and Information Retrieval: the task of

Query-Focused Summarization itself, the concept of embedding documents as

points in space, and the concept of training a Machine Learning classifier on

the fly to adapt it to the needs of the user. Nonetheless, knowledge of these

concepts is not strictly required to obtain useful insights from the system.

• As shown by the Features questionnaire, the system can still be improved in

terms of speed. Also, the users felt it was unclear what the different settings do

and how to interpret the information in the plots. This may be improved with a

better deployment and a better introductory tutorial that provides use cases

for each one of the options in the settings: giving the user some guidance about

when it is best to use word uni-grams, character tri-grams, and Sentence-BERT

embeddings would facilitate picking the correct options.

The relationship between the different scores computed from the responses of the

user study is shown in Fig. 4.5. All the scores show a clear, positive relationship with

each other, with some outliers. The relationships found here are expected because all

these scores are subjective and measure similar aspects of the system. Of all of them,

the relationship between the System Usability Scale and the Summary Quality is the

most interesting: it shows two subgroups, one in which the usability remains constant
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and the summary quality varies wildly, and another in which they both grow together.

This may suggest that for some users, the query is so different from the collection

that, although the system feels useful, they are dissatisfied with the results.

Figure 4.5: Relationship between the scores computed from the questionnaires.

4.6.2 Analysis of the Labels Collected During the User Study

To further evaluate the performance of QuOTeS, we estimated the Precision and Topic

Concentration using the data labeled by the users. To compute the Precision, we

divided the number of sentences labeled as relevant over the total number of sentences

shown to the user. To compute the Topic Concentration, we followed the approach

from [8], using the Kullback-Leibler Divergence [48] between the uni-gram vocabulary

of the document collection and the uni-gram vocabulary of the query-focused summary

produced.

The distributions of the Precision and KL-Divergence, along with their relationship,

are shown in Fig. 4.6. The relationship between the two metrics is noisy, but it is

somewhat negative, suggesting that as the KL-Divergence decreases, the Precision

increases. This result makes sense because the KL-Divergence measures how much

the query deviates from the contents of the document collection.

On the other hand, Precision is displayed as a function of the Labeling Effort

for each one of the participants in the user study in Fig. 4.7. We computed the

Labeling Effort as the fraction of sentences reviewed by the user. The system displays

a stable average Precision of 0.39, which means that, on average, two out of five

recommendations from the system are relevant. There appear to be two classes of

users: in the first class, the system starts displaying a lot of relevant sentences, and
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Figure 4.6: Distributions of the Precision of the system (left) and the Kullback-Leibler
Divergence between the word uni-gram distribution of the document collections and
the summaries produced (center), along with their relationship (right).

the Precision drops as the system retrieves them; in the second class, the story is

entirely the opposite: the system starts with very few correct recommendations, but

it improves quickly as the user explores the collection.

Figure 4.7: Precision of the system. Precision as a function of the Labeling Effort for
each one of the participants in the user study (left). Average Precision-Recall Curve
of the different embeddings after removing the interactive component of QuOTeS
(right).

The relationships between the Precision and the scores obtained from the question-

naires in the user study are shown in Fig. 4.8. Precision is well correlated with all the

other scores, which is expected since it is the first metric perceived by the user, even

before answering the questionnaires. An outlier is very interesting: one of the users

gave the system low scores in terms of the questionnaires, despite having the highest
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Precision of the dataset. The labels produced by this user display a lower Divergence

than usual, which means that his query was much closer to the collection than most

users, as shown in Fig. 4.6. This could mean that he/she could already have excellent

previous knowledge about the document collection. Therefore, although the system

was retrieving relevant sentences, it was not giving the user any new knowledge.

Figure 4.8: Relation between the Precision of the system and the questionnaire scores.

The relationship between the Divergence and the scores is shown in Fig. 4.9. The

relationship shown is noisier than the ones involving Precision. Although the System

Usability Scale and Features scores show a positive relationship with the Divergence,

this is not the case with the Summary Quality. This suggests that to have a high-

quality summary, it is necessary to start with a collection close to the query. Another

interesting point is that these relationships suggest that the system is perceived as

more useful and better designed as the query deviates from the document collection.

Figure 4.9: Relationship between the Kullback-Leibler Divergence between the word
uni-gram distribution of the document collection and produced summaries versus the
questionnaire scores obtained in the user study.

To finalize our evaluation of QuOTeS, we measured its performance using the
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(Query, Document Collection) pairs collected during the user study. As a baseline, we

used the traditional Vector Space Model, which is equivalent to disabling the Machine

Learning Classifier component of QuOTeS (as shown in Fig. 4.1). We evaluated the

three variations of the baseline system as they appear inside QuOTeS. The performance

obtained by this baseline is shown in Fig. 4.7.

Even when using Sentence-BERT embeddings, the performance of the baseline

system is markedly inferior compared to that of QuOTeS, as shown in Fig. 4.7.

Although the Sentence-BERT embeddings start with a much higher Precision than

the traditional embeddings, they quickly deteriorate as the score threshold increases,

while the traditional embeddings catch up in terms of Precision with the same level of

Recall. However, since none of these models obtained a satisfactory performance, it is

clear that using QuOTeS enabled the users to find much more relevant sentences than

they could have found otherwise. This highlights the importance of the Continuous

Active Learning protocol in QuOTeS, as it enables the system to leverage the feedback

from the user, so the results do not depend entirely on the embeddings produced by

the language model.

4.6.3 Limitations

Although our experimental results are promising, the system we propose has two main

limitations, given the complexity of the task and the amount of resources needed to

produce benchmarks for this topic:

• First, the purpose of QuOTeS is not to provide fully automatic summaries since

it is hard to guarantee that all the relevant sentences were retrieved in the

process. Instead, its purpose is to point users in the right direction so that they

can find the relevant information in the original documents.

• And second, the summaries produced by the system can still be improved

using traditional techniques from Automatic Summarization. For example, their

sentences in the summary could be reordered or removed to improve fluency

and conciseness. These aspects would be beneficial if the goal is to produce a

fully-automatic summary of the collection of articles.
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4.7 Conclusions and Future Work

In this paper, we introduce QuOTeS, a system for Query-Focused Summarization of

Scientific Documents designed to retrieve sentences relevant to a short paragraph,

which takes the role of the query. QuOTeS is an interactive system based on the

Continuous Active Learning protocol that incorporates the user’s feedback in the

retrieval process to adapt itself to the user’s query.

After a comprehensive analysis of the questionnaires and labeled data obtained

through a user study, we found that QuOTeS provides a positive user experience and

fulfills its purpose. Also, the experimental results show that including both the user’s

information need and feedback in the retrieval process leads to better results that

cannot be obtained with the current non-interactive methods.

For future work, we would like to conduct a more comprehensive user study

where users read the whole papers and label the sentences manually, after which they

could use QuOTeS and compare the summaries produced. Another interesting future

direction would be to compare the system heads-on with the main non-interactive

methods from the literature on a large, standardized dataset.

4.8 Questionnaires

All questions in the questionnaire were measured in a Likert Scale [53] with five levels:

Strongly Disagree, Somewhat Disagree, Neutral, Somewhat Agree and Strongly Agree.

Question StD soD N soA StA

01. I think I would like to use this system frequently 0 1 2 6 6
02. I found the system unnecessarily complex 4 5 5 1 0
03. I thought the system was easy to use 0 1 2 6 6
04. I think that I would need the support of a technical person to be able to use this system 5 7 2 0 1
05. I found the various functions in this system were well integrated 1 1 1 6 6
06. I thought there was too much inconsistency in this system 4 6 3 1 1
07. I would imagine that most people would learn to use this system very quickly 0 3 0 8 4
08. I found the system very cumbersome to use 5 4 2 3 1
09. I felt very confident using the system 1 1 2 5 6
10. I needed to learn a lot of things before I could get going with this system 4 2 2 5 2

Table 4.2: Results of the System Usability Scale (SUS) Questionnaire.
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Question StD soD N soA StA

11. It was completely clear what the system does and how it works 0 2 0 7 6
12. The instructions for the task were very difficult to understand 6 4 2 3 0
13. The tutorial told me absolutely everything I needed to know about
the system and how to use it

1 1 2 2 9

14. The effect of the settings was very difficult to understand 5 1 5 3 1
15. I completely understood the purpose of the system 0 1 0 5 9
16. It was very hard to decide if the sentences are related to the query 2 5 1 7 0
17. The system is too slow to be usable 2 5 1 6 1
18. The system has all the features needed to perform the task 1 2 4 5 3
19. There are features for which I don’t understand the purpose 7 1 0 5 2
20. The Documents tab is useful 0 0 2 6 7
21. The Search tab is useful 0 3 0 7 5
22. The Explore tab is useful 0 3 0 3 9
23. The History tab is useful 0 0 1 6 8
24. The Results tab is useful 0 1 0 6 8
25. The plots in the system are very hard to understand 4 3 2 4 2
26. I found the information presented in the plots very useful 0 2 3 6 4

Table 4.3: Results of the System Features Questionnaire.

Question StD soD N soA StA

27. I think that the sentences recommended by the system are relevant
most of the time

1 0 3 7 4

28. I think that the summaries produced by the system are redundant
most of the time

3 5 5 1 1

29. I think that the summaries produced by the system are concise
most of the time

0 2 4 6 3

30. I think that the summaries produced by the system are incomplete
most of the time

2 7 2 3 1

Table 4.4: Results of the Summary Quality Questionnaire.

4.9 Appendix: System Output Examples

1. Query: Obesity is a significant problem in populations worldwide, affecting

all age groups alike. According to the World Health Organization (WHO)

website (2021), around 39% of the world population of adults aged 18 years and

over were overweight in 2016, and 13% were obese. In 2019, over 340 million

children and adolescents aged 5-19 were overweight or obese (WHO, 2021). The

majority of the world’s population today lives in nations where obesity and

overweight kill more people than underweight (World Obesity, 2022). However,

this is preventable if underlying factors leading to weight gain are identified and
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precautionary measures are taken to avoid being overweight and obese. In this

study, factors were identified that have direct influence on Obesity in Males

and Females separately, and individuals were then classified according to the

response variable ‘Obesity’ into seven distinct levels, namely, Insufficient Weight,

Normal Weight, Overweight Levels I, II and Obesity Levels I, II and III, with

Obesity Level III being morbidly obese. The study used supervised learning

techniques such as Logistic Regression (One vs. Rest approach), Decision Tree

and Random Forest on data collected from South American countries of Chile,

Peru, and Mexico; the highest performance was achieved in the Random Forest

algorithm with an accuracy of 96.55%. Query-Focused Summary: Keywords:

Obesity, Data Mining, Semma, Decision Trees, Naive Bayes, Logistic Regression,

Weka, Java Introduction The World Health Organization (WHO) (OMS, 2016),

describes obesity and overweight as excessive fat accumulation in certain body

areas that can be harmful for health, the number of people that suffers from

obesity has doubled since 1980 and also in 2014 more than 1900 million adults, 18

years old or older, are suffering from alteration of their weight. Once the dataset

was validated and prepared, the data mining techniques and methods were

applied, using the Weka tool, that has a set of algorithms that can be applied

to many situations. WEKA is able to support many data mining activities to

forecast health problems, such as data preprocessing, classification, grouping,

simulation, correlation, and functional choice. Finally, a software was built to

use and train the selected method, using the Weka library. To be able to use the

data mining methods, we added the Weka Toolkit (weka.jar), in Fig. 4 you can

see the library import in the tool used for it. The class level precision, evaluation

method and the data analysis results rely on WEKA’s software using different

machine learning algorithms. Optimization Strategy In order to enhance the

classification results and to obtain accuracy-based better performance, the Weka

meta-learner (CV Parameter Selection) search methodology was used [27]. Using

WEKA, the Decision Trees technique was observed to have the best precision

rate of 97.4%. Next, three techniques, Bayesian networks, Logistic Regression,

and Decision trees, were chosen.

2. Query: Current methods of assessing dementia Alzheimer type (DAT) in older
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adults involve structured in- terviews that attempt to capture the complex

nature of deficits suffered. One of the most significant areas affected by the

disease is the capacity for functional communication as linguistic skills break

down. These methods often do note capture the true nature of language deficits

in spontaneous speech. We address this issue by exploring novel automatic and

objective methods for diagnosing patients through analysis of spontaneous speech.

We detail several lexical approaches to the problem of detecting and rating DAT.

The approaches explored rely on character n-gram-based techniques, shown

recently to perform successfully in a different, but related task of automatic

au- thorship attribution. We also explore the correlation of usage frequency of

different parts of speech and DAT. We achieve a high 95% accuracy of detecting

dementia when compared with a control group, and we achieve 70% accuracy

in rating dementia in two classes, and 50% accuracy in rating dementia into

four classes. Our results show that purely computational solutions offer a

viable alternative to standard approaches to diagnosing the level of impairment

in patients. These results are significant step forward toward automatic and

objective means to identifying early symptoms of DAT in older adults. Query-

Focused Summary: Participating teams built language topic models (e.g. an

anxiety topic contained the words: feel, worry, stress, study, time, hard) [16],

sought to identify words most associated with PTSD and depression status,

considered sequences of characters as features, and applied a rule-based approach

to build relative counts of N-grams present in PTSD and depression statuses of all

users. On the same dataset, Preotiuc-Pietro et al. observed that estimating the

age of users adequately identified users who had self-declared a PTSD diagnosis,

and that the language predictive of depression and PTSD had large overlap with

the language predictive of personality. Character n-gram based methods have

been successfully applied to various problems in the text mining domain. Our

approach is based on the character n-gram distribution.

3. Query: Prognostic modelling using machine learning techniques has been used

to predict the risk of kidney graft failure after transplantation. Despite the clini-

cally suitable prediction performance of the models, their decision logic cannot

be interpreted by physicians, hindering clinical adoption. eXplainable Artificial
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Intelligence (XAI) is an emerging research discipline to investigate methods for

explaining machine learning models which are regarded as ‘black-box’ models.

In this paper, we present a novel XAI approach to study the influence of time on

information gain of donor and recipient factors in kidney graft survival prediction.

We trained the most accurate models regardless of their transparency level on

subsequent non-overlapping temporal cohorts and extracted faithful decision

trees from the models as global surrogate explanations. Comparative exploration

of the decision trees reveals insightful information about how the information

gain of the input features changes over time. Query-Focused Summary:

Introduction Over the past decade, there has been an increasing interest in lever-

aging machine learning (ML) models to aid decision making in critical domains

such as healthcare and criminal justice. However, the proprietary nature and

increasing complexity of machine learning models poses a severe challenge to

understanding these complex black boxes, motivating the need for tools that

can explain them in a faithful and interpretable manner. Prior research on

interpretable machine learning mainly focused on learning predictive models

from scratch which were human understandable. Human interpretability has

high importance in a wide range of applications such as medicine and business

[4, 8], where results from prediction models are generally presented to a human

decision maker/agent who makes the final decision. Interpretable & Explorable

Approximations of Black Box Models Himabindu Lakkaraju Stanford University

himalv@cs.stanford.edu Ece Kamar Microsoft Research eckamar@microsoft.com

Rich Caruana Microsoft Research rcaruana@microsoft.com Jure Leskovec Stan-

ford University jure@cs.stanford.edu ABSTRACT We propose Black Box Expla-

nations through Transparent Approximations (BETA), a novel model agnostic

framework for explaining the behavior of any black-box classifier by simultane-

ously optimizing for fidelity to the original model and interpretability of the

explanation. Many approaches have been proposed to directly learn interpretable

models (Breiman, 2017; Tibshirani, 1997; Letham et al., 2015; Lakkaraju et al.,

2016; Caruana et al., 2015; Kim & Bastani, 2019); however, complex models such

as deep neural networks and random forests typically achieve higher accuracy

than simpler interpretable models (Ribeiro et al., 2016); thus, it is often desirable
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to use complex models and then construct post hoc explanations to understand

their behavior. As an example, medical diagnosis models [8] may predict a high

risk of certain diseases for a patient; a doctor then needs to know the underlying

factors to compare with his/her domain knowledge, take the correct action, and

communicate with the patient. These experiments show that mimic models

can provide insights into black-box models, and demonstrate the advantages of

using outcome information. We use this Lending Club example to discuss an

insight gained into the black-box model from inspecting feature interactions in

the transparent models. To gain insight into the black-box model, we uncover

feature regions where the two models are significantly different (Section 2.3), and

ask “what could be happening in the black-box model, that could explain the

differences we are seeing between the mimic and outcome models?”. This allows

us to ask, “what could be happening in the black-box model, that could explain

the differences we are seeing between the mimic and outcome models?”. In

addition, similarities between the mimic and outcome models (e.g., on COMPAS

in Section 3.2, the Number of Priors feature is modeled very similarly by the two

models) increases confidence that the mimic model is a faithful representation

of the black-box model, and that any differences observed on other features are

meaningful. Because both the mimic and outcome models are trained with the

same model class on the same audit data using the same features, the more

faithful the mimic model, and the more accurate the outcome model, the more

likely it is that observed differences between the mimic and outcome models stem

from differences between the black-box model and ground-truth outcomes. A key

advantage of using transparent models to audit black-box models is that we do

not need to know in advance what to look for. We also carried out user studies

in which we asked human subjects to reason about a black box model’s behavior

using the approximations generated by our approach and other state-of-the-art

baselines. Several different kinds of approaches have been proposed to produce

interpretable post hoc explanations of black box models. If the black-box model

is accurate and generalizes to the audit data, it would predict the ground-truth

outcomes in the audit data correctly; the converse is true if the black-box model

is not accurate or does not generalize to the audit data. An alternate approach is
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to provide a global explanation summarizing the black box as a whole (Lakkaraju

et al., 2019a; Bastani et al., 2017), typically using an interpretable model.



Chapter 5

MALNIS-DATA: Automatically Building Datasets for

Scientific Query-Focused Summarization and Citation

Prediction

So far, the tasks of Query-Focused Extractive Summarization and Citation Prediction

(QFS/CP) have lagged behind in development when compared to other areas of

Scientific Natural Language Processing because of the lack of data 1. In this work, we

propose a methodology to take advantage of existing collections of academic papers

to automatically obtain large-scale datasets for these tasks. After applying it to the

papers from our research group, we introduce the first large-scale dataset for QFS/CP,

composed of 8,695 examples, each one composed of a query, the sentences of the full

text from a paper and the relevance labels for each one of them. After testing several

classical and state-of-the-art models on this data, we found that these tasks are far

from being solved, although they are straight-forward for humans. Surprisingly enough,

we found that classical models outperformed modern pre-trained deep language models

(sometimes by a large margin), showing that QFS/CP is a fairly unexplored area of

Scientific Natural Language Processing. We share our code, data and models for further

development of these areas at https://github.com/jarobyte91/malnis_data.

5.1 Introduction

Scientists must review and summarize dozens of academic articles frequently to stay

up-to-date with the state of the art in their fields. This is especially true before

starting a new project, as they need to ensure they incorporate the latest advances

in their work. As the number of academic documents keeps increasing yearly, this

task has become challenging and time-consuming, especially for students and young

researchers [49].

1This chapter is an improved version of the paper [70], currently under revision by the 2023
Conference on Empirical Methods in Natural Language Processing (EMNLP 2023).

61
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A solution for this problem includes Query-Focused Summarization (QFS) [25]

and Citation Prediction (CP) [61] systems, which are helpful to process the extensive

collections of papers that practitioners need to analyze. In QFS systems, the objective

is to take a long document (or collection of documents) along with the user’s query

and produce a summary relevant to the query. In CP systems, the objective is to

pinpoint the passages where it is appropriate to cite a referenced document. In both

cases, the idea is to reduce the amount of text the users need to read and make their

task of reviewing literature easier.

Despite their potential applications, creating such systems is not easy [25]. First,

it is difficult to determine the correct summary or citations from a long document (or

document collection), as different people would give a different answer depending on

their background and what they are searching for. And second, these tasks usually have

small datasets, as having experts read and summarize long documents or extensive

collections of documents is a complicated and expensive process.

In this work, we propose a methodology to address the lack of training data for

training and evaluating QFS/CP systems by taking advantage of the citations found

in peer-reviewed academic publications. The basic idea is that when the authors of a

paper cite other documents as references in their work, they implicitly build examples

for QFS/CP, as the citing sentences show precisely where the references are relevant.

A diagram describing the basic idea behind our approach is shown in Fig. 5.1.

This paper makes the following contributions:

• It proposes a methodology to automatically build datasets for Scientific Query-

Focused Extractive Summarization and Citation Prediction directly from raw

collections of academic articles. The datasets are composed of three tables: the

first contains the text and meta-data of the papers present in the collection,

the second one contains the meta-data of the articles cited by the papers in the

collection, and the third one contains the citations linking the first two tables.

With these tables, it is possible to find examples for these tasks by concatenating

the citations to build query-focused summaries or to use them as they are to

find citations to predict.

• By applying this methodology to the papers of our reading group, this paper

introduces a novel dataset composed of 8,965 examples for the tasks of Scientific
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Figure 5.1: Overview of our approach to automatically build datasets for Query-
Focused Summarization and Citation Prediction. The basic idea is that when the
authors of a paper cite other documents as references in their work, they implicitly
build examples for these tasks, as the citing sentences show exactly where the references
are relevant. In our approach, the abstract of the referenced article plays the role
of the query. In the case of Query-Focused Summarization, the concatenation of
the citing sentences makes up the query-focused summary. In the case of Citation
Prediction, the citing sentences are the target to predict.

Query-Focused Extractive Summarization and Citation Prediction in the fields

of Artificial Intelligence and Natural Language Processing.

• It explores the difficulty of the tasks of Scientific Query-Focused Extractive

Summarization and Citation Prediction by applying several classical as well as

state-of-the-art methods, showing that, although these tasks are straightforward

for humans, even pre-trained deep language models struggle to obtain decent

results in them.

The remainder of this paper is organized as follows: Section 2 provides an overview

of previous datasets for QFS/CP and the corresponding methodologies employed to

build them. Section 3 presents our proposed methodology for leveraging the citations

from a document collection to build QFS/CP datasets. Section 4 describes the

experiments we performed on the collected data. Section 5 offers a discussion and
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elaboration on the obtained results. Finally, Section 6 pinpoints our conclusions and

directions for future research.

5.2 Related Work

This section discusses previous efforts to build large-scale datasets for QFS/CP. Cita-

tion Prediction (primarily studied in the context of Science of Science) is discussed first,

while Summarization is discussed second, broken down into (generic) Summarization,

Scientific Summarization and Query-Focused Summarization.

5.2.1 Citation Prediction

Within the broader field of citation prediction, a significant portion of research has

focused on predicting future citations for existing papers. These studies aim to

understand the citation patterns and impact of published works. However, relatively

little attention has been given to predicting the citations that a particular paper or

publication in progress is likely to make during the writing process. This aspect of

citation prediction, which involves anticipating the future referencing behaviour of

authors while their paper is still being developed, remains a less explored area of

research.

A paper recommendation engine built upon graph-based methods was discussed

in [67]. In that work, the authors compare several systems that help scientists improve

their academic papers and propose a method that combines several centrality measures

to predict the citation graph of a query paper. They evaluated their results on a

dataset built from the top 50 most cited articles in the Engineering domain, obtaining

promising results.

An agent-based system for identifying citations and ontologies was introduced

in [55]. In that work, the authors propose a system that analyzes the user’s local

collection of academic articles to produce ontologies that help the user find the most

related citations by collaborating with other distributed personal citation assistants.

The impact of articles and publications using data-driven methods was discussed

in [1]. In that work, the authors analyze how the current bibliographic data can

predict important discoveries and identify quantitative patterns that hold across many

fields of Science. Nonetheless, they pinpoint the need for transparency in using these
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techniques, as using them without care could lead to the inhibition of novelty and

diversity of Science in general.

5.2.2 Summarization

The field of Summarization has gained significant attention in Natural Language

Processing, offering valuable solutions for condensing large volumes of text into concise

and coherent summaries. Extractive Summarization techniques involve selecting

and presenting important sentences or phrases verbatim from the source document.

Another less explored technique is Abstractive Summarization, which attempts to

generate summaries by paraphrasing and restructuring the source content.

One of the first methodologies to automatically obtain summaries of news articles

was introduced in [35]. This methodology involves querying the news articles obtained

from the CNN and DailyMail websites using a variety of combinatorial heuristics to

force the models to capture how the different entities in the article relate to each other.

They tested the performance of several state-of-the-art methods on their data and

demonstrated that their approach is general enough to produce datasets for different

domains.

The first large-scale dataset for Multi-Document Summarization was introduced

in [2]. This paper exploits the data available at newser.com, with 56,216 article-

summary pairs, each written by professional editors and with links to the source articles.

The novelty of this dataset lies in its size and diversity, surpassing those of previously

published datasets. Additionally, they introduced a novel model incorporating Maximal

Marginal Relevance into a Pointer-Generator Network, improving the fluency and

conciseness of previous multi-document summarization models.

5.2.3 Scientific Summarization

One of the first attempts to create a dataset for scientific document summarization

was introduced during the Joint Workshop on Bibliometric-enhanced Information

Retrieval and Natural Language Processing for Digital Libraries (BIRNDL 2016) [38].

To build the dataset for the competition, they filtered the most important papers from

the ACL Anthology repository (https://aclanthology.org/) heuristically. After

that, they instructed their annotators to find the citing sentences along with the most
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important sentences in the citing paper, following the BiomedSumm shared task of

the same event.

An enhanced semi-automatic methodology that extends [38] was introduced in [94].

That work incorporates the abstract and incoming citations of a paper to highlight the

most important sentences and make a summary out of them. More specifically, they

use the sentence relation graph of the paper, the authority scores and the semantic

sentence embeddings to estimate the salience of each sentence inside the article with a

Graph Convolutional Network [45]. After that, they use a hybrid greedy algorithm to

generate the final summary. Finally, they propose a novel algorithm based on Graph

Neural Networks that finds the summary spans directly from the scientific papers.

A methodology to automatically obtain summaries from academic articles using

presentation and conference talks was introduced in [51]. In that work, they exploit the

fact that when a researcher presents a paper, they must express their ideas concretely

and concisely, often using key phrases and findings from their research. This means

that the talk transcripts or blog posts are often good summaries of the entire article,

and hence they introduce a novel unsupervised algorithm based on Hidden Markov

Models to align the summaries with the original articles.

Document
collection

Extract the
article content
and meta-data

Transform data
and produce
clean tables

Find all the
citations for

each reference

Obtain
sentence labels

Find extra
relevant

sentences

QFS/CP
Dataset

Figure 5.2: Overview of the proposed methodology.

A large-scale dataset composed of 10,148 scientific articles, along with their ab-

stracts, highlighted statements and author-defined keywords, was introduced in [21].

In that work, the authors extracted articles from http://www.sciencedirect.com/

and proposed a method called HighlightROUGE to extend the dataset automatically.

Additionally, they introduced a metric (called AbstractROUGE) to extract summaries

by leveraging the abstract of the paper. Finally, they benchmarked several traditional

and neural-based summarization methods on their dataset and analyzed how different
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sections of the paper contributed to the final summary.

5.2.4 Query-Focused Summarization

The first time that the task of Query-Focused Summarization was formally studied

was during the 2005 Document Understanding Conference (DUC 2005) [25]. The main

purpose of the conference was to study how the variability of the summaries produced

by humans affected the performance of the existing methods of the time. To this end,

DUC 2005 had a unique summarization task, focusing on the users and their queries

instead of the output summaries, as in previous efforts.

In that shared task, the objective was to produce a well-organized and fluent

answer to a complex question using a set of 25 to 50 documents. Even while there

was a generous allowance of 250 words for each answer, the results revealed that the

best systems of the time had a hard time summarizing multiple documents. The two

subsequent editions of the conference (DUC 2006 [26] and DUC 2007 [27]) refined

the data and results produced in the first conference, and they still are the current

reference benchmarks in the field.

Despite their importance and popularity, the DUC datasets lack diversity, as shown

by [8]. That paper introduces a new metric called Topic Concentration, which the

authors used to show that the DUC datasets already have queries very close to their

document collections. Hence, systems designed explicitly for QFS do not significantly

improve upon generic summarization methods. Therefore, they introduced TD-QFS,

a novel dataset with controlled levels of Topic Concentration, and showed that when

evaluated on this data, there is a clear difference between QFS systems and generic

summarization systems.

More recently, a novel method and a small dataset for Scientific Query-Focused

Summarization was introduced in [85]. For their experiments, they built a new dataset

using a two-step approach from the data of the Joint Workshop on Bibliometric-

enhanced Information Retrieval and Natural Language Processing for Digital Libraries

(BIRNDL) [14]. First, they collected additional papers from later publications that

reported the results for the same dataset as the submitted papers. Then, they manually

selected the most relevant sentences for the queries. When evaluated on this data,

their proposed method showed superior results than other methods from the state of
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the art.

5.3 Methodology

Our methodology is composed of four main steps to extract the content from the

papers in a document collection and clean it to obtain the examples that make up the

final dataset. It also includes an optional step to improve the quality of the examples

found by finding more relevant sentences. An overview of the process is shown in

Fig. 5.2.

5.3.1 Extracting the Article Content and Meta-Data

First, all the PDF files from our document collection were processed with Science-

Parse [3], an LSTM-based [36] software by AllenAI to extract text from scientific

articles. The input for Science-Parse is the raw PDF file of an article, and its output

is a JSON file containing the content and meta-data of the paper, such as its title,

abstract, sections, information about its authors, the list of its references and the

citing sentences from the text, among other fields. An overview of the fields in the

JSON file is shown in the top part of Fig. 5.3.

5.3.2 Transforming the Data and Producing Clean Tables

From the set of raw JSON files, three tables are produced: Papers, References

and Citations. An overview of the fields in each one is shown in the bottom part of

Fig. 5.3.

The Papers table contains the information describing each one of the articles

in the collection, using the following fields: paper id, title, abstract and text. The

paper id fields contain a unique identifier for each paper, obtained after merging and

de-duplicating all the papers in the collection. The title and abstract fields contain the

title and abstract of the article obtained after the de-duplication process. Finally, the

text field contains the full text of the paper, which was obtained as the concatenation

of the text present in the Sections field of the raw JSON files obtained in the data

extraction step.

The References table contains the information about the papers cited by the
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• Title

• Abstract

• Sections

• References

• Reference
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• paper id
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• context
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References

• reference id
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• paper id

• title
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Figure 5.3: The Data Extraction process. First, the content and meta-data of the
papers in the collection are extracted using Science-Parse [3] into a collection of
JSON files. Then, the JSON files are merged, cleansed and de-duplicated to obtain
three clean tables: the Papers table contains the information about the papers in the
collection, the References table contains the information about the references cited by
the papers in the collection, and the Citations table contains the information about
the citations that link the first two tables.

papers from the collection, using the following fields: reference id, title, total citations

and abstract. The reference id field contains a unique identifier for each reference,

obtained after merging and de-duplicating the References field of the raw JSON files.

The title field contains the title of the reference obtained after the de-duplication

process. The total citations field contains the total number of times the reference was

mentioned in the papers of the collection. The field abstract contains the abstract of

the reference paper, obtained after crossing the title field with the Arxiv dataset [18].

The Citations table contains the citations that link the Papers and References

tables, using the following fields: paper id, reference id, internal reference id, context,

start offset, end offset. The paper id field contains the unique paper identifier from

the Papers database. The reference id field contains the unique reference identifier

from the References database. The internal reference id field contains the reference

number as it appears in the citing paper. The context field contains the sentence

where the paper cited the reference. The start offset and the end offset fields contain

the character span inside the sentence where the reference was cited.
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5.3.3 Finding All the Citations for each Reference

Once the clean tables have been produced, it is straightforward to join the Citations

table with the Papers and References tables via the unique identifiers of the articles

and references to obtain an augmented Citations table, which can be grouped by

both paper id and reference id to obtain a table in which every row has the following

data:

• paper id

• paper text

• reference id

• reference abstract

• citations concatenated

5.3.4 Obtaining the Sentence Labels

The final step in our methodology is to produce a True/False label for each one of the

sentences from the text of the paper, which encodes its relevance to the query. To

do this, the abstract of the reference takes the role of the query, and both the paper

text and the concatenated citations have to be tokenized into sentences. Finally, the

relevance label for each sentence from the paper is obtained by checking if the sentence

is one of the sentences from the concatenated citations. A diagram displaying how

the final dataset looks is shown below in Fig. 5.4.

Document
(Sequence of Sentences)

[s1, s2, s3, s4, s5, ...]

Query q

Sentence Labels [l1, l2, l3, l4, l5, ...]

Figure 5.4: Structure of the final dataset. Each example has three elements: a list with
the sentences from the full text of the paper, a paragraph query and a list containing
the relevance labels for each one of the sentences.
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5.3.5 Finding Extra Relevant Sentences

Since each reference was cited by at least one of the papers in the collection, there

is guaranteed at least one positive label in each of the examples obtained. However,

it is important to note that for many examples, there might be a single positive

label in the whole paper. Hence, to obtain more positive labels, we used a greedy

approach in which sentences are added one by one to the summary, using ROUGE [54]

to compare it to the abstract of the reference. Although this method to find extra

relevant sentences is limited and expensive (given how ROUGE works), we found that

this augmentation technique worked well in practice. An overview of this process is

shown in Fig. 5.5.

Concatenated
Citations

Paper Query

Split into
Sentences

Starting
Summary

Add Sentences
One-by-One

Subset of Sentences
with Highest ROUGE

Figure 5.5: The data augmentation process. First, the concatenated citations are
taken as the starting summary. Then, the sentence that introduces the best ROUGE
score in the current summary when compared against the query is added. This process
continues until the ROUGE score stops improving. Ultimately, the selected sentences
are a good approximation of the subset of sentences that would give the best ROUGE
score.

5.4 Experiments

To measure the effectiveness of the proposed methodology, we applied it to the papers

from our reading group and trained a variety of baselines from the current state of the

art in NLP. After that, we evaluated the same baselines on data obtained from real

users to compare the results and estimate how different is the synthetic data obtained

through our methodology from real queries and sentences from document collections.
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5.4.1 Data

We applied our methodology to the collection of papers from our reading group,

composed of 1,365 PDF files. After grouping the augmented citations table by

reference id, we ended up with 10,790 examples with the structure shown in Fig. 5.4.

Nonetheless, some examples had documents that were too long to feed into the data

augmentation process using our hardware, so after filtering them out, we obtained our

final dataset, described in Table 5.1.

Total Size: 8,965 examples
Mean Document Length: 353 sentences
Max Document Length: 4,447 sentences
Mean Fraction of Positive Labels: 3.9%
Train Set Size: 7,172 examples
Development Set Size: 897 examples
Test Set Size: 897 examples

Table 5.1: Details of the final dataset collected after applying our methodology to
the papers of our reading group. The original collection consisted of 1,365 PDF files,
which produced 10,790 examples. The final dataset was obtained after excluding the
examples with documents too long to process with our data augmentation method.

5.4.2 Approach

First, the paper (viewed as a sequence of sentences) and the query are embedded into

a Euclidean Space using a representation method or a language model. Then, the

query vector is replicated so that each sentence vector is concatenated with a copy of

the query vector to produce a sequence of augmented sentence vectors. Next, each

component of the sequence of augmented vectors is processed with a binary classifier

(which may or may not be aware of the sequence order) to produce a binary label for

each sentence, which encodes if the sentence is relevant or not to the query. Finally,

the predicted labels are compared with the reference labels using Binary Cross Entropy

to train the classifier. A diagram of this process is shown in Fig. 5.6.

5.4.3 Models

To embed the query and the sentences from the papers, we used various classical text

representation methods and modern language models. For the classical ones, we used
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Figure 5.6: Training of the models. First, the sentences from the paper and the
query are embedded into a Euclidean Space using a representation method. Then,
the query representation is replicated and concatenated with each one of the sentence
representations. After that, these augmented sentence vectors are fed into a classifier
to estimate the relevance label for each one of them. Finally, the predictions from the
classifier are compared with the reference labels via Binary Cross Entropy.

TFIDF [86] based on word uni-grams and character tri-grams. For the modern ones,

we used Sentence-BERT [75] and SPECTER [19]. To produce the relevance labels

for the sentences, we also used a variety of classical and modern classifiers. For the

classical ones, we used the typical Cosine Similarity/Euclidean Distance Classifier and

the Multi-Layer Perceptron (MLP). For the modern ones, we used two sequence-aware

classifiers, the LSTM [36] and the Transformer [90]. The combinations of language

models and classifiers we used are shown in Table 5.2, while the exact hyper-parameters

for each one of them can be found in the Appendix.

Classifier
TFIDF TFIDF Sentence-

SPECTER
Words Chars BERT

Euclidean Distance X
Cosine Similarity X X X
Multi-Layer Perceptron (MLP) X X X X
LSTM X X
Transformer X X

Table 5.2: Model variations used during the experiments.
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5.4.4 Results

Since the objective is to produce a binary label for each sentence, we evaluated the

models using both Average Precision and Area under the ROC Curve (ROC AUC),

as shown in Table 5.3. Both metrics were computed on each one of the examples in

the Test Set using the standard implementation found in [64].

Model Representation Average Precision ROC AUC

Cosine Similarity TFIDF Words 0.197 ± 0.008 0.765 ± 0.006
MLP TFIDF Chars 0.148 ± 0.006 0.712 ± 0.007
MLP TFIDF Words 0.145 ± 0.006 0.703 ± 0.007
Cosine Similarity TFIDF Chars 0.152 ± 0.007 0.701 ± 0.006
LSTM SPECTER 0.208 ± 0.018 0.691 ± 0.009
Transformer SPECTER 0.193 ± 0.017 0.685 ± 0.010
LSTM SBERT 0.202 ± 0.018 0.684 ± 0.009
MLP SPECTER 0.115 ± 0.005 0.678 ± 0.006
MLP SBERT 0.103 ± 0.005 0.654 ± 0.007
Cosine Similarity SBERT 0.125 ± 0.006 0.633 ± 0.007
Transformer SBERT 0.160 ± 0.016 0.628 ± 0.010
Euclidean Distance SPECTER 0.114 ± 0.006 0.600 ± 0.008

Table 5.3: Mean Average Precision and Mean ROC AUC on the Test Set. The
highlighted models are the best ones.

5.5 Discussion

Although some models display decent values of ROC AUC, the Average Precision

reveals that the task is challenging for them, as none could obtain more than 0.21

under this metric. Overall, the best models are the Cosine Similarity Classifier on top

of TFIDF Word Uni-gram vectors and the LSTM on top of SPECTER embeddings,

well above the others. Interestingly, the task appears to be considerably easier when

the user is involved in the process, as shown in [73].

Surprisingly, the models based on classical representations (TFIDF Chars and

TFIDF Words) performed very well despite their simplicity. Out of these models, it

is striking that the Cosine Similarity Classifier on top of TFIDF Words is the best

of all the models in terms of ROC AUC. Another interesting fact is that for the

Cosine Similarity classifiers, the ones based on TFIDF vectors (character tri-grams
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and word uni-grams) performed better than the neural-based ones (Sentence-BERT

and SPECTER), although TFIDF Chars performed worse than TFIDF Words. As an

explanation for these results, it makes sense that looking for matching words between

the query and the sentences provides a reasonable baseline for this task.

For the models based on embeddings produced by neural networks, it is interesting

to see that the LSTMs performed better than the Transformers. Also, except for the

Cosine Similarity/Euclidean Distance Classifier, the SPECTER embeddings appear to

be better than the SBERT ones, a trend confirmed with the LSTMs, the Transformers

and the MLPs. Finally, it is interesting that the MLPs are on par with the Transformers

regarding ROC AUC, although their Average Precision is worse.

To further investigate our results, we computed the fraction of relevant sentences

and the mean length of spans of consecutive positive labels for each example in the

Train Set, as shown in Table 5.4. This shows that around 4% of the sentences in a

given example are relevant and that around 5% of them come in sequences of 2 or

more. This explains why the models that are unaware of the sequence order (all but

the LSTMs and the Transformers) perform so similarly and why the LSTMs might

have an inductive advantage over the Transformers.

Fraction of Relevant Sentences

Mean 3.90%
STD 2.00%
Min 0.01%
First Quartile 2.43%
Median 3.66%
Third Quartile 5.03%
Max 22.73%

Span
Length

Relative
Frequency(%)

1 94.953
2 4.739
3 0.269
4 0.032
5 0.005

Table 5.4: Distribution of positive labels in the Train Set.

Furthermore, it is interesting that the Euclidean Distance/Cosine Similarity Clas-

sifier based on the SPECTER embeddings is worse than the one based on SBERT

embeddings. This is striking, as SPECTER is trained to embed scientific documents.

It is important to note that even while it seems that this classifier requires some

hyper-parameter tuning, in reality, what matters is the ranking of similarities between

the query and the document sentences, which is always based on the pairwise distances
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of their respective embeddings. Nonetheless, the classifiers based on the SPECTER

embeddings outperformed their counterparts based on the SBERT embeddings (some-

times by a large margin), so they appear well-suited for this task.

To finalize the dicussion of our results, we evaluated the models on the ground

truth data produced by real users collected using QuOTeS [73], as shown in Table 5.5.

Although the results obtained with this dataset are different from the ones obtained

during our experiments, it is important to note that this dataset is much smaller (only

23 examples) and that the documents from these examples are much shorter than

the ones we obtained with our methodology. Nonetheless, the main conclusions we

obtained in our experiments are the same: the classical models still provide strong

baselines for the task, the LSTMs outperformed the Transformers and the SPECTER

embeddings proved superior than the SBERT ones.

Model Representation Average Precision ROC AUC

MLP TFIDF Chars 0.664 ± 0.13 0.682 ± 0.11
MLP SPECTER 0.652 ± 0.11 0.654 ± 0.11
MLP TFIDF Words 0.654 ± 0.12 0.650 ± 0.13
Cosine Similarity TFIDF Chars 0.674 ± 0.10 0.634 ± 0.13
LSTM SBERT 0.600 ± 0.11 0.631 ± 0.09
LSTM SPECTER 0.637 ± 0.10 0.627 ± 0.10
Cosine Similarity TFIDF Words 0.575 ± 0.11 0.543 ± 0.13
MLP SBERT 0.600 ± 0.12 0.540 ± 0.13
Euclidean Distance SPECTER 0.532 ± 0.11 0.505 ± 0.12
Transformer SBERT 0.545 ± 0.10 0.485 ± 0.12
Transformer SPECTER 0.556 ± 0.09 0.479 ± 0.12
Cosine Similarity SBERT 0.526 ± 0.09 0.420 ± 0.12

Table 5.5: Results obtained by the models on the ground truth data collected using
QuOTeS [73]. The highlighted models are the best ones.

5.6 Conclusions and Future Work

In this work, we introduced a novel methodology for the automatic creation of datasets

for the tasks of Citation Prediction and Scientific Query-Focused Summarization.

After applying it to the collection of papers from our reading group, we obtained a

dataset composed of 8,965 examples, each with a query, an entire document and the

relevance labels for each one of its sentences.
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Through several experiments, we have shown that the task of Citation Prediction/Query-

Focused Summarization is far from being solved, despite being relatively simple for

humans [73]. We have also shown that state-of-the-art systems struggle with this

task and that classical, simple models perform better. In particular, the traditional

Cosine Similarity Classifier on top of the TFIDF word uni-gram vector outperformed

by a large margin the current off-the-shelf methods. Furthermore, we found surprising

that, contrary to the current state of the art, a system based on a bidirectional LSTM

model outperformed the more complex Transformer. This provides evidence that

the task of Scientific Query-Focused Summarization is an interesting challenge inside

Scientific Natural Language Processing.

For future work, we would like to investigate why this task is so difficult for

the current models. Given the performance shown by Deep Language Models on

several benchmarks, it would appear that this task should be easy to solve, but our

experiments proved otherwise. Another future direction would be to investigate how

the current Generative Deep Language Models like GPT-3 [13] behave on this task

and how they can enhance the data collected in this work.

Another important direction for future work is to investigate how to train ex-

plainable models using the data produced by the methodology proposed here. Given

that once a system for QFS/CP is trained, it is very hard to verify its False Positive

Rate, as one would have to trust that the system reviewed correctly the hundreds of

sentences present in the paper. One idea in this direction is to filter the section from

which the positive examples come from, as usually the Introduction and Related Work

sections contain the most citations.

5.7 Limitations

The first main limitation of the methodology presented in this work is that in some

cases, it is difficult to obtain the full query-focused summary or all the citations

relevant to a given query. The reason for this is that when the authors of a paper

are composing it, they usually stop citing a reference after using it a few times.

This means that the citing paper has usually more mentions than the ones found by

Science-Parse, so sentences that could have been potentially relevant to the query

are left out. Unfortunately, we cannot think of a way to fully verify the quality of
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the data obtained with our method other than reading the full papers and manually

extracting all the citations. Nonetheless, a simple solution for this problem is to filter

out the examples with very few positive labels. Finally, a more complicated way to

overcome this limitation is the optional data augmentation process we included at the

end of our methodology.

The second main limitation of this work is that the hardware requirements to use

our methodology can be quite high. First, the data augmentation process can be very

expensive (as actually happened during our experiments), because if the document is

very long, the process of adding all the sentences and computing the ROUGE scores of

the potential summaries is computationally prohibitive, and it cannot be accelerated

with specialized hardware, like GPUs. Second, as outlined in the original repository,

Science-Parse requires a lot of heap memory, which can be an issue for most users (in

our experiments, we ended up using a separate workstation with 32 GB of RAM to

extract the raw JSON files). And third, for the examples with very long documents,

it is difficult to train the models that are aware of the sequence order (LSTM and

Transformer) because of their inherent limitations on the number of sentences they

can process at once. Unfortunately, the examples with longer documents are usually

the most interesting ones, so future users of the method presented here will have to

balance this trade-off between document length and hardware requirements.

5.8 Model Details

In this section, we describe the hyper-parameters needed to implement the models that

performed the best in this work. For each one of them, we used Random Search [39]

to tune the hyper-parameters on the ranges described below.

5.8.1 Vector Text Representations

Regarding TFIDF representations, we used the standard implementation found in [64]

with default parameters for both word uni-grams and character tri-grams. For

the neural-based embeddings, we used the standard implementation from https:

//www.sbert.net/ [75]. For the general-purpose language model, we used all-MiniLM-

L6-v2, while for SPECTER, we used allenai-specter.
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5.8.2 Multi-Layer Perceptron (MLP)

For the MLPs on top of TFIDF representations, we tried from 1 to 4 layers of 100, 200,

300 or 400 hidden units each, trained for 16 epochs. All the other hyper-parameters

were left as the default value from the standard implementation found in [64]. For

the word uni-grams model, the one that performed the best had a single layer of 400

hidden units, with a total training time of 18.18 hours. For the character tri-grams

model, the one that performed the best had three layers of 100 hidden units each,

with a total training time of 4.05 hours.

For the MLPs on top of neural-based embeddings, we tried from 1 to 4 layers of

100 to 500 hidden units each, in steps of 50. Each model was trained for 2,000 epochs

using Adam [44] with a constant learning rate of 10−4 and a L2 regularization term

of 0, 10−1, 10−2, 10−3, 10−4 or 10−5. For the Sentence-BERT embeddings, the best

model had 3 layers of 300 hidden units each, a regularization value of 10−4 and a total

training time of 45 minutes. For the SPECTER embeddings, the best model had 4

layers of 450 hidden units each, a regularization value of 0 with a total training time

of 91 minutes.

5.8.3 LSTM

For both the models built on top of Sentence-BERT and SPECTER embeddings, we

tried from 1 to 4 layers of 100 to 500 hidden units each, in steps of 50. Each model was

trained for 2,000 epochs using Adam [44] with a constant learning rate of 10−4 and a

L2 regularization term of 0, 10−1, 10−2, 10−3, 10−4 or 10−5. For the Sentence-BERT

embeddings, the best model had 3 layers of 500 hidden units each, a regularization

value of 0 and a total training time of 3.9 hours. For the SPECTER embeddings, the

best model had a single layer of 500 hidden units each, a regularization value of 0,

with a total training time of 102 minutes.

5.8.4 Transformer

For both the models built on top of Sentence-BERT and SPECTER embeddings, we

tried from 2 to 4 Transformer layers, having from 100 to 500 units in its feed-forward

networks, in steps of 50, and from 2 to 4 attention heads. Each model was trained
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for 2,000 epochs using Adam [44] with a constant learning rate of 10−4 and a L2

regularization term of 0, 10−1, 10−2, 10−3, 10−4 or 10−5. For the Sentence-BERT

embeddings, the best model had 3 layers of 250 units in its feed-forward networks

and 4 attention heads, a regularization value of 0 and a total training time of 11.96

hours. For the SPECTER embeddings, the best model had 3 layers, 350 units in its

feed-forward networks and 4 attention heads, a regularization value of 10−5 with a

total training time of 30.25 hours.

5.9 Methodology Output Examples

1. Query: Zhang and Yang [149] proposed a lattice-structured LSTM model

for Chinese NER, which encodes a sequence of input characters as well as

all potential words that match a lexicon. Query-Focused Summary: We

investigate a lattice-structured LSTM model for Chinese NER, which encodes a

sequence of input characters as well as all potential words that match a lexicon.

Compared with character-based methods, our model explicitly leverages word

and word sequence information. Compared with word-based methods, lattice

LSTM does not suffer from segmentation errors. Gated recurrent cells allow

our model to choose the most relevant characters and words from a sentence for

better NER results. Experiments on various datasets show that lattice LSTM

outperforms both word-based and character-based LSTM baselines, achieving

the best results.

2. Query: Baweja et al. (2018) investigate continual learning of two MRI seg-

mentation tasks with neural networks for countering catastrophic forgetting

of the first task when a new one is learned.Baweja et al. (2018) investigate

continual learning of two MRI segmentation tasks with neural networks for

countering catastrophic forgetting of the first task when a new one is learned.

They investigate elastic weight consolidation, a method based on Fisher infor-

mation to sequentially learn segmentation of normal brain structures and then

segmentation of white matter lesions and demonstrate this method reduces

catastrophic forgetting, but acknowledge there is a large room for improvement

for the challenging setting of continual learning. It is important to quantify
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the performance and robustness of a model at every stage of its lifespan. One

way to consider stopping could evaluate when the cost of continued training

outweighs the cost of errors made by the current model. An existing measure

that attempts to quantify the economical value of medical intervention is the

Quality-adjusted Life year (QALY), where one QALY equates to one year of

healthy life NICE (2013). Could this metric be incorporated into models? At

present we cannot quantify the cost of errors made by DL medical imaging

applications but doing so could lead to a deeper understanding of how accurate

a DL model really ought to be. Query-Focused Summary: This work investi-

gates continual learning of two segmentation tasks in brain MRI with neural

networks. To explore in this context the capabilities of current methods for

countering catastrophic forgetting of the first task when a new one is learned,

we investigate elastic weight consolidation, a recently proposed method based

on Fisher information, originally evaluated on reinforcement learning of Atari

games. We use it to sequentially learn segmentation of normal brain structures

and then segmentation of white matter lesions. Our findings show this recent

method reduces catastrophic forgetting, while large room for improvement exists

in these challenging settings for continual learning.

3. Query: It’s well known that the key idea lying behind active learning is a

machine learning algorithm can achieve greater accuracy with fewer training

labels if it is allowed to choose data from which it learns [13].where , or the class

label with the highest posterior probability under the model [13].By contrast,

batch-mode active learning allows the learner to query instances in groups,

which is better suited to parallel labeling environments or models with slow

training procedures [13]. Query-Focused Summary: The key idea behind

active learning is that a machine learning algorithm can achieve greater accuracy

with fewer training labels if it is allowed to choose the data from which it

learns. An active learner may pose queries, usually in the form of unlabeled

data instances to be labeled by an oracle (e.g., a human annotator). Active

learning is well-motivated in many modern machine learning problems, where

unlabeled data may be abundant or easily obtained, but labels are difficult, time-

consuming, or expensive to obtain. This report provides a general introduction
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to active learning and a survey of the literature. This includes a discussion

of the scenarios in which queries can be formulated, and an overview of the

query strategy frameworks proposed in the literature to date. An analysis of the

empirical and theoretical evidence for successful active learning, a summary of

problem setting variants and practical issues, and a discussion of related topics

in machine learning research are also presented.

4. Query: While the techniques for neural networks are computationally expensive

and approximate, the techniques for mixtures of Gaussians and locally weighted

regression are both efficient and accurate [74]. Query-Focused Summary: For

many types of machine learning algorithms, one can compute the statistically

‘optimal’ way to select training data. In this paper, we review how optimal data

selection techniques have been used with feedforward neural networks. We then

show how the same principles may be used to select data for two alternative,

statistically-based learning architectures: mixtures of Gaussians and locally

weighted regression. While the techniques for neural networks are computa-

tionally expensive and approximate, the techniques for mixtures of Gaussians

and locally weighted regression are both efficient and accurate. Empirically, we

observe that the optimality criterion sharply decreases the number of training

examples the learner needs in order to achieve good performance.

5. Query: The RACE dataset [17] contains near 100K questions taken from the En-

glish exams for middle and high school Chinese students in the age range between

12 to 18, with the answers generated by human experts. Query-Focused Sum-

mary: We present RACE, a new dataset for benchmark evaluation of methods

in the reading comprehension task. Collected from the English exams for middle

and high school Chinese students in the age range between 12 to 18, RACE

consists of near 28,000 passages and near 100,000 questions generated by human

experts (English instructors), and covers a variety of topics which are carefully

designed for evaluating the students’ ability in understanding and reasoning. In

particular, the proportion of questions that requires reasoning is much larger in

RACE than that in other benchmark datasets for reading comprehension, and

there is a significant gap between the performance of the state-of-the-art models
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(43%) and the ceiling human performance (95%). We hope this new dataset can

serve as a valuable resource for research and evaluation in machine comprehen-

sion. The dataset is freely available at http://www.cs.cmu.edu/ glai1/data/race/

and the code is available at https://github.com/qizhex/RACE AR baselines.



Chapter 6

Future Work

The purpose of this section is to point out future interesting research directions to

further improve the methods introduced in previous chapters.

An interesting idea to extend the method introduced in Chapter 2 is to improve

how it selects its sentences to improve its redundancy. The main reason for this

extension is the observation that the method displayed a high Precision but low Recall

during the competition, which means that the summaries produced by the method

are made of highly relevant sentences, but fail to convey the same information as the

reference summaries. Since the summaries are already long enough, this suggests that

the sentences included in the summary are very similar to each other.

To help the system include other important sentences, we propose implementing

a subsystem that checks if including a candidate sentence would introduce enough

novelty and diversity. This can be achieved with a similarity threshold in the simplest

of cases, but more sophisticated, graph-based methods can also be used to obtain

a sub-graph that is more representative of the general graph structure of the text

obtained with the first version of the method.

A first direction to extend the method introduced in Chapter 3 is to apply it

to text from sources other than documents processed with systems for OCR, such

as Automated Speech Recognition (ASR) or Handwritten Text Recognition (HTR),

especially for low-resource languages. What makes this idea interesting is that when

looking exclusively at the transcriptions from such systems, some confusing factors

(such as speaker, tone and pitch or light, color and style) are no longer present,

so a correction method based on characters seems a good option to obtain better

generalization.

A second direction is a data augmentation technique based on the addition of

random noise (deletion, insertion or replacement of characters) in examples from

existing datasets for post-OCR correction. The main observation is that since obtaining

84
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data for the correction of documents is particularly expensive, the possibility of

creating synthetic examples from real ones is very interesting. However, one important

observation is that the noise generation process may be far away from the real one, so

care must be taken in order to actually improve the performance of the models.

A first direction to extend the system introduced in 4 is to improve its speed,

as shown by the questionnaire responses. Currently, the system is built on Dash,

which is a good framework for prototyping, but it is not very efficient and it doesn’t

scale well in the long run. Hence, a more efficient implementation written directly

in JavaScript or Flask could offer better performance. Another alternative would be

to find a different hosting for the project, as it is currently in the university’s public

servers.

A second direction is to load the system with a pre-trained classifier trained for

QFS/CP, as currently the system always trains the classifier from scratch. In this way,

the system can take advantage of large QFS/CP datasets, such as the one introduced

in 5. Another alternative in this direction is to connect it with Large Language Models

to obtain better candidate sentences.

An interesting way to extend the methodology introduced in 5 is to improve the

quality of the examples it produces. In the simplest case, this can be achieved by

filtering out the examples with few positive labels to make the examples richer. In

a more complex case, the query and the sentences from the document can be fed

into a Large Language Model with advance paraphrasing capabilities to better detect

sentences relevant to the query.

An interesting direction to extend the methods presented in Chapters 2, 4 and 5 is

to feed the extracted summaries into Generative Language Models like GPT-3 [13]

to turn them into abstractive summaries. This would improve their conciseness and

cohesiveness, possibly making them better summaries.

To finalize, an overall important future direction for the work presented in this

thesis is to find more settings where local methods are useful: as shown in this

thesis, they can be valuable in settings where resources are limited, as they allow the

application of more heavy, state-of-the-art techniques where normally it would not be

possible.

Some examples of tasks where local methods would be useful are the following:
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General-Purpose Spell Checking, Part-Of-Speech (POS) Tagging and Correction. Also,

it would be interesting to explore how well they can be applied to tasks with somewhat

local dependencies, like Machine Translation and Reading Comprehension.



Chapter 7

Conclusions

All the methods introduced in this thesis exemplify the same core idea: although some

problems involving document-level NLP seem to require the treatment of long-range

dependencies, they can be solved effectively with local methods.

As shown in [71], the production of long summaries from full scientific documents

can be reasonably solved by splitting the input document into sentences and cleverly

selecting the most important sentences to include in the summary. In [72], we showed

that the detection and correction of anomalies at the character level in historical

documents processed with OCR engines can be reasonably solved by splitting the long

character string into n-grams, correct each one of them independently and merging

them together in a coherent way. In [73], we showed that the task of Query-Focused

Summarization of Scientific Documents can be reasonably solved via splitting the

input documents into sentences and applying Active Learning techniques on them,

involving the user in the process. Finally, in [70], we showed that assuming having

enough training examples, the tasks of Query-Focused Summarization of Scientific

Documents and Citation Prediction can be solved better with classical models than

with more modern, complicated ones.

The common theme is that the dependencies to solve these problems can be long,

but can be bounded inside a sufficiently large window of constant width around every

character, token or sentence in the text. This dramatically reduces the amount of

training examples required to successfully train neural networks for these problems,

which in turn cuts down the hardware requirements needed to apply them.

This observation is what makes local methods feasible, since trying to apply local

methods to solve problems with long-range dependencies like Machine Translation, Ab-

stractive Summarization or Machine Comprehension would limit the model’s capacity

to learn from the training examples.

Overall, we observed that local methods require very modest hardware to be

87
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trained, as all the methods presented in this thesis were trained using a single GPU,

as opposed to the current state-of-the-art methods, which usually require from 4 to 8

high-end GPUs to be trained. However, the training from the models can sometimes be

long, for example the Czech model in [72] or the Transformer model on the SPECTER

embeddings in [70].

Finally, we observed that local methods can be quite sample-efficient, requiring

relatively few examples to be trained successfully. For instance, the models for seven

out of the nine languages trained in [72] (Bulgarian, Czech, English, Spanish, Dutch,

Polish and Slovak) were trained using slightly less than 150 examples, which is a

tiny amount of data compared to the current state-of-the-art methods, which usually

require hundreds of thousands of examples to be trained successfully.
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