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Abstract

Aerial grasping is beginning to revolutionize industrial applications through robotics

in Industry 4.0. However, disturbance handling, particularly in complex trajectory

tracking and low altitude flight, remains a significant issue in flight performance and

aerial grasping, where UAV stability is crucial for successful grasps.

This thesis addresses the problem of position tracking and low altitude stabiliza-

tion by designing, simulating, and experimentally demonstrating a control strategy

to compensate for real-world unmodelled system disturbances. These disturbances

include varying payloads, wind gusts, and ground effects, which can affect position

tracking and object grasping during stable flight. To handle these disturbances, a

multi-component control solution was developed, namely a robust Super-Twisting

Sliding Mode Controller (STSMC) based on an Adaptive Higher-Order Sliding Mode

Observer (AHOSMO). The STSMC approach provides a robust control method that

is insensitive to unmodelled dynamics, parametric uncertainties, and external distur-

bances while attenuating the chattering phenomena. The AHOSMO provides access

to unmeasurable states and introduces robustness in disturbance rejection by esti-

mating system disturbances using varying gains in the observer. The strategy was

extended to perform in the presence of sensor noise, which practical systems suffer

from. A four-bar rigid gripper was built and attached to the COEX Clover drone to

experimentally demonstrate the effectiveness of the proposed methods. The Clover

consists of a COEX Pix flight controller running the PX4 flight control stack. The

attitude control gains were tuned using an indirect adaptive control module while the

position control gains were tuned using manual iterations.

Software-in-the-Loop (SITL) simulations were performed with the Clover Gazebo

simulator to ensure the STSMC-AHOSMO worked as expected in the PX4 environ-

ment. After successful simulations, a multi-phase flight experiment was conducted to

demonstrate the effectiveness of the proposed controller design in a real time applica-

tion. The STSMC-AHOSMO showed significant improvement upon standard linear

control methods such as Proportional Integral Derivative (PID) control.
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Chapter 1

Introduction

1.1 Background

The research and development of the Unmanned Aerial Vehicle (UAV) has grown

extensively over the past few decades. A popular configuration comes in the form of

a multirotor (Fig. 1.1) which are equipped with multiple rotors to achieve vertical

takeoff, hovering, and maneuverability in the air.

Figure 1.1: COEX Clover 4.2 drones at the Advanced Control and Mechatronics Lab,
Dalhousie University.

Due to their versatile capabilities and advancements in technology, multirotors

have gained immense popularity across a wide range of industry sectors. These sec-

tors are beginning to realize the benefits through a variety of applications, including

agriculture, autonomous construction, warehouse automation, transportation and de-

livery, firefighting, mining, security, and aerial photography, to name a few. This is

by virtue of the multirotors ability to perform fixed point hovering and aggressive

maneuvering with trajectory tracking. However, such tasks pose inherent challenges

due to the multirotor’s instability caused by nonlinear dynamics, under-actuated sys-

tem behavior, modeling inaccuracies, parametric uncertainties, and the presence of

1
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bounded external disturbances. Consequently, the control system must provide suffi-

cient tracking performance under these conditions, which constitutes the main focus

of this thesis.

Significant investments are being made by companies and research groups world-

wide to develop drone technology for various applications. However, policies and

regulations have struggled to keep up with these advancements, which is a common

challenge in the engineering field. Emerging technologies often outpace regulatory

frameworks designed to ensure safety and manage risks effectively. Despite this chal-

lenge, the Federal Aviation Administration (FAA) has taken notable steps to update

drone regulations. For instance, the implementation of a Remote Identity require-

ment for drones and the establishment of rules for commercial drone operations [12]

indicate progress in adapting to evolving industry needs. As a result, we can expect

a surge in the popularity of commercial drone applications in the near future, leading

to an increased need for research and development.

The following sections provide examples of current companies and research groups

operating within different industry sectors.

1.1.1 Consumer Deliveries

Drones have emerged as a promising solution for goods delivery, offering faster and

more efficient transportation in certain scenarios. A notable company in this space is

Amazon Prime Air. Amazon has been actively developing and testing delivery drones

to revolutionize last-mile delivery with their first successful delivery coming in 2016

[13].

In addition to Amazon Prime Air, several other companies are contributing to the

advancement of drone delivery systems. Wing, a subsidiary of Alphabet (Google’s

parent company), is actively involved in drone delivery initiatives. Wing’s drones are

capable of transporting a range of products, including food, medications, and other

goods, to customers in a timely manner. Drone delivery is currently taking place

in Australia with deliveries being made to customers through “DoorDash Air” [14].

Another company is Flytrex that is actively involved in the field of goods delivery.

Flytrex has conducted pilot programs in collaboration with companies like EASE

Drones and Walmart [2] and are currently surging in goods delivery within North
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Carolina, Texas, and other locations.

1.1.2 Agriculture

Drones are making significant strides in the field of agriculture, revolutionizing tra-

ditional farming practices and offering new solutions to enhance efficiency and crop

yield. One prominent application of drones in agriculture is crop spraying. The com-

pany Guardian Agriculture employs drone technology for precise and targeted crop

spraying, reducing chemical usage and promoting sustainable farming practices. Ad-

ditionally, drones capture valuable data to provide growers with insights for refining

crop management strategies and optimizing yield while minimizing resource waste.

Guardian Agriculture recently received approval from the FAA to operate nation

wide involving aerial crop spraying [15] providing an efficient substitute for standard

spraying methods.

Apart from Guardian Agriculture, several other companies are actively contribut-

ing to the use of drones in agriculture. PrecisionHawk is another notable player

that offers drone-based solutions for agriculture. Their drones, coupled with sophisti-

cated software, provide detailed crop analytics, enabling farmers to identify variability

across fields and optimize inputs accordingly. Additionally, companies like DJI, Sense-

Fly, and AeroVironment have developed agricultural drones that are equipped with

multispectral or hyperspectral cameras to capture specific bands of light, providing

valuable data on plant health and stress levels.

1.1.3 Industry 4.0

Factories are beginning to take advantage of drone technology as automation contin-

ues to evolve with the objective to realize smart and efficient production [16]. Deliv-

ery drones have started to push forward Industry 4.0 by providing rapid and flexible

logistic solutions for facility operations. Examples of these advancements include ef-

fective human-machine collaboration “cobot”, where UAVs work alongside humans

to produce an undisrupted flow of components, products, and workstations to their

intended destinations within the facility. They extend the flow of materials by utiliz-

ing high-rise infrastructures, which provide sufficient airspace for the transportation

of intralogistics.
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(a) (b)

Figure 1.2: (a) Verity drone in IKEA facility [1]; (b) Flytrex drone for aerial trans-
portation [2].

One prominent company in the field of inventory management drones is Verity.

Verity drones are specifically designed for industrial applications, including factory

inventory management. They solve the problem of inventory management errors in

large warehouses by automating most of the manual scanning process which can be

greatly impacted by labour shortages. These drones have been integrated into 16

different IKEA store locations across Europe [1]. It is only a matter of time before

we see them here in Canada.

1.1.4 Medical Needs

Drones are playing a crucial role in meeting medical needs, particularly in remote or

underserved areas. Companies like Zipline, Matternet, and Swoop Aero are actively

contributing to this field. Zipline has established a drone delivery network for medical

supplies in several countries, delivering blood, vaccines, and medications to healthcare

facilities in challenging terrains. An example being Rwanda, where Zipline became

the national drone service provider [17]. Matternet focuses on transporting laboratory

samples, medications, and supplies between hospitals and clinics using secure payload

containers. DHL and Swoop Aero have also conducted pilot projects, utilizing drones

to transport medical supplies, vaccines, and essential medications to remote areas,

improving healthcare access and reducing response times.
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(a) (b)

Figure 1.3: (a) Volocopters eVTOL urban taxi vehicle [3]; (b) A multirotor used for
irrigation [4].

1.1.5 Transportation of People

Multirotors, also known as eVTOLs (electric Vertical Take-Off and Landing aircraft),

are emerging as a potential mode of transportation for short-distance urban air mo-

bility. They have the capability to transport people in a vertical take-off and landing

manner, offering a new dimension to urban transportation.

Volocopter, known as the pioneer of urban air mobility, conducted its first manned

flight in 2011 with its eVTOL [18] and since then has conducted many test flights,

including public demonstrations with passengers aboard, to showcase the feasibility

and potential of multirotor transportation for urban mobility. They plan on launch-

ing commercial flights in Paris by summer 2024 and being a mode of transportation

for the Olympics during this time [3]. Apart from Volocopter, other companies such

as EHang, Lilium, Joby Aviation, and Airbus are also actively involved in the devel-

opment of multirotor aircraft for human transportation.

1.1.6 Summary

It is clear the rapid advancement of drones in various industrial sectors is driving

the demand for improved UAV performance and development. As a result, there is

a growing body of research from academia and an emergence of start-up companies

seeking to bridge the gap between research and real-world application.

However, the aforementioned sectors still face limitations in both academic and

industrial settings. With numerous sources of unknown disturbances, such as payload
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and aerodynamic, the flight dynamics of UAVs require robust controllers. While

many academic sources rely on complex modeling or focus on isolated disturbances,

practical applications call for a different approach.

In industrial UAVs, the payloads are typically restricted in size and mass, resulting

in negligible effects on flight dynamics. Consequently, standard linear control methods

prove inadequate, necessitating the adoption of robust-adaptive control techniques

to meet critical performance constraints. Achieving trajectory tracking under these

conditions requires UAV control systems that are both robust and capable of adapting

to varying forces to optimize overall performance. The present research endeavors to

address these challenges.

1.2 Research Problem and Contributions

This thesis aims to enhance the performance of quadrotor position tracking in the

presence of various disturbances commonly encountered in real-world applications.

These disturbances include aerodynamic effects such as wind disturbances and ground

effect, as well as variations in payloads during pick-and-place missions. While a

grasped payload affects the vehicle’s dynamics by altering the mass moment of in-

ertia, this work assumes it to be negligible and approximates it as a point mass.

Consequently, the payload primarily influences the vertical axis due to the added

weight on the multirotor.

The main challenge addressed in this work is dealing with the accumulation of mul-

tiple time-varying disturbances during position tracking missions. These disturbances

are treated as unmodelled dynamics acting on the system to avoid the complexity of

their explicit modeling. However, sophisticated adaptive-robust controller develop-

ments are required to sustain performance in such conditions. To accomplish this

goal, the research objectives can be summarized as follows:

1. Investigate state-of-the-art control algorithms utilized for disturbance handling,

specifically focusing on wind, ground effect, and varying payloads.

2. Derive a mathematical model for the quadrotor incorporating external distur-

bances for simulation and controller development.
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3. Develop a highly robust and innovative control solution to address various po-

sition tracking challenges posed by the discussed disturbances.

4. Discuss the proposed software tools required for simulation verification and

practical flight experiments.

5. Construct and evaluate a quadrotor rigid gripper mechanism for aerial pick-

and-place missions.

6. Derive the control solution and mathematically verify its performance through

rigorous Lyapunov stability analysis.

7. Validate the proposed algorithms through simulations, highlighting performance

objectives.

8. Experimentally verify the control solution in a multi-phase aerial transportation

mission.

These steps delineate the process for attaining the primary objectives of this

thesis. The significance of this research is twofold: it encompasses both practical

implementation and the advancement of control theory. While existing solutions

have primarily concentrated on managing and modeling individual disturbances, this

thesis tackles the more complex issue of effectively handling the accumulation of

multiple disturbances commonly encountered in real-world scenarios. Furthermore,

while existing literature confines the controller-observer pair presented in this thesis

to improving trajectory tracking, this research seeks to expand the scope by extending

the developed control solution to address manipulation tasks. Additionally, a novel

adaptive mechanism is proposed to enable the control algorithm of this research in

both theoretical and practical contexts. Further details are provided in Section 2,

with a comprehensive understanding gained through subsequent chapters.

1.3 Thesis Outline

The structure of the thesis is presented.



8

• Chapter 1 provides an overview of the practical background and motivation for

this research. It includes real-world examples of current and future drone tech-

nology problems, highlighting the need for improvements in position tracking

performance under disturbances.

• Chapter 2 contains a literature study, examining state-of-the-art solutions to

the problems found in literature. This exploration encompasses both hardware

and control theory domains, facilitating a thorough comparison between the

methods proposed in this study and those already established in literature.

• Chapter 3 derives the mathematical model of the quadrotor under time varying

disturbances used for simulation and model based controller development.

• Chapter 4 provides a comprehensive system overview, covering a range of soft-

ware tools including flight control firmware, the ground control station, and

simulation environments. Additionally, the discussion extends to the hardware

components, featuring details about the COEX Clover drone, sensors, and the

custom-built rigid gripper mechanism.

• Chapter 5 derives, presents, and mathematically verifies the proposed controller-

observer algorithm used in this work. The onboard control architecture is thor-

oughly explained, and the results of gain auto-tuning are presented.

• Chapter 6 tests the proposed control algorithms through extensive simulations

using strategic frameworks to verify the solution in the discussed control prob-

lems. A final multi-phase experiment is conducted to demonstrate the effective-

ness of this work.

• Chapter 7 draws conclusions based on the research findings and provides insights

into potential future work that can further enhance the understanding and

application of the proposed methods.



Chapter 2

Literature Review

This chapter explores state-of-the-art methods for multirotor load transportation and

control algorithms for handling disturbances in multirotor systems across various

real-world applications. The primary focus is on aerodynamic wind disturbances in

complex trajectory tracking, ground effect in low altitude flight, and varying payloads

in transportation tasks. Additionally, the chapter identifies unexplored application

limitations and presents a comparison between existing control solutions and the novel

ideas proposed in this thesis.

2.1 Multirotor Load Transportation

The research on multirotor aerial load transportation can be categorized into three

main segments. The first category involves the suspension of payloads, where the

payload is attached to the multirotor using a rope, cable, or rigid rod as illustrated

in Figure 2.1(a). These payloads are free to swing beneath the multirotor, creating

an underactuated system that significantly affects the vehicle’s flight characteristics.

From a control perspective, two primary areas of application emerge: algorithms for

generating minimum swing trajectories and anti-swing controllers.

Suspended payloads offer numerous advantages, including the capability to trans-

port loads of various sizes and shapes, or heavy payloads with the option to employ

multiple drones attached via cable connections. While this research primarily focuses

on active and precise interactions with the UAV’s environment, such as pick-and-drop

and search-and-transport applications, the quest for a more active gripper mechanism

becomes desirable. This requirement leads us to the second mode of transportation,

which involves the use of manipulator arms, as depicted in Figure 2.1(b). These arms

typically possess two or more Degrees of Freedom (DOF) and are generally fully ac-

tuated and compliant. However, achieving this level of control comes at the cost of

9
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(a) (b) (c)

Figure 2.1: The COEX Clover [5]. (a) Suspended payload; (b) Robotic manipulator;
(c) Rigid gripper.

increased complexity, regardless of the chosen control method. Moreover, full actua-

tion contributes to a higher system weight due to the increased number of actuators

[19]. The desire to minimize weight and reduce torsion has consequently driven the

use of relatively small end effectors, which significantly curtails the manipulators’

versatility and grasping capabilities [20].

The third and final method for aerial manipulation involves mounting a gripper

onto the UAV to grasp objects, as depicted in Figure 2.1(c). The grasped payload is

rigidly attached to the multirotor using a gripper, container or a fixed joint, effectively

increasing the mass of the vehicle, changing the mass moment of inertia of the system,

and possibly changing the center of gravity of the system [21]. This manipulation

technique forms the central focus of this thesis, with various design considerations

elaborated upon in the subsequent Section 2.1.1.

2.1.1 Payload Grasping

Aerial gripping poses a wide range of challenges including positional inaccuracies,

physical and energy constraints, disturbance handling and the ability to grasp a va-

riety of objects [22]. To compensate for positional inaccuracies and contact forces,

passive mechanical compliance is introduced [23] where a large self-centering work

envelop is also considered [24]. Some grasping applications use optical tracking sys-

tems to mitigate positional inaccuracies [25]. Energy conservation is considered in

[26] using magnetism and high holding forces. In-house cuboid object transportation
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has been considered [27] although autonomous transportation remains a problem.

Many of these works have compliance and adjustability in mind, however efficient

setup adaptability is not explicitly addressed.

Soft robotics [28] is being integrated with grippers to minimize contact forces in

high speed grasping [29]. Coupling this with 3D printed technology [30] has forwarded

an improved design strategy for aerial transportation. However, a large DOF system

is complex while modeling and optimization can be difficult. Linkage designs remain

common in manipulations [31, 32], where this highly developed area is found in UAV

perching [33] and gripping [34]. The scalability and adaptability of linkage designs

provide 6-DOF solutions for precision grasping [35, 36] using parallel actuation [25].

Although in these cases, a high degree of actuation makes adaptability challenging.

In [27], a miniature parallel jaw gripper was designed to transport cuboid like ob-

jects although, the complete system including the gripper, localization system, and

quadcopter were unable to successfully autonomously grasp object due to positional

deviations.

In light of this discussion, we adopt a 3D printed four-bar linkage design into a

rigid gripper controlled by a single servo motor. The parallel concept is implemented

in the form of parallel plates capable of transporting standard factory objects. The

linkage setup makes it scalable and the low degree of actuation allows for repeatable

and adaptable implementation. The overall system including the drone, light weight

gripper, and time synchronized data transmission system is targeted to allow for fully

autonomous indoor pick-and-place tasks and is presented in Chapter 4. Extensive

experimental studies are carried out to verify the functions of the gripper and the

seamless integration with the Clover drone.

2.1.2 Control Solutions

Successful payload grasping requires active interaction, especially in UAV pick-and-

drop applications. Research indicates that traditional PID control approaches have

shown limitations when applied to these tasks.

When the payload’s characteristics are well-known, the standard PID controller

or re-design of the PID controller often proves adequate for managing the additional

payload. This concept is exemplified in [37], where a navigation system equipped with



12

a gripper is used to transport a predetermined payload. Through the integration of a

PID controller alongside a feedforward term, effective compensation for the nonlinear

effects inherent in altitude dynamics, including the influence of the known payload,

is achieved. Furthermore, a study in [38] investigates stability bounds of the flight

controller for PID control on a helicopter. The study addresses the changes in mass

moments of inertia resulting from the act of grasping objects.

An unknown load can be compensated with the integral term I of PID [39], how-

ever increasing loads run the risk of instability. Most scenarios involve grasping

objects of an unknown load requiring an adaptive or robust control scheme that can

autonomously stabilize the quadcopter at varying altitudes under varying loads. An

Adaptive Robust Controller (ARC) was proposed in [39] to deal with parametric

uncertainty in altitude control. The controller estimates the mass of the vehicle to

use in the feedforward path. In the feedback path, Proportional Derivative (PD)

control and a robust control technique are used. It was proven in simulation that

this method outperformed classical PID control and could estimate the payload mass

fairly well. The varying payload mass problem was approached in [40] with add and

drop applications. The author designed and implemented a Model Reference Adap-

tive Control (MRAC) controller that adapts the control parameters to achieve an

acceptable convergence to the desired output tracking.

A fractional order sliding mode controller in [41] based on the back-stepping

method is designed to attenuate wind disturbances, load variation, and moment of

inertia changes. The load magnitude is estimated through an adaptive correction

coefficient applied to the mass parameter. Simulation outcomes underscore the con-

troller’s robust performance even in the presence of disturbances. Similarly, the scope

of this thesis centers on addressing multiple disturbances, encompassing load fluctua-

tions, wind gusts, and the aerodynamic forces encountered during low altitude flight,

commonly known as the ‘ground effect’. The ground effect phenomenon is explored

in the subsequent Section 2.1.3.

2.1.3 Multirotor under Ground-Effect

Recently, multirotor vehicles have been found operating close to hard surfaces in

mapping, manipulation, and facility operations. A key challenge when operating
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in confined spaces is handling reactive proximity effects, such as in-ground-effect

(IGE). This effect arises from the aerodynamic interaction of the down-wash from

the rotors with solid boundaries [42], resulting in increased thrust production that

can destabilize the quadcopter and compromise performance. An illustration of this

aerodynamic interaction can be seen in Fig. 2.2.

Figure 2.2: COEX Clover under ground-effect.

It has become an apparent challenge in low altitude dynamic grasping [43] with

extensive modelling conducted in [44]. However, the majority of manipulation and

grasping takes place at low speed or hover [45] which is the focus of this work. In

many cases, ground effect is intentionally avoided during grasping tasks, as discussed

in [46, 47]. This avoidance is primarily motivated by a desire to simplify the system

and concentrate on other research aspects. Nonetheless, maintaining stability under

these conditions remains crucial, particularly for rigid gripping tasks. Therefore,

the upcoming Section 2.1.4 will investigate control methods specifically targeted to

address this stability requirement.

2.1.4 Ground Effect Compensation and Disturbance Handling

Extensive research has been dedicated to developing mathematical models for sys-

tematic analysis of ground effect [44, 48, 49]. A common IGE model used in control
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applications is from [49], which is an adaptation of the Cheeseman and Bennett he-

licopter model [48]. However, altitude singularities are outlined in [50] and forward

velocity limitations.

To this end, various control techniques have been used to compensate these effects.

One approach involves PID gain scheduling [51], where gains are determined based

on the operating conditions. However, this method only guarantees local stability

and heavily relies on an IGE model. Adaptive methods such as MRAC can improve

altitude performance under ground effect [51], however in this case it relies on refer-

ence ground effect models in the form of a linear function or a series of radial basis

functions that were experimentally determined. Moreover, this method struggles to

adapt to arbitrary disturbances in multi-disturbance environments. Adaptive back-

stepping control [52] adjusts the empirical unknown parameters in the IGE model to

handle model uncertainty and improve IGE flight performance, although significant

disturbances like load variation are not considered. Similarly, an adaptive sliding

mode controller is presented in [53] that uses an adaptive law to determine a lumped

parameter including the empirical IGE model coefficient and unknown system mass

for the model based controller. The combination of this technique with the robustness

of the SMC compensates for modeling errors, thus enhancing flight performance IGE

with varying loads. However, performance may vary within low disturbance zones

depending on the gain selection.

Using an empirical IGE model as a compensator in the controller design through

the vertical thrust channel has improved the stability and tracking performance

[49, 53, 54]. In this case the model reduces the control input proportionally to the

ground effect kinetics acting on the quadrotor. Combining this with robust sliding

mode control [53, 54] suppresses modeling error, improves tracking, and ensures sta-

bility through proven theoretical analysis. Although, the performance response of

the multirotor IGE and out-of-ground-effect (OGE) may vary with gains that do not

adjust with the fluctuating disturbances.

Data-driven approaches such as those presented in [55] have demonstrated their

capability to encompass a variety of disturbance sources within the control loop, as

highlighted by research in [56]. Nevertheless, these methodologies often overlook ve-

locity considerations within the Gaussian models, which can constrain acceleration
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predictions and the handling of disturbances not encountered in the training data,

such as external wind perturbations. Gaussian processes, as discussed in [57], are

employed to address the challenges posed by variable payloads and ground effects

during low altitude grasping. In this context, the body frame velocity is incorporated

as a modeling feature. To further enhance performance, a Nonlinear Model Predic-

tive Controller (NMPC) is integrated. However, it’s important to note that external

disturbances are typically treated as constants in these approaches, necessitating ex-

tensive data sampling and retraining for adaptation across different platforms, as

indicated by findings in [58].

Table 2.1: Comparison of control strategies for disturbance handling.

Control
Method:
Sub method

Details Pros and Cons

Adaptive:
Backstepping
[52], sliding
mode [53],
robust [39],
MRAC [40, 59]

Adapt the controller to mass
variation, or the thrust co-
efficient, usually defined as
a model compensator with
an empirical coefficient to be
adaptively determined, or to
external forces in the presence
of the ground.

P: Adaptive methods can han-
dle varying platforms better com-
pared to empirically determined
ones, does not trade performance
for modeling accuracy.
C: Has trouble adapting to arbi-
trary disturbances.

Gain schedul-
ing and gain
redesign: PID
[37, 38, 51]

Gains are scheduled based on
known operating conditions
or determined from an IGE
model.

P: Uses non-model based simple
linear control.
C: Unable to adapt to changing
disturbances, performance is con-
fined to a restricted domain pre-
dicted by a limited model which
makes it undesirable for most real-
time applications.

Empirical
model with
Robust con-
trol: sliding
mode [54]

Empirical IGE model is used
to compensate GE forces and
a robust controller can cope
with parametric/modelling
uncertainty.

P: Robust against disturbances
and parametric uncertainty.
C: Varying performance with vary-
ing disturbance levels, chattering
phenomena.

Observer or
estimator-
based: IESO
[60], NDO
[50], HOSMO
[61, 62, 63]

Uses an observer/estimator to
observe/estimate the unmod-
eled external disturbances and
feed it into the control input
for compensation.

P: Estimation of states and distur-
bances, great transient response,
little modelling required.
C: Sensitive to noise (observer),
computationally expensive (esti-
mator).

Learning
Methods:
Gaussian
[55, 56] +
NMPC [57]

Determine data driven models
using Gaussian process regres-
sion to improve control

P: Reliable performance improve-
ment in a repeated setting.
C: Requires sophisticated data
sampling, trouble adapting to new
environments and disturbances.
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Observer-based methods increase robustness under an accumulation of arbitrary

disturbances. An integral extended state observer (IESO) [60] aids IGE compensation

with a control scheme that cannot handle the disturbance by itself. A nonlinear

disturbance observer (NDO) [50] is applied to the quadcopter system to observe and

estimate the IGE including both the forces and torques it causes on the system.

These methods primarily aim to improve the flight IGE rather than focusing on

manipulation tasks. However, they incorporate observers that can estimate various

forms of disturbances, including wind gusts and varying payloads.

The HOSMO is widely used robust observer that is capable of providing state

information and external disturbance estimation. References such as [61, 62, 63] use

it to estimate and compensate time varying external wind disturbances on the system.

It has not been tested in UAV manipulating tasks, which is part of the contribution

of this thesis.

A summarized overview of control methods can be found in Table 2.1. It should

be noted that many of these methods can be categorized into multiple sections, where

the topic focus with reference to application and controller development varies signif-

icantly across different literature sources.

2.2 Background Theory

This section introduces the fundamental background theory required to understand

the controller and observer development in subsequent sections along with their the-

oretical proofs.

2.2.1 Lyapunov Stability

The Lyapunov stability conditions are a set of mathematical conditions that allow

us to determine the stability properties of an equilibrium point or a trajectory of a

dynamical system. These conditions rely on the existence of a Lyapunov function,

which is a scalar function that describes the energy of the physical system.

The basis of Lyapunov theory can be described as follows. Consider the au-

tonomous nonlinear system ẋ = f(x). It is said to have a Lyapunov function V (x) if in

a ball BRo , denoting a spherical region and domain of attraction defined by ||x|| < Ro

in state space, it is positive definite V (x) > 0; has continuous partial derivatives; and
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its time derivative along any state trajectory of the system is negative semi-definite

V̇ (x) ≤ 0. Local asymptotic stability is guaranteed for the equilibrium point x = 0 if

the following conditions can be met for V (x) [64]:

• V (x) is positive definite (V (x) > 0 locally in BRo)

• V̇ (x) is negative definite (V̇ (x) < 0 locally in BRo)

The stability at the origin x = 0 can be extended globally (BRo extended to the

whole state-space) if V (x) is radially unbounded. This occurs if the following condi-

tions are met [64]:

• V (x) → ∞ as ||x|| → ∞ (x tends to infinity in any direction).

A few other stability definitions are used within this thesis and they are listed

below, where the origin x = 0 for the system is (locally) globally [65]:

• Finite-time stable, if all trajectories starting in (a neighborhood of x = 0) R2

converge to x = 0 in finite time.

• Robustly stable, if all trajectories starting in (a neighborhood of x = 0) R2

converge to x = 0 under perturbations vanishing at the origin.

• Exactly stable, if all trajectories starting in (a neighborhood of x = 0) R2 con-

verge to x = 0 in finite time, under perturbations that are non vanishing at the

origin.

Nonlinear controller design using Lyapunov theory can be done in two main ways.

The first method involves hypothesizing a Lyapunov function then searching or a

control law that will satisfy the stability conditions. An example can be found in

[66] where adaptive gains for the recursive HOSMO (the HOSMO in this thesis is

non-recursive) are derived from the Lyapunov function candidate to satisfy the sta-

bility conditions. In contrast, the adaptive gains for the AHOSMO in this thesis are

assumed in a certain form and a Lyapunov function is found to justify the choice.
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2.2.2 Exact and Robust Observer

An exact differentiator is developed in [67] for some input σ(t) meaning is provides

the true derivative σ̇(t) absent of noise. As stated in [68] the differentiator can also be

called robust for σ(t) if the output tends uniformly to the true derivative σ̇(t) when

the input tends uniformly to σ(t) in the absence of noise.

The Super-Twisting algorithm used in this work is a discontinuous exact and

robust second order algorithm. The observer is a higher third order system being

able to exactly estimate the first and second order derivatives of the system, or the

velocity and bounded external perturbations.

2.2.3 Lipschitz Condition and Diffeomorphism

Lipschitz Condition

Consider a function f(t, x) that is continuous on [t0, t0 + δt], (δt ≥ 0), it is said to be

locally Lipschitz if

||f(t, x)|| ≤ c,

||f(t, x1)− f(t, x2)|| ≤ L||x1 − x2||,
(2.1)

for c, L ≥ 0 such that x, x1, x2 ∈ Br(x0) where Br(x0) = {x ∈ X | ||x − x0|| ≤ r} for

any t ∈ [t0, t0+ δt] where X is a Banach space (any concrete space of functions). Any

such L is referred to a Lipschitz constant for (2.1) [69]. Any function with a bounded

first derivative must be Lipschitz, where f is locally continuous, and if no value of

L satisfies (2.1) then the function is non-Lipschitz and its derivative is not bounded.

Conditions in (2.1) must be fulfilled for all x1, x2 ∈ X corresponding to r → ∞ to be

globally Lipschitz.

Diffeomorphism

A diffeomorphism is used within the observer gain definition to robustify it against

disturbances. The formal definition is given as [70]:

• A diffeomorphism Φ: L → Z with L,Z ⊆ Rn is a one-to-one (bijection) con-

tinuous/smooth differentiable map or manifold, and its inverse Φ−1 exists and

is smooth.
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It is easy to check whether it is a local diffeomorphism by using the [64, Lemma 6.2].

2.2.4 Homogeneity

It is important to recall some definitions on homogeneity (see [71] for continuous

systems). The definitions are as follows

• A function V : Rn → R, x ∈ Rn is homogeneous of degree q ∈ R if V (κr1x1, ..., κ
rnxn) =

κqV (x), ∀κ ∈ R, κ > 0 with weights r = [r1, ..., rn]
T ∈ Rn.

• The vector field f : Rn → Rn, f(x) = [f1(x), ..., fn(x)]
T (respectively, the vector-

set field F(x) ⊂ Rn) is homogeneous of degree q if for every fi is homogeneous

of degree q + ri.

• A differential inclusion ẋ ∈ F (x), is homogeneous of degree q if its vector-set

field F is homogeneous of of degree q.

A homogeneous Lyapunov function is used to prove the stability of the non adap-

tive observer in later sections. This was eventually generalized to a family of homo-

geneous Lyapunov functions in other literature [72, 73].

A class of homogeneous systems

According to [73] the Lyapunov function for the proposed observer must belong to

a particular class of functions Generalized Forms (GF). This is defined as follows.

Let F : Rn → R be a homogeneous function of degree m with a homogeneity weight

vector r = [r1, ..., rn]
T ∈ Qn and let the numbers κ ∈ R and ρ ∈ Q. F is said to be a

GF if it is only expressed as sums and products of the following form:

Fi =
n∑

j=1

κj�xj�ρj +
s∑

k=1

κk

n∏
j=1

�xj�ρk,j . (2.2)

It is common to see these functions appear in finite-time observers and controllers such

as the Super-Twisting Algorithm and High Order Sliding Mode Observer/Controller

(observer in this thesis).
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2.3 Contributions Summary

The main control application contributions of this thesis are summarized as follows.

Develop an adaptive robust control strategy that achieves stable position track-

ing under time varying perturbations. Refine this control problem to stable altitude

control in a multi-disturbance UAV application involving ground effect and varying

loads from low altitude grasping tasks. The accumulated disturbances and process

dynamic uncertainty is compensated for with an AHOSMO and high performance

trajectory tracking is accomplished with a STSMC that is robust against these condi-

tions. The chattering phenomena is attenuated by using the super twisting algorithm

paired with disturbance cancellation from the AHOSMO. This control design is novel

in the following ways. First, an adaptive law is proposed for the HOSMO, enabling

the observer to estimate and compensate bi-directional disturbances. This adaptive

approach minimizes the control effort in both low and high disturbance zones, com-

monly found in aerial pick-and-place tasks. As a consequence, optimal performance

is achieved within IGE and OGE regions. The adaptive law minimizes noise sensi-

tivity that is common in high gain observers. Detailed Lyapunov stability analysis is

provided to highlight that finite time convergence properties are maintained with the

adaptive law. To the best of our knowledge, the HOSMO has been limited to unidi-

rectional adaptive laws assuming constant or increasing disturbances, which is not the

case in most UAV applications. Second, we combine the AHOSMO with the STSMC

removing the single gain condition from this controller-observer pair [74]. Likewise,

to our best knowledge this controller-observer pair has been limited to flight improve-

ment outside of manipulation tasks. Finally, we demonstrate the proposed control

algorithm in multi-phase simulations and experiments to rigorously analyze the ben-

efits of the key aspects of our control design relative to the widely used PID control

within a targeted condition framework involving ground-effect and payload handling.



Chapter 3

System Modeling

This chapter will derive the nonlinear model of a quadrotor UAV along with providing

an empirically determined ground effect model, which will be used in subsequent

sections for simulating the vehicle and designing controllers. The quadrotor used in

this project is the COEX Clover 4.2. This quadcopter is configured in the X shape,

where the front of the vehicle is positioned between two of the propellers, as illustrated

in Fig. 3.1(a).

The chapter begins by defining different coordinate frames and providing an

overview on quaternions, which are used to represent the vehicle’s attitude. Finally,

the chapter describes the equations of motion for the 6DOF and the various forces

and moments acting on the vehicle including wind disturbances, varying payloads,

and ground effect.

3.1 Coordinate Frames

Consider the 6DOF COEX Clover quadcopter in Fig. 3.1(a), the unit vectors on the

Clover are located at the center of mass and make the body-fixed reference frame

forming the rotation matrix Rv = [�bx �by �bz] ∈ SO(3). This matrix gives the

transformation from the body-fixed reference frame to the North-East-Down (NED)

inertial reference frame {�ix �iy �iz}. The modelling assumes a non-rotating, flat earth,

which is valid considering the quadrotor’s operation over short distances. Typically,

the origin of the inertial frame aligns with the quadrotor’s takeoff location, where the

x-axis points North, the y-axis aligns with East, and the z-axis coincides with the

Down direction. The body frame’s orientation relative to the inertial frame involves

both a displacement from the origin and a rotation, fully describing the quadcopter’s

6-DOF.

All of the high-level algorithm development discussed in Chapter 4 for autonomous

flight testing is conducted in the East-North-Up (ENU) reference frame. However,

21
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(a) (b)

Figure 3.1: (a) Coordinate frames; (b) Body reference frame angular terminology.

existing software plugins automatically implement the reference frame transformation

to the NED frame which low-level controller development operates in.

3.2 Quadrotor Modelling

A quadrotor can be modelled as a rigid body with 6DOF, which includes three trans-

lational DOF and three rotational DOF. This modeling assumes that the quadrotors

motion is purely translational and rotational without any significant deformation or

flexibility.

This thesis is focused on designing and implementing an adaptive robust control

strategy within the position control module in the PX4 flight stack, to track reference

positions and their rates therefore the position dynamics are the main modelling

focus. However, both attitude representations, in the form of Euler angles [75] and

quaternions are referenced in this work where the output from the proposed control

methods are converted to quaternion setpoints for the angle controllers. Therefore, a

brief overview of both are given.

3.2.1 Euler Angles

Describing the attitude of a rotating body with a body-fixed axis is approached

through the use of Euler angles ψ, θ, and φ which correspond to yaw, pitch and
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roll respectively. This can be done by applying three consecutive rotations mapping

linear space �i ∈ R3 to linear space �b ∈ R3.

Three Euler angle rotations are applied in a predefined order to rotate from the

inertial to body frame. The Euler 3-2-1 sequence is used to parameterize the rotations

for this work. An illustration can be found in Fig. 3.1 where the resulting rotation

matrix Rv from the body-fixed frame to the inertial reference frame is given as

Rv =

⎡
⎢⎢⎣
cos θ cosψ sinφ sin θ cosψ − cosφ sinψ cosφ sin θ cosψ + sinφ sinψ

cos θ sinψ sinφ sin θ sinψ + cosφ cosψ cosφ sin θ sinψ − sinφ cosψ

− sin θ sinφ cos θ cosφ cos θ

⎤
⎥⎥⎦ .

(3.1)

Using the inverse mapping condition Rbi = (Rv)
T = (Rv)

−1, one can obtain the

transformation matrix from the inertial frame to the body fixed reference frame.

3.2.2 Quaternions

Quaternions are hyper-complex mathematical entities used to represent rotations in

three-dimensional space, where every rotation of a rigid body is equivalent to a single

rotation about a fixed axis. Consider a unit vector �r = [rx ry rz]
T and a rotation

about this vector by some value β in Fig. 3.2.

Figure 3.2: Rotation about a unit vector.

Based on this rotation, a unit quaternion q = [q0 q1 q2 q3]
T is defined as



24

q = [q0 q1 q2 q3]
T =

[
q0

qv

]
=

[
cos

(
β
2

)
�r sin

(
β
2

)
]
∈ S3, (3.2)

where S3 = {q ∈ R4 | qTq = 1}. Quaternions consist of two components, the first

being a scalar q0 which gives the rotation angle β, and a vector qv = [q1 q2 q3]
T giving

the quaternion imaginary components.

The norm satisfies the following

||q|| =
√
q20 + q21 + q22 + q23 = 1, (3.3)

making it a unitary length.

Inverse Quaternion

The conjugate of a quaternion is defined as q∗ = [q0 − qv]
T which can be thought

of as the inverse rotation of a quaternion that describes the transformation from one

coordinate frame to another q∗ = q(�r,−β). The formal definition of the inverse is

given as q−1 = q∗
||q|| and for a unit quaternion the inverse is given as

q−1 = q∗ =

[
q0

−qv

]
. (3.4)

Quaternion Multiplication

Multiplication of two quaternions qa and qb is performed by using the the Kronecker

product, denoted as ⊗, where qb = [qb,0 − qb,v]
T represents one rotation and qa =

[qa,0 − qa,v]
T represents another rotation. The combined rotation is given as [76]

qb ⊗ qa =

[
qb,0qa,0 − qT

b,vqa,v

qb,0qa,v + qa,0qb,v + qb,v × qa,v

]
, (3.5)

where× represents the cross product, and quaternion multiplication is non-commutative.

3.2.3 Kinetics

The kinetics of a quadrotor involves the study of the forces and torques acting on it,

and how it responds to various inputs. Kinetics is concerned with how these forces
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and torques interact with the quadrotor’s mass and inertia, and how they affect the

quadrotor’s motion and stability.

With the quadcopter assumed to being a rigid body, the Newton-Euler equations

can be used to describe its dynamics as shown

Fb = mV̇b +Ωb×(mVb), (3.6)

Mb = IΩ̇b +Ωb×(IΩb), (3.7)

where

Fb = [F x
b F y

b F z
b ]

T , (3.8)

Mb = [Mx
b My

b M z
b ]

T , (3.9)

are the forces and moments acting on the quadcopter in the body frame. Term

Ωb ∈ R3 is the angular velocity in the body-fixed reference frame and Vb ∈ R3 is the

linear velocity in the body frame given as

Vb = [V x
b V y

b V z
b ]

T , (3.10)

Ωb = [Ωx
b Ωy

b Ωz
b ]

T . (3.11)

The total mass of the quadcopter is labeled by m ∈ R and I ∈ R3×3 is the mass

moment of inertia matrix given by

I =

⎡
⎢⎢⎣
Ixx Ixy Ixz

Ixy Iyy Iyz

Izx Izy Izz

⎤
⎥⎥⎦ . (3.12)

The quadcopter is assumed to be symmetrical about the XZ and YZ planes.

Therefore, the inertia matrix simplifies to

I ≈

⎡
⎢⎢⎣
Ixx 0 0

0 Iyy 0

0 0 Izz

⎤
⎥⎥⎦ . (3.13)
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3.3 Forces and Moments

There is a wide variety of forces and moments acting on the vehicle including the

thrust from actuators, gravity, aerodynamic, and payload. The total forces and mo-

ments are given by

Fb = FT
b + FG

b + FA
b + FP

b , (3.14)

Mb = MT
b +MG

b +MA
b +MP

b , (3.15)

where the subscripts T, G, A, and P stand for thrust, gravity, aerodynamics, and

payload effects respectively.

3.3.1 Thrust

It has been shown that the thrust force generated by each motor propeller pair denoted

as Ti where i = {1, 2, 3, 4} is proportional to the square of its rotational speed kωi

[44]. The proportionality constant k can be experimentally determined for a specific

quadcopter.

Another method includes identifying a first order lag model [77] with its dynamics

given as

Ṫi =
−Ti + TiR

τ
, (3.16)

where TiR is the reference thrust and τ is the model time constant for each motor.

Virtual actuators are defined to allow extensive actuator configurations within

the aircraft and follow a fixed-wing UAV convention. They are referred to as the

thrust, aileron, elevator, and rudder respectively and for a quadrotor in the cross

configuration, such as the Clover, they are defined as

δT = T1 + T2 + T3 + T4, (3.17a)

δA =
1√
2
(−T1 + T2 + T3 − T4), (3.17b)

δE =
1√
2
(T1 − T2 + T3 − T4), (3.17c)

δR = T1 + T2 − T3 − T4. (3.17d)
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A mixing matrix can be defined which transforms the virtual actuator commands

to the real actuator commands. From (3.17a)−(3.17d), the mixing matrix for the

cross configuration quadrotor is

⎡
⎢⎢⎢⎢⎢⎣
δT

δA

δE

δR

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 1

− 1√
2

1√
2

1√
2

− 1√
2

1√
2

− 1√
2

1√
2

− 1√
2

1 1 −1 1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣
T1

T2

T3

T4

⎤
⎥⎥⎥⎥⎥⎦ . (3.18)

The resulting forces and moments produced by the actuators from these commands

are

FT
b = δT�bz (3.19)

MT
b = dδA�bx + dδE�by +RNδR�bz, (3.20)

where d is the distance from the actuator to the center of mass, and RN is the

virtual yaw moment arm coefficient. This coefficient can be determined from rotor

drag point force method, blade element theory, or from experimental results. Each

method requires some form of data and physical evaluation of the target system.

Unlike many research drones, the COEX Clover is a newer one on the market

with little to no modelling evaluation on the physical system. In the context of this

work, MATLAB/Simulink simulations are used as a proof of concept for controller

development. Given the focus on controller assessment, a comprehensive modeling

effort, especially involving a detailed motor model, was beyond the scope of this

testing phase. However, the absence of detailed modeling presents an avenue for

future research and development endeavors. To support simulation-based evaluations,

the Gazebo simulator developed by COEX replicates the looks and performance of

the real Clover drone, however, the physical characteristics adopt the properties of the

Iris quadrotor, including motor plugin values such as rotor drag and a time constant.

3.3.2 Ground Effect and Aerodynamic Forces

Modeling and compensating for aerodynamic forces and moments on a vehicle pose

significant challenges due to their inherent complexity. Consequently, many studies

in the literature tend to overlook the modeling of these forces in order to simplify the
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system. However, recent advancements in high-speed performance applications have

underscored the necessity of considering factors such as rotor drag [78]. This thesis

directs its attention towards the aerodynamic interaction referred to as ground effect,

which manifests at low altitudes as previously discussed in Section 2.1.3. Additionally,

the research presents a common wind model used for position dynamic simulation

testing.

Ground Effect

Ground effect results in a higher thrust output at a given thrust command (see Fig.

3.3), which can have destabilizing effects at low altitudes.

Empirical thrust measurements helped develop an IGE model for multirotors, as

documented in [44, 49, 58, 59], and is mathematically represented in the following

G(z) ≈ 1

1− ρ
(

r
4zr

)2 , (3.21)

where zr = zm − zd is the rotor altitude, or for the motion capture system, the

difference between the OptiTrack marker readings zm and constant height offset from

the markers and rotors zd. Term r is the rotor radius and ρ is a correction coefficient

adapting the single rotor model from [48] to a multirotor model that varies with

Figure 3.3: Ground effect vs. zr/r for Clover hovering experiments (r = 0.0635m)
from PX4 logged data analysis.
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Table 3.1: Empirical ground effect model parameter from various sources.

Quadrotor ρ

COEX Clover 4.6
Flycker MH750 [49] 8.6
Hummingbird [44] 3.4
CrazieFlie [59] 3.315

platform [59]. It has been illustrated that a prior knowledge of G(z) allows for the

possibility to compensate the harmful impacts of ground effect [58]. Sophisticated

experimental procedures are conducted to estimate ρ to minimize the mean square

error in (3.21) [49] and accurate results require measurement of the output thrust

generated through setup [59] or a motor model [44]. An approximate method involving

logged input acceleration ainPX4 and filtered output acceleration aoutPX4 from the PX4

uLogs was used for the Clover results in Fig. 3.3 (more details in Appendix A) to

provide a simulation ground effect model with comparable results to other literature

in Table 3.1.

In contrast to other approaches, the controller design in this study avoids relying

on a ground effect model. Instead, a robust controller and an adaptive observer

are devised to effectively address the uncertainties associated with this phenomenon,

thereby providing a comprehensive solution for system disturbances. Consequently,

the ground effect is represented as an additional aerodynamic force, considered as an

external system disturbance ξz, within the vertical dynamics of the system.

Dryden Wind Gust Model

A Dryden wind gust model [79] is used to produce time varying disturbances for the

position dynamics. This is calculated with

vw(t) = v0w +
n∑

i=1

aisin(Ωit+ ψi), (3.22)

where vw(t) is a time-dependent estimate of the wind vector in the inertial frame with

Ωi and ψi being the randomly selected frequencies and phase shifts respectively, n

is the number of sinusoids, ai is the amplitudes of the sinusoids and v0w is the static

wind vector.
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As mentioned in [80], aerodynamic modelling proves to be quite difficult when

aiming to express the forces and moments on the vehicle in terms of the vehicle

velocity relative to the free stream. This is done through quadrotor aerodynamics,

which develops thrust and moment relations from blade element theory [81] utilizing

geometry, rotor thrust coefficients, and rotor torque coefficients. This theory can also

be used to determine the virtual yaw moment arm coefficient [82] discussed in Section

3.3.1.

This thesis applies (3.22) directly into the position dynamics represented as an

unknown external disturbance ξ in the inertial frame to be compensated for with the

proposed control method.

Remark 1. These assumptions do not encompass the full physical characteristic in-

fluence from wind gusts on a physical system, however, the performance improvements

from this implementation will demonstrate viability and point towards improvements

on real-time robotic systems. Also, the Gazebo simulator, being the next stage of test-

ing, incorporates realistic wind gust plugins to evaluate the performance under these

conditions before hardware testing. The disturbance moments produced are handled

by the PID attitude control module in PX4.

Payload

Consider the payload grasped by the rigid gripper in Fig. 3.4. Unlike a suspended

payload, or the use of a robotic manipulator, the mass is rigidly connected to the

Figure 3.4: Rigid gripper grasping target payload with the COEX Clover [5].
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quadrotor via a gripper and it can be modelled as a point mass attached to the body

of the quadcopter. This assumption is valid when the size of the payload is small

compared to the size of the quadcopter, and in this case the grasped payload mainly

affects the vertical axis of the vehicle as the weight is combined with the multi-rotor.

With these assumptions, the additional payload is considered a variation of the

total system mass which is treated as an additional unmodelled payload dynamic

within the vertical thrust channel, or an external disturbance represented by ξz.

3.3.3 Kinematics

Quadrotor kinematics encompasses the study of the quadrotor’s motion and posi-

tioning within three-dimensional space. This domain includes the characterization

of both the quadrotor’s translational and rotational motion, along with its velocity,

acceleration, and orientation. The attitude of a rigid body is often defined by a rota-

tion between a reference coordinate frame and a body-fixed coordinate frame. This

transformation enables access to inertial linear velocity and position, both of which

are significant aspects of interest.

Attitude Dynamics

To establish a comprehensive understanding of the quadrotor’s kinematic states, it is

crucial to establish a relationship between quaternions and other variables. Specifi-

cally, the alteration rate of quaternions can be associated with the quadrotor’s body

angular velocity as outlined in Equation (3.23)

q̇ =
1

2
q⊗ Ω̄b =

1

2

⎡
⎢⎢⎢⎢⎢⎣
q0 −q1 −q2 −q3

q1 q0 −q3 q2

q2 q3 q0 −q1

q3 −q2 q1 q0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣
0

Ωx
b

Ωy
b

Ωz
b

⎤
⎥⎥⎥⎥⎥⎦ , (3.23)

where Ω̄b = [0 Ωb]
T and q = [q0 q1 q2 q3]

T is the normed quaternion attitude vector.

The final rotational dynamics are given as

IΩ̇b = −Ωb × (IΩb) +MT
b +MD

b . (3.24)

The term MT
b ∈ R3 is the control moment vector, MD

b ∈ R3 is the moment produced
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by external disturbances and −Ωb × (IΩb) accounts for the conservation of angular

momentum.

The attitude, represented by quaternions, can be used to transform body frame

dynamics to the inertial frame ones and vice versa. Consider a vector H ∈ R3, which

is represented by Hi in �i and Hb in �b. The transformation from �b to �i is defined as

[
0

Hi

]
= q⊗

[
0

Hb

]
⊗ q∗. (3.25)

The Euler angles in (3.1) suffer from singularities which can be a problem with

quadrotor acrobatic maneuvers. Quaternions avoid this shortcoming and also reduce

floating-point calculations benefiting onboard micro-controllers [76].

Position Dynamics

In the body frame, the forces defined in (3.8) are equal to gravity FG
b , the total thrust

from the rotors FT
b and the external aerodynamic FA

b and payload FP
b forces

mV̇b +Ωb×(mVb) = FG
b + FT

b + FA
b + FP

b .

In the inertial frame, the Ωb×(mVb) term is nullified. Considering the ground

effect model (3.21), then the translational dynamics are given by

ṗ = v, (3.26)

v̇ = ge3 −G(z)fRve3 + ξ(p, ṗ), (3.27)

where p = [x y z]T and v = [vx vy vz]
T are the position and velocity in the inertial

frame, respectively, f is the mass normalized collective thrust, e3 = [0 0 1]T ∈
R3, where −fRe3 ∈ R3 is the total thrust in the inertial reference frame, and ξ ∈
R3 includes external disturbances, measurement uncertainty, and uncertainty in the

process dynamics.

This work assumes G(z) is an unknown aerodynamic force that increases thrust

and can be included in the system uncertainty ξ(p, ṗ) giving each position dynamic
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as

ẍ(t) = fb1z + ξx(x, ẋ), (3.28)

ÿ(t) = fb2z + ξy(y, ẏ), (3.29)

z̈(t) = g − fb3z + ξz(z, ż), (3.30)

with a superscript indicating an individual element of �bz.

3.4 Summary

In this chapter, the mathematical model of a quadrotor with a rigid load transporta-

tion system was derived with various real world disturbances discussed. The control

problem is refined to handling position dynamic tracking under force disturbances,

and a block diagram of this is represented in Fig. 3.5. The derived models pro-

Figure 3.5: Position dynamic simulation architecture for controller prototyping and
verification.

vide a base for simulating similar systems with different parameters and disturbance

considerations to aid in the controller design.



Chapter 4

System Overview

This chapter presents a comprehensive analysis of the system employed in this the-

sis research, encompassing software, simulation, and experimental components. It

covers various aspects, including high-level control modules, sensors, simulation en-

vironments, experimental test setups, and drone load transportation designs. By

delving into these areas, a thorough understanding of the entire system is achieved.

4.1 PX4 Flight Control Stack

PX4 is an open-source, full-featured, and flexible autopilot system used for controlling

unmanned vehicles, such as drones, airplanes, and rovers. It is designed for high-

performance computation and real-time control, making it ideal for complex aerial

and ground robotic applications. PX4 consists of a modular architecture consisting

of several modules, including the flight control module, communication module, and

sensor module. The basic architecture of the PX4 flight stack is shown in Fig. 4.1.

Figure 4.1: PX4 system architecture.

These modules communicate with each other through a middleware called uORB.

34
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It is a lightweight, high-performance, publish-subscribe communication system de-

signed specifically for real-time and embedded applications making the system asyn-

chronous.

4.1.1 Estimator

PX4 uses an Extended Kalman Filter (EKF) responsible for combining the mea-

surements from various sensors to estimate the vehicle’s state, including its position,

velocity, attitude, and sensor biases. The EKF is designed to handle different time

delays and data rates by making use of a delayed time horizon which is common in

UAV applications. Typically, the estimator runs at 1 kHz and publishes the estimated

states at 250 Hz.

4.1.2 Controllers

PX4 employs classical linear PID controllers for unmanned vehicle control. The con-

troller architecture follows a cascaded loop structure, which includes inner attitude

and outer translational controller modules. The inner attitude controllers operate at

a rate of 250 Hz, which is in sync with the estimated states obtained from the EKF.

The outer translational controllers operate at a rate of 50 Hz. This architecture is

discussed in depth in Chapter 5.

4.1.3 Simulation

PX4 supports SITL and Hardware-in-the-Loop (HITL) simulations for unmanned

vehicle system development and testing. It runs on various platforms like the NuttX

Real-Time Operating System (RTOS) and other POSIX-compliant platforms such as

Linux, enabling code testing on a computer before deployment. Using the Gazebo

simulator, PX4 performs realistic physics simulations. In SITL, both the model and

flight controllers run on the development machine, while HITL runs the model on

the machine and flight controllers on the hardware. SITL tests algorithms during

development, while HITL ensures their compatibility with constrained resources on

the target hardware. This thesis focuses on SITL testing, but successful HITL has

been achieved with modified firmware.
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4.1.4 PX4 Modifications

The following modifications were made within the PX4 firmware for this project:

• The cascaded position control module was modified to use the proposed control

methods in Chapter 5.

• Custom uORB topics were made to log a large variety of data for the analysis of

the control improvement in Chapter 5 including observer estimation, observer

estimation error, acceleration control input, and trajectory tracking error.

• Meta parameters were created to allow the user to tune the controller/observer

gains through QGroundControl.

The modifications were made using PX4 firmware version 1.13.0, and this version

was subsequently flashed onto the flight controller. Notably, this version corresponds

to the one utilized by the Gazebo simulator, ensuring transferability of the modifica-

tions between the simulation and the physical drone.

4.2 Software Components

This section explores the high level software applications used in this work such

as QGroundControl, ROS, and MAVROS. The discussion provides insights into the

functionality and significance of these software applications, shedding light on their

roles in enabling efficient communication and control through the implementation of

the MAVLink protocol.

4.2.1 QGroundControl

QGroundControl is the open source ground control station used with PX4 to manage

and monitor the COEX Clover in simulation and experiment. It provides a user-

friendly interface for configuring and controlling the Clover, as well as visualizing

flight data in real-time.

One of the key features of QGroundControl is its ability to perform sensor calibra-

tion and component calibration. This includes calibrating sensors such as accelerom-

eters, gyroscopes, and magnetometers, as well as calibrating components such as
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motors and radio controllers. These calibrations ensure that the Clover is operating

correctly and can help to prevent issues such as drifting or instability during flight.

QGroundControl also provides tools for modifying firmware such as setting con-

troller gains and configuring the onboard EKF for sensor fusion which is an integral

part of this work. Flight log analysis requires access to the ulog files, which are binary

log files used by PX4 to store flight data and can be downloaded using QGround-

Control. This data includes telemetry, sensor readings, and flight control commands,

among other things. All of the results from SITL simulation and experiment are

obtained from these logs.

QGroundControl can connect to the flight controller with a direct USB connec-

tion, or over WIFI with either a TCP or UDP Protocol. The wireless connection is

illustrated in Fig. 4.2.

Figure 4.2: Practical flight setup with RC controller and ground station computer.

4.2.2 ROS

Robot Operating System (ROS) is an open-source framework for building robotic

applications. It provides a flexible and powerful platform for developing and deploying

robot software. ROS is not an operating system in the traditional sense but rather

a collection of software libraries and tools that can run on various operating systems

such as Linux and macOS.

One of the key features of ROS is its communication framework for robotic ap-

plications. ROS uses a publish-subscribe message system, as shown in Fig. 4.3 to

enable communication between different components of a robotic system. Nodes are
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individual processes that perform specific tasks and communicate with each other by

publishing and subscribing to topics. Topics are named buses over which messages

are sent and received.

Figure 4.3: ROS communication framework.

ROS provides a wide range of libraries and tools for developing robotic applica-

tions, including libraries for computer vision, motion planning, and simulation. In

this work it is used for high-level external control of the vehicle to provide advanced

functionality in the areas that QGroundControl lacks with relation to control.

4.2.3 MAVLink and MAVROS

The Micro Air Vehicle Link (MAVLink) communication protocol is a lightweight

and widely adopted protocol used for communication between unmanned systems,

including drones, and ground control stations. It provides a common language and

structure for exchanging telemetry, control commands, and other system information.

MAVLink uses a packet-based protocol where data is organized into messages. It

can operate over various communication channels such as serial links, UDP, or even

wireless protocols. In ROS, the MAVROS (MAVLink + ROS) package provides a

MAVLink bridge, enabling communication between ROS nodes and the COEX Pix

flight controller. Serving as middleware, MAVROS effectively translates ROS mes-

sages into MAVLink messages and vice versa. This translation capability allows for

efficient communication and data transmission to control the drone, receive telemetry

data, and implement higher-level autonomy algorithms presented in this work.
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4.3 Simulation Environment

Two simulation environments are used (Fig. 4.4(a)), namely MATLAB/Simulink

and a PX4 powered Gazebo simulator. PX4 is developed in the C++ program-

ming language, making the design and testing of control algorithms slow and tedious.

Therefore, making use of MATLAB/Simulink provides an environment for rapid de-

velopment and implementation of the proposed control methods. This stage of testing

is essentially a ‘proof of concept’ where quick development and testing can be com-

pleted to verify the desired characteristics before implementing in C++ and Python

based environments such as PX4 and ROS.

When the control algorithm concept is accomplished in MATLAB/Simulink, it is

then converted to C++ for integration into the PX4 environment and tested in the

Clover Gazebo simulator (Fig. 4.5). When verified, the modified PX4 firmware is

built and flashed to the COEX Pix on the COEX Clover for practical flights tests

(Fig. 4.4(b)).

(a) (b)

Figure 4.4: (a) MATLAB/Simulink and Gazebo simulation architecture block dia-
grams; (b) Practical system flight architecture diagram.

Remark 2. While the COEX Clover Gazebo Simulator takes on the physical char-

acteristics of the Iris drone, it provides a safe and reliable testing environment before

hardware implementation. The same firmware that controls the drone also powers this

simulator and when verified in this environment, it will most likely work in a similar

fashion on hardware.
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4.3.1 MATLAB and Simulink Simulation

The quadrotor position dynamics including the ground effect disturbance model de-

rived in Chapter 3 are modelled in Simulink where the proposed control methods in

Chapter 5 are tested. It includes simple Gaussian noise models for the states, such

as the Box-Muller transform, which includes high-frequency noise and a sensor bias.

An overview of the PX4 control structure is provided in Section 5.5 where a

simplified version of the cascaded PID position control module is implemented in

MATLAB/Simulink to provide a base comparison in the controller development.

4.3.2 COEX Clover Gazebo Simulation

Gazebo is an open-source, 3D physics-based simulator widely used in robotics re-

search and development. The two main components include the physics engine to

simulate the dynamics and interactions of objects within the simulated environment

that accurately models forces, collisions, and constraints. The other is the rendering

engine to generate visually rich and detailed 3D graphics of the simulated world.

Gazebo uses graphical modelling with links and joints that can range from simple

geometric shapes to complex, articulated robots. Therefore the differential equation

modelling in Chapter 3 is not implemented directly. The Clover model in Fig 4.5 is

described using Xacro (XML Macros) files used as a preprocessor to generate Simula-

tion Description Format (SDF) files which is an Extensible Markup Language (XML)

format describing robot environments and objects.

Gazebo supports a wide range of sensors, including cameras, GPS, LiDAR, depth

sensors, and Inertial Measurement Unit (IMU). The localization sensors in the COEX

Clover simulator (Fig. 4.5) include a LiDAR range finder for altitude feedback and a

camera for computer vision localization using ArUco markers and optical flow with

the OpenCV library. These are the same ones used on the real Clover drone. Sensor

noise, drift and biases are specified with noise models implemented by PX4 to replicate

real-world sensors.

Gazebo offers a plugin system to enable the integration of custom controllers, al-

gorithms, additional sensors, and interaction between objects and the environment.

This enhances the capabilities of the simulator to match specific research or devel-

opment requirements. A custom plugin was created to apply a force to the center
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Figure 4.5: COEX Clover PX4 powered Gazebo simulation architecture.

of mass of the Clover in the inertial reference frame. This force was variable and

described by a Dryden wind gust model in Section 3.3.2.

Overall, Gazebo offers a versatile and realistic simulation environment with mod-

ular architecture. Considering the PX4 control system powers the Clover drone in

SITL, it provides an ideal setup before the hardware implementation.

Simple Offboard Trajectory Generator

The ‘simple offboard’ trajectory generation module is a high level ROS package sys-

tem developed by COEX for a simple trajectory generation. It allows for high-level

trajectory commands using MAVROS and reference frame transformations. This

module was modified to include linear waypoint trajectory generation using feedfor-

ward components such as position, velocity, and acceleration which helps improve

tracking performance of the classical PID controllers. To keep the Clovers heading

aligned with the trajectory, yaw and yaw rate are also provided. All of these feedfor-

ward setpoints are needed for the model based non-linear controller derived in Section

5.3.
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Complex Trajectory Generator ROS Node

Similar to the ‘simple offboard’ module, a ROS node is created to execute advanced

trajectory generation of complex trajectories. The generated setpoints include po-

sition, velocity, acceleration, yaw, and yaw rate to allow for optimized tracking and

control performance. The trajectories generated are smooth, such as the Lemniscate

of Bernoulli in Section 6.2.2, meaning it is differentiable and continuous everywhere

and these components are available. This smoothness characteristic is required be-

cause higher-order derivatives are needed for the model based non-linear controller

used in this thesis.

4.3.3 Discussion

The methodologies of these two simulation environments exhibit significant dispar-

ities. In MATLAB/Simulink, the quadrotor model’s differential equations and sim-

plified disturbance models, outlined in Chapter 3, are employed, rendering all states

measurable for analysis. Additionally, a simplified version of the PX4 cascaded con-

trollers is utilized. On the other hand, the Gazebo environment leverages graphical

modeling and a physics engine to simulate the model, along with the comprehensive

PX4 flight control stack encompassing more realistic system responses and implemen-

tation.

These differences lead to the inability to make direct comparisons between con-

troller gain values. However, system response characteristics with the same controllers

and perturbations will remain the same in each environment making it possible to

highlight improvements from one control method to another.

When a developer aims to achieve results that are directly comparable between

MATLAB/Simulink, Gazebo simulations, and hardware testing, it becomes impera-

tive to establish a comprehensive model of the target hardware. This necessity was

addressed in [77], where advanced modeling techniques were used. These techniques

included the identification of key parameters such as the multirotor’s mass, mass mo-

ment of inertia characteristics, aerodynamic properties, payload specifics, and motor

models. Notably, the PX4 control system was meticulously reconstructed as part of

this process, facilitating transferable testing capabilities.
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4.4 COEX Clover

The quadrotor utilized in this thesis for experimental validation is the COEX Clover

4.2, located within the Advanced Control and Mechatronics Laboratory at Dalhousie

University. It was assembled from an array of components provided by COEX.

The COEX Clover drone platform is an innovative and versatile educational kit

designed to introduce students and enthusiasts to the world of drones and robotics. It

provides a comprehensive open-source framework that allows users to explore various

aspects of drone technology, including programming, hardware, and customization.

Like many drones used in research it consists of open source off-the-shelf compo-

nents that allow us to modify and test new designs and algorithms. This platform

was significantly modified and adapted with the purpose of testing advanced control

algorithms for aerial load transportation tasks. The final COEX Clover quadrotor

capable of accomplishing this is presented in Fig. 4.6 with labeled components.

Figure 4.6: Clover Clover 4.2 platform with integrated gripper mechanism. Gripper
mechanism: 1. 4-bar linkage rigid gripper mechanism, 2. Dynamixel XL330-M288-T
Servomotor, Hidden: Robotis U2D2. Clover platform: 3. Raspberry Pi 4 Model B, 4.
COEX Pix flight controller, 5. Tattu 2300 mAh 4S 45C LiPo battery, and 6. COEX
BR2306 2400-kV motors.

The entire system responsible for autonomous missions can be divided into three

distinct subsystems as in Table 4.1. These components are discussed in further detail

with the following sections.
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Table 4.1: Each subsystem and its corresponding components.

Clover Gripper Offboard

Raspberry Pi 4B
(Companion com-
puter)

Dynamixel XL330-
M288-T Servomotor

4 OptiTrack Flex 13
cameras (Motion cap-
ture data)

COEX Pix (Flight
Controller)

Robotis U2D2 (USB
communication)

Laptops/PCs (System
analysis, data transfer
and logging)

4.4.1 Flight Controller

The COEX Clover drone is equipped with a programmable flight controller, which

serves as the brain of the drone. Users can write and upload their own code to control

the flight behavior, sensor integration, and data processing of the drone. As a result,

users gain the capability to explore and experiment with advanced features such as

autonomous flight, navigation, and other functionalities.

The on-board flight controller for the Clover is the COEX Pix. This flight con-

troller is a modified Pixracer which is part of a board family optimized for small racing

quads and planes. A diagram of the flight controller can be seen in Fig. 4.7(a).

(a) (b) (c)

Figure 4.7: (a) COEX Pix flight controller on-board the Clover 4.2 [6]; (b) Raspberry
Pi Model 4b [7]; (c) Raspberry Pi 4 Cam OV5647 Wide Angle Lens [8].

A variety of onboard sensors are included which includes an IMU, a magnetometer

and a barometer. The flight controller communicates with the Raspberry Pi 4B

over a universal asynchronous receiver-transmitter (UART) serial connection. The

responsibility of the companion computer is discussed in the following Section 4.4.2.
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4.4.2 Onboard Computer

The Raspberry Pi in Fig. 4.7(b), serves as the COEX Clover drone’s onboard com-

panion computer. It is responsible for processing sensor feedback, computation, and

communication between ROS and the flight controller via the MAVLink protocol.

It also provides actuation commands for the onboard rigid gripper mechanism. The

Raspberry Pi empowers autonomous mission execution such as complex trajectory

tracking and grasping tasks conducted in Chapter 6.

The Clover image for the Raspberry Pi contains all of the necessary software for

working with Clover and programming autonomous flights. The Clover platform is

based on a Raspbian Operating System using an open Debian-repository with ROS

Noetic and prebuilt binary packages for the ARMhf architecture.

4.4.3 Image Sensor

A downward facing camera (Fig. 4.7(c)), positioned on the bottom of the quadro-

tor, is used to provide localization feedback through various computer vision modules

contained within the Clover image. An OpenCV library is presinstalled in the Clover

image with additional libraries for converting from ROS messages to OpenCV images

and vice versa. The camera module is designed for easy integration with onboard

computers, presenting an inexpensive solution. It boasts a 5-megapixel OV5647 sen-

sor capable of capturing images at a maximum resolution of 2592 × 1944 pixels,

accompanied by a 1.3mm focal length [83].

4.5 4-bar Rigid Gripper Mechanism

For the rigid gripper mechanism attached to the bottom of the Clover [84], we explored

a variety of mechanical kinematic designs before taking inspiration from the four-bar

configuration [85]. The main design characteristics considered are:

• Total Weight;

• Scalability/Adaptability and Robustness;

• Fabrication;
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• Secure Transportation.

Using a multi-linkage mechanism allows for increased scalability and adaptability

within the Clovers physical constraints. The total workspace is reduced compared to

lower linkage systems [86]. Based on a maximum takeoff weight of 1 kg provided by

COEX, it was determined an additional 300 g could be added including the gripper

and target object. The final gripper design can be seen in Fig. 4.8 in its open

position. It is actuated by a servomotor connected to the onboard Raspberry Pi. The

gripper has three distinct components: a pushbar mechanism, a four-bar linkage, and

a modular gripping face.

• Push-bar: A push-bar mechanism was constructed to convert the horizontal

plane motor rotation into the vertical plane motion. The push-bar is driven

through a ball joint by a centerpiece that was designed to connect to the Dy-

namixel motor via four connection pins. The push bar connects to the end link

of the four-bar linkage by a second ball joint.

• Four-bar: The four-bar linkage was built using two pairs of equal-length link-

ages, each set at a length of 3 cm. This configuration guaranteed that the

opposing linkages remained parallel to each other regardless of the motor’s po-

sition, allowing for parallel gripping surfaces.

• Modular gripping face: The gripper’s face was designed to be modular,

allowing for adaptive end effector designs. This design feature also provides for

design adjustments to suit different drones and environmental requirements.

4.5.1 Parallel Plates

The four-bar linkage configuration offers modularity through dimension adjustments.

To capitalize on parallel actuation within the present setup, parallel plates were used

for the interaction between the gripper and objects. This ensures continuous contact

between the gripping surface and the object, regardless of the motor’s position.

4.5.2 Fabrication

The frame and linkages of the gripping mechanism are 3D printed out of PETG as

it provides a strong, durable, and resistive material for reliable transportation under
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varying loads. The center piece was 3D printed out of resin because the strength and

rigidity of the material allowed four small pins to be 3D printed into the piece and

connected to the motor. This rigidity also allowed the ball joints in the gripper to be

reliable and not prone to disengaging. The pins used in all of the linkages were made

of small 1.2 mm brass rods. A rubber mesh was used on the parallel plate gripping

surface as increased friction is needed with flat surface contact for secure grasping.

Figure 4.8: Mechanical gripper; 1) four-bar linkage; 2) servomotor; 3) parallel plate
actuation.

4.5.3 Software Design and Control Architecture

The gripping mechanism is actuated by a python control module on the Raspberry

Pi using position-torque mode with defined applied torque and encoder positions.

This is ideal for articulated robots and grippers. The internal control architecture

features a PID controller with feedforward components to improve profile tracking.

Communication between the Raspberry Pi and Dynamixel motor was accomplished

through the use of a U2D2 converter.

4.6 Indoor Localization

Multirotor localization encompasses the crucial task of precisely determining the po-

sition and orientation of a multirotor vehicle within its surroundings. This process
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(a) (b) (c)

Figure 4.9: (a) ArUco marker OpenCV localization method [9]; (b) Flex 13 Opti-
Track motion capture camera [10]; (c) CJMCU-531 VL53L1X Range Finder Optical
Ranging Sensor Module [11].

relies on a combination of sensors and advanced algorithms to achieve accurate es-

timations of the vehicle’s location. In order to streamline the focus on controller

development for autonomous flight, the research implemented the following sensor-

based methods both in simulation and experimental settings, effectively removing the

concern for precise positioning.

4.6.1 ArUco Markers and Optical Flow

An initial form of localization for experiment involved using ArUco markers shown in

Fig. 4.9(a), which is a common vision-based pose estimation method. An OpenCV

library [87] runs onboard the Raspberry Pi (Fig. 4.7(b)) that allows the Clover to

detect them with its downward facing camera (Fig. 4.7(c)) where algorithms estimate

the pose of the marker in 3D space by analyzing its 2D projection on the camera

image. Two modes of operation are preconfigured in the Clover image including

• Single marker detection and navigation.

• Map-based navigation.

The first method enables Clover to detect and navigate relative to a single marker,

while the second method allows Clover to detect a pre-defined marker map layout

onboard, enabling navigation relative to an entire map of markers. These methods

can be used in combination, alongside optical flow analysis. Optical flow involves
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analyzing the motion of pixels in consecutive frames captured by the drone’s camera

feed, leveraging OpenCV algorithms to estimate the drone’s movement and position.

However, it’s important to note that this method localizes the drone relative to itself

rather than an external reference frame, resulting in limited accuracy.

4.6.2 LiDAR Range Finder

The SITL simulator uses marker based navigation (see Fig. 4.9(a)) in conjunction

with a LiDAR laser range finder that utilizes laser beams to measure altitude by

emitting short pulses of light and measuring the time it takes for the light to bounce

back after hitting a surface.

The range finder model STM VL53L1X in Fig. 4.9(c) can measure distances from

0 to 4 m while ensuring high measurement accuracy. This sensor was used as the

main source of altitude determination in the Gazebo simulator tests.

4.6.3 Motion Capture System

To address the requirement of precise pose feedback during indoor pick-and-place

load transportation missions, and considering the obstruction caused by the rigid

gripper mechanism impeding the field-of-view of downward facing camera (see Fig.

4.8), the computer vision localization methods were substituted with an OptiTrack

motion capture system Fig. 4.9(b).

The OptiTrack motion capture system offers exceptional accuracy for drone lo-

calization. It is known for providing sub-millimeter level precision and low latency,

enabling real-time tracking of the drone’s movements. OptiTrack reflective markers

are placed on the Clover to track the rigid body, they are also placed on the target

object for pick-and-place missions in Section 4.8.2 to provide pose feedback of the

target object to the Clovers onboard server.

Overall, the OptiTrack motion capture system provides a robust solution for drone

localization, showcasing its high accuracy and real-time tracking capabilities. This

system eliminates poor localization during hardware testing. An educational docu-

ment on integrating the motion capture system with the COEX Clover platform was

created as a CopterHack 2023 project based on this work and can be found in the

following Gitbook: https://0406hockey.gitbook.io/mocap-clover/.
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4.7 Network Topology

Visual feedback for the Clover and the target object are provided by an Optitrack

Motion Capture System in Fig. 4.12. During flight, Optitrack cameras capture the

tracker motions, then stream the data at a rate of 120 Hz. For the setup in Fig. 4.10,

pose data is then fed to the Raspberry Pi using a custom User Datagram Protocol

(UDP) client-server written in C++ that runs a thread and waits on data packets

provided by the NatNet IP multicasting server. These data packets are then received

Figure 4.10: Experimental setup topology. Legend: Black dotted line is the provided
local network; Black solid line is the UDP client-server drone pose transmission; Light
blue line is the pose data transmission; Red line is hardware connections; Purple line is
communication via secure shell protocol and ROS network communication; MAVLink
arrow is communication via a MAVLink protocol.

by the client socket on the Raspberry Pi, processed into pose data and sent to the flight

controller using ROS. A ground station computer is used for a variety of purposes

that are listed:

• Connects to the Raspberry Pi via secure shell protocol (SSH) to activate the

custom UDP client as well as a python script that starts the autonomous grasp-

ing mission.
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• Operates as a self-check device by analyzing onboard functions and the com-

munication between MAVROS and the PX4 using Clovers self-check function.

• Communicates with the Clover over a multimachine ROS network. This is used

to analyze the EKF external pose data fusion by inspecting MAVROS topics in

Rviz.

• It acts as a ground station for flight data logging and analysis, PX4 firmware

modification and controller tuning using QGroundControl.

Each computer in the setup interacts using a time synchronized local network

using a network time protocol server on the motion capture system computer with a

dynamic host configuration protocol server for communication.

4.8 Verification of System Components

The practical flight setup utilizing the discussed components is further examined by

conducting hovering tests and indoor autonomous pick-and-place missions, providing

a comprehensive illustration of its application abilities within facility based opera-

tions.

4.8.1 Gripper Setup and Tests

The gripper was tasked to hold a variety of tools. The process involved placing

the Clover on the ground, centering the object within the gripper, gripping it, then

manually translating the Clover 0.5 m in each direction before landing again. This

procedure was performed 10 times for each object in Fig. 4.11. The object mass and

gripper performance results are listed in Table 4.2.

Based on the results, the gripper was able to provide a sufficient parallel plate

clamping force to transport each object. Additionally, hover flight tests were con-

ducted under these conditions with a video in Section 4.8.2. It was determined the

Clovers onboard control and stability could manage relatively stable hovering up to

151 g, where 185 g showed frequent oscillations and 241 g compromised stability al-

though this far exceeds the design limitations of 180 g. This highlights the limitations
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Figure 4.11: Testing objects found in factories of varying shape, size, and material.
a) Toolbox; b) Lock; c) Pliers.

of PID controllers which use the integral term to compensate for additional unknown

loads [39].

Another concern arises when dealing with the reliability of contact forces while

transporting objects of different shapes and sizes using parallel plate friction. This

challenge can be mitigated by shifting from complete force closure to form closure

grasping, as discussed in [88]. In the future, it’s important to explore the possibility

of replacing the current parallel plates with those that facilitate form closure. This

modification aims to enhance safety and reliability when handling heavier objects.

Table 4.2: Gripper performance grasping varying objects.

Object Mass
(grams)

Success Rate

Lock 151 100% (10/10)
Pliers 241 100% (10/10)
Toolbox 185 100% (10/10)

4.8.2 Complete System Testing with Autonomous Experiment

The experimental environment in Fig. 4.12 has a drop zone labelled by an ArUco

marker, this is the starting and end point of the mission. The Styrofoam target object

was labeled with OptiTrack facial markers to provide a target pose for the Clovers
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onboard server. The coordinate system is set as an X East, Y North, and Z Up system

whereby the x-axis corresponds to longitudinal translation and y-axis corresponds to

the lateral translation relative to the target object. ROS uses the same coordinate

system and transforms data to the NED frame for the PX4 control system.

The tracking performance is quantified using the Mean Absolute Error (MAE)

metric. Further information on this data analytic technique can be found in Section

6.1.

Figure 4.12: Experimental setup including the Clover, drop zone, target object and
coordinate system of motion capture volume.

Results

A series of twenty autonomous grasping missions were conducted to analyze the per-

formance of the gripper and hardware design framework. These autonomous missions

are separated into three phases:

• Phase 1: Takeoff 1.42 m above the drop zone {−0.32, −0.024, 1.42} m at 0.5

m/s. Track to a waypoint {0.835, −0.014, 1.42} m located directly above the

target object at 0.25 m/s and align with 0°yaw reference.
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• Phase 2: Descend to {0.835, −0.014, 1.145} m at 0.1 m/s while maintaining

0° yaw reference. Close the gripper to grasp the object before ascending above

the pickup location {0.835, −0.014, 1.42} m at 0.5 m/s.

• Phase 3: Track back to a waypoint directly above the drop zone {−0.32,

−0.024, 1.42} m at 0.5 m/s.

1. Descend and land into the drop zone before releasing the target object for

a successful mission.

2. For a failed target object retrieval, descend and land into the drop zone.

The position and heading of the Clover during each phase of a successful mission

can be seen in Fig. 4.13. The first phase was used to analyze the drone’s tracking

performance provided by position and yaw setpoints. The second phase was used

to analyze the drone’s ability to carefully descend, keep the target object aligned in

the grasping volume by maintaining yaw and retrieve the block. The final phase was

used to evaluate in-flight load transportation and delivery. The success rate of each

section can be seen in Table 4.3.

Table 4.3: Success rate of each phase through 20 iterations in the autonomous grasping
mission.

Phase Success Rate

1 100% (20/20)
2 55% (11/20)
3 1) 91% (10/11) 2) 100% (9/9)

Overall, the autonomous grasping missions were not as successful as desired. The

first phase was accomplished with every attempt where the Clover accomplished suf-

ficient tracking performance. The MAE for position during Phase 1 was {5.2, 0.81,
7.9} cm. The elevated errors with x-position and z-position were from the Clover not

tracking the changing setpoints as tightly, although for this application it was more

than enough. Also, the Clover was able to maintain a zero-degree yaw towards the

end of Phase 1 and into the beginning of Phase 2 for gripper alignment.

The second phase was the most critical one as it involved controlled grasping of

the target object. From Table 4.3, it had a 55% success rate and the MAE in position
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Figure 4.13: Profiles of the Clover position and heading tracking during the au-
tonomous mission.

for Phase 2 was {0.81, 0.96, 3.74} cm and the MAE in yaw was 0.28°. While this

illustrated a precise controlled descent specifically in x and y, many times the target

object was missed. From observation, missed grasps were mainly caused by small

deviations in the y-direction. The y-direction corresponds with the lateral portion of

the grippers grasping volume being 4 cm wide in its open position. The maximum

error in the y-direction was 3 cm during this phase therefore having a relatively small

work envelope puts a great deal of pressure on the drones performance to ensure a

successful grasp.

The third phase seen a 10/11 success rate as the Clover was able to transport the

target object back to the drop zone. The styrofoam weighed 5 g so it had no flight

dynamic influence the onboard controllers could not handle.

The video of the experiment can be seen in the following link: https://youtu.be/

P4aa8GVaKMM.

4.8.3 Limitations and Discussion

Based on our observations, the primary source of failure was deviations in the horizon-

tal plane. This resulted in the Clover descending alongside the target object, which
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fell outside the grasping volume, leading to missed grasps. Ensuring a consistent hori-

zontal setpoint throughout the descent allowed the object to enter the control volume

and be successfully retrieved. Notably, the y-direction exhibited a MAE of 0.96 cm

during Phase 2, posing a challenge for consistently aligning a 2 cm wide block with a 4

cm wide grasping volume. To address this, increasing the work envelope, particularly

by slightly extending the gripper’s open position, could enhance robustness against

positional errors in this configuration. The scalability of the linkage design makes

such adjustments feasible.

The experimental tests involved providing position setpoints exclusively to the

PX4 control system. While suitable for general linear waypoint tracking, enhanced

trajectory tracking can be achieved by introducing feedforward setpoints. This ap-

proach is particularly advantageous for complex trajectory tracking scenarios. Like-

wise, when coupled with high-precision pose feedback from the motion capture system,

precise tracking during the approach to the target object would see improvements.

The downwash generated by the Clover would exhibit different impacts if the

target object were positioned closer to the ground. Firstly, there is the “thrust steal-

ing” effect [29], and secondly, the influence of ground effects [89]. These factors can

destabilize the quadcopter during low-altitude flight due to uncertainties in drone

dynamics (unmodeled dynamics). While these concerns were largely mitigated with

the elevated target object, minor wind disturbances arose as the Clover descended

gently towards the stand, leading to increased deviations in the xy-plane.

This uncertainty is not accounted for with the PX4 PID controllers. Control

methods such as adaptive [53] or robust [61] will be needed to compensate while

operating under time varying external disturbances.

4.9 Summary

This chapter discussed the components and tools used in this thesis work. The

toolchain consists of a variety of software components including the PX4 firmware

used for flight control and ROS used for high level algorithm development and con-

trol of the system. QGroundControl serves as the ground station software used to

monitor flight, modify firmware, and calibrate sensors. MATLAB/Simulink is used

for rapid development of controllers and algorithms and Gazebo is used for pre-flight
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algorithm testing within the PX4 environment.

The COEX Clover 4.2 quadrotor within the Advanced Mechatronics Laboratory

at Dalhousie University is used along with the integrated gripper mechanism design

for aerial pick-and-place tasks. A variety of sensors and localization methods were dis-

cussed that were used within the simulation and the hardware system. Autonomous

missions were conducted in a motion capture system volume to verify the effectiveness

of the gripper design and overall system components.



Chapter 5

Flight Controller Design

The focus of this chapter is to derive and design a robust control system for the

multirotor to perform various real world UAV applications in the presence of lumped

varying disturbances such as complex trajectory tracking and load transportation

pick-and-place operations. Lyapunov stability is used to ensure a stable performance

under these conditions.

Recall, this work focuses on the influence of position tracking and control under

time varying perturbations and assumes the attitude control module can track the

setpoints provided. Therefore, effective tuning of the PID controllers is needed, where

an adaptive auto-tuning analysis of the Clover is implemented and discussed.

5.1 Problem Formulation

In this thesis, a HOSMO is used to determine the unknown states and lumped dis-

turbances. To design a HOSMO, the quadrotor dynamics, represented in (3.26), are

divided into three second-order subsystems, out of which x, y, and z subsystems to-

gether constitute the translational subsystem. The HOSMO is designed to estimate

the translational velocity v = [vx vy vz]
T and the time-varying disturbances asso-

ciated with the x, y position, and altitude z dynamics defined as ξ(p, ṗ). In this

section, the HOSMO design for a general second order system is presented, which can

be extended to the targeted translational dynamics on similar lines. Hence, consider

the general second order system model

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ẋ1 = x2

ẋ2 = f(x) + h(x)u+ ξ(x)

y = x1.

(5.1)

In the second order system above, x(t) = [x1 x2]
T ∈ R2 is the system state vector,

58
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f(x) ∈ R and h(x) ∈ R are known functions and y = x1 is the measurable system

output. The lumped disturbance ξ is unknown with ξs being its upper bound, i.e.

|ξ| ≤ ξs.

5.2 Higher Order Sliding Mode Observer

The HOSMO designed to estimate the dynamics x2 along with the system disturbance

ξ of system (5.1) is given

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̂x1 = x̂2 + λ1|x̃1|2/3sign(x̃1)

˙̂x2 = x̂3 + λ2|x̃1|1/3sign(x̃1) + f(x) + h(x)u

˙̂x3 = λ3sign(x̃1),

(5.2)

where x̂i, i = 1, ..., n + 1 = 1, 2, 3, represents the estimated state variables and

disturbance. The estimation errors x̃1, x̃2, x̃3 are defined as

x̃1 = x1 − x̂1,

x̃2 = x2 − x̂2,

x̃3 = x3 − x̂3,

(5.3)

respectively. Let x3 = ξ, and the initial value of x̂3 is assumed to be zero for simplicity.

From (5.1) and (5.2), the estimation error dynamics can be written as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̃x1 = x̃2 − λ1|x̃1|2/3sign(x̃1)

˙̃x2 = −x̂3 − λ2|x̃1|1/3sign(x̃1) + ξz

˙̂x3 = λ3sign(x̃1).

(5.4)

Considering a new estimation error variable x̃3 = ξ − x̂3, where the disturbance ξ is

assumed to be Lipschitz and |ξ̇(t)| ≤ Δ, Δ ≥ Δ0 (Δ0 defined in [72, Lemma 2.1])

then the error dynamics can be written as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̃x1 = x̃2 − λ1|x̃1|2/3sign(x̃1)

˙̃x2 = x̃3 − λ2|x̃1|1/3sign(x̃1)

˙̃x3 = ξ̇z − λ3sign(x̃1).

(5.5)



60

The above equation has the form of a non-recursive exact robust differentiator. There-

fore, the errors x̃1, x̃2, and x̃3 will converge to zero in a finite time t > t0, absent of

noise, if the gains λ1, λ2, and λ3 are chosen appropriately relative to Δ. Therefore,

the observer is able to find real-time robust estimations of x1, x2 and x3 being exact in

the absence of measurement noise. This has been proven with a quadratic Lyapunov

function [68].

A diffeomorphism y = Lx, 0 < L ∈ R is applied to system (5.2) to robustify

against disturbances ξ(t) and was used in [90] for differential gain scaling. This gain

scaling is used here in the following form:

λi = αiL
1

n−i+2 , (5.6)

which was made possible because of the homogeneity properties of the differentia-

tors. Assuming αi, i = 1, 2, ..., n + 1, of differentiator (5.2) provide exact nth-order

differentiation with L = 1 i.e. in the perturbed case (Δ �= 0). Then according to [90,

Proposition 4] definition (5.6) is valid for any L > 0 with accuracy

|xi − x̂i| ≤ μiL
i/(n+1)ε(n−i+1)/(n+1), i = 0, ..., n, (5.7)

for some μi ≥ 1. The term ε is the maximal measurement-noise magnitude of the

Lebesgue-measurable noises. It is easy to see from [90, Theorem 6] that higher or-

der differentiators provide for much better accuracy on the lower order derivatives

motivating higher order sliding modes for controllers and observers.

The parameters αi can be rewritten in terms of Levant’s parameters α1,3 =

[3 1.5 1.1]T proposed in [90, 91]. According to [68, Corollary 2] finite time stabil-

ity with gain scaling occurs for L ≥ 1 in the perturbed case (Δ �= 0) and with L > 0

in the unperturbed case (Δ = 0).

In practical system applications, specifically in low altitude flight, the knowledge

of this bound is unknown. Consequently, users often opt for conservative gain selec-

tions, inadvertently exacerbating chattering effects. This phenomenon is illustrated in

[61], where a smoothing function was used to alleviate chattering. For these reasons,

a robust adaptive law is presented in the next section to allow the gains to adapt

with varying disturbances, thereby minimizing the control effort and chattering phe-

nomena.
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5.2.1 Adaptive law

According to [72, Theorem 2.2] where |ξ̇(t)| ≤ Δ, ∀t ≥ 0 and L = Δ/Δ0 the tra-

jectories of (5.2) converge to the origin in finite time with scaled parameters. Thus,

the parameter to be tuned is L. This observation leads to the simple idea that in-

creasing until an adequate value has been reached will provide a solution when the

perturbation bound Δ is unknown. Various techniques have been implemented that

let the gain grow until |x̃| = 0 for the ideal case [92, 93]. However, this condition is

limited in practical settings due to the presence of uniformly bounded measurement

noise, encompassing both high-frequency noise and low-frequency drift. Consequently,

achieving |x̃| = 0 becomes unattainable, and the adaptive gain would grow without

bound. To address this, the condition |x̃| belonging to a small neighborhood of zero,

also known as a threshold or dead-zone, replaces the |x̃| = 0 criterion. This alteration

ensures adaptability halts when necessary.

A deadzone [94] is commonly used to robustify adaptive laws to high frequency

noise [95] with high gain observers being sensitive to high frequency noise [96]. It has

been applied to the HOSMO in [97], replacing the constant adaptive rate by one that

depends on observer error. This adjustment allows for a faster convergence during

the initial transient and an extra degree of freedom in gain tuning.

An inherent limitation of existing laws lies in their unidirectional nature, making

them effective only in scenarios where perturbations remain constant or increase.

However, in pick-and-drop applications, disturbances are often most significant close

to the ground during the grasping phase under varying conditions. As the flight

progresses, the size of in-flight perturbations may diminish, resulting in excessive

control efforts and chattering. To tackle this challenge, we introduce the following

adaptive law for the HOSMO

L̇ =

⎧⎨
⎩Ka|x̃1|sign(|x̃1| − Λ0), if L ≥ 1

μ, if L < 1.
(5.8)

The gain condition L ≥ 1 keeps the gain above its initial value for finite time stability

in the perturbed system [68, Corollary 2]. Parameter μ introduces a small rate in-

crease to keep L ≥ 1 for ∀t ≥ 0 and Λ0 is a threshold bound set by the user discussed

in Section 5.4.1. Gain Ka provides an additional DOF to tune the convergence rate
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of the observer during the transient stage.

The idea behind this adaptation law is similar to the dead zone methods: when

the system estimation is not accurate, it could be due to a too much low gain with

respect to the uncertainties and perturbations therefore L adapts to lower |x̃1| within
the |x̃1| < Λ0 boundary. However, instead of stopping the adaption law in the dead

zone, the proposed law (5.8) allows the gain L to decline (while |x̃1| < Λ0) within the

threshold. In other words, the gain L will be kept at the smallest level that allows the

given accuracy of HOSMO stabilization under noisy position measurements. Also, it

allows an adequate gain with respect to uncertainties/perturbations that increase and

decrease in the realm of UAV pick-and-drop applications.

Remark 3. In a system without noise, the bound can be set Λ0 = 0 which simplifies

the adaption law allowing finite time convergence of the estimation errors to zero.

5.3 Super Twisting Sliding Mode Controller

One of the main drawbacks of the first order sliding mode control is the chatter-

ing phenomenon that appears in the control law. This phenomenon arises due to

the presence of unmodeled system dynamics combined with the high value of the

discontinuous control gain. To address this problem, authors in [98] presented the

concept of High Order Sliding Mode (HOSM) where HOSM was offered as an alter-

native to the conventional sliding mode. By opinion of the authors, HOSM can delete

the requirement to have relative degree be equal to one as with conventional sliding

mode and attenuate the effects of chattering phenomena [99]. An integral aspect of

HOSM is the twisting algorithm, which operates on superior derivatives of the sliding

variable. This concept has led to the development of the Super-Twisting algorithm,

which serves as a first-order differentiator [67], an observer [100], and a control strat-

egy [61, 74]. As a lower-order version (second-order) of the HOSMO (third-order),

this algorithm is discontinuous, exact, and robust for signals with bounded second

derivatives. In this section, it will be employed as the controller.

The goal is to design a super-twisting sliding mode controller based on the es-

timated state information for the system (5.1) to track a reference position in the

presence of external disturbances, modelling uncertainties and noisy measurements.
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For this system, the position component x1 is measurable and available while the

velocity x2 will be estimated with the observer x̂2. To achieve second-order sliding

mode, the following convergence condition should be verified

s(x) = ṡ(x) = 0,

where s(x) represents the sliding manifold of the following form

s = c1e1 + ê2 = 0, (5.9)

where c1 > 0, e1 = x1 − x1
d, and ê2 = x̂2 − ẋd

1. The desired position and velocity are

denoted by x1
d and x2

d = ẋd
1 respectively.

Taking the time derivative of the sliding manifold (5.9) and substituting the po-

sition dynamics (5.1) and observer dynamics (5.2) gives

ṡ = c1x̂2 − c1ẋ
d
1 +

∫ t

0

λ3sign(x̃1) dt︸ ︷︷ ︸
x̂3

+λ2|x̃1|1/3sign(x̃1) + f(x) + h(x)u− ẋd
2. (5.10)

The desired acceleration in the inertial frame is set as ar = h(x)u with the control

input chosen such that the second order sliding mode occurs in finite time. This is

given as

ar = −c1x̂2 + c1ẋ
d
1 −

∫ t

0

λ3sign(x̃1) dt− λ2|x̃1|1/3sign(x̃1)− f(x) + ẋd
2

− k1|s|1/2sign(s)−
∫ t

0

k2sign(s) dt. (5.11)

The control law (5.11) consists of two parts, one being the equivalent control

and the other being the switching control denoted as ueq and uh respectively. The

equivalent control ensures that the system reaches the sliding surface and the switch-

ing control, designed on the Super-Twisting algorithm, is responsible for forcing the

trajectory to slide along the sliding surface despite the bounded uncertainties and

external disturbances [62]. Hence, from (5.11), one can obtain the expressions for ueq

and uh as follows
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ueq = −c1x̂2 + c1ẋ
d
1 −

∫ t

0

λ3sign(x̃1) dt− λ2|x̃1|1/3sign(x̃1)− f(x) + ẋd
2, (5.12)

uh = −k1|s|1/2sign(s)−
∫ t

0

k2sign(s) dt. (5.13)

The substitution of super-twisting control law (5.11) into (5.10) gives the reaching

law

ṡ = −k1|s|1/2sign(s)−
∫ t

0

k2sign(s) dt. (5.14)

Defining η = −k2
∫ t

0
sign(s) dt one can write (5.13) in the super twisting form as

⎧⎨
⎩uh = −k1|s|1/2sign(s) + η

η̇ = −k2sign(s).
(5.15)

5.4 Stability Analysis

Consider the reaching law (5.14) in the super twisting form

⎧⎨
⎩ṡ = −k1|s|1/2sign(s) + η

η̇ = −k2sign(s).
(5.16)

Now consider (5.9), from (5.1) and (5.2) the sliding manifold can be rewritten as

s = x2 − x̃2 − ẋd
1 + c1e1,

and knowing ẋ1 → x2 after some time t0, one can write

ẋ1 = s+ x̃2 + ẋd
1 − c1e1. (5.17)

The closed loop dynamics with the STSMC controller and AHOSMO observer can

be seen as
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Ξ :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ẋ1 = s+ x̃2 + ẋd

1 − c1(x1 − xd
1)

ṡ = −k1|s|1/2sign(s) + η

η̇ = −k2sign(s),

(5.18)

Π :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̃x1 = x̃2 − λ1|x̃1|2/3sign(x̃1)

˙̃x2 = x̃3 − λ2|x̃1|1/3sign(x̃1)

˙̃x3 = ξ̇ − λ3sign(x̃1).

(5.19)

For the observer error dynamics presented in (5.19), and controller error dynamics

presented in (5.18), the following notation will be used in the stability Sections 5.4.1

and 5.4.2: for a real variable x̃ ∈ R and a rational number ρ ∈ Q, �x̃�ρ = |x̃|ρsign(x̃)
where �x̃�1 = �x̃� = x̃ and �x̃�0 = sign(x̃).

5.4.1 Analysis of Subsystem Π

It was discussed earlier in Section 5.2 that the estimation error of system Π converges

to zero in finite time [68, Theorem 1] for the non adaptive gains where one could

substitute x̃1 = x̃2 = 0 into (5.5) absent of measurement noise. Building upon

this observation, the subsequent Theorem has been formulated to address practical

applications.

Theorem 5.4.1. Consider the nonlinear uncertain system (5.1) under time vary-

ing perturbations |ξ(t)| ≤ Δ. The HOSMO (5.2) designed to estimate the state x2,

and lumped disturbances ξ will maintain its finite-time convergence properties when

combined with the adaptive law in (5.8) with error dynamics (5.19) converging to an

interval |x̃1| ≤ Λ0 in the presence of Lebesgue-measurable input noises.

Proof. According to [68, Corollary 2] it can be demonstrated that the Lyapunov

functions for the designed sliding-mode differentiators appropriately scale with the

value of the gain L, with more details provided in [72]. Therefore, given a Lyapunov

function for a specific value of the observer gain L, one can obtain a Lyapunov function

for any value of L where L ≥ 1 for Δ �= 0 and L > 0 for Δ = 0 by adjusting the

parameters accordingly.
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For this reason, the value of L used to define the Lyapunov function for the non-

adaptive part is omitted in the following proof. The Lyapunov function details for

the non-adaptive differentiator can be found in [68].

Consider the following Lyapanov function:

V (x̃, L) = V0(x̃) +
1

4
(L− L∗)4, (5.20)

and

V0(x̃) = ϑTΓϑ, (5.21)

where ϑ =
[
�x̃1�2/3 x̃2 �x̃3�2

]T
and

Γ =

⎡
⎢⎢⎣

γ1
1
2
γ12 0

−1
2
γ12 γ2 −1

2
γ23

0 −1
2
γ23 γ3

⎤
⎥⎥⎦ .

This definition implies that V0(x̃) is positive definite and radially unbounded if and

only if Γ > 0. The following conditions must be satisfied to ensure Γ > 0 [68,

Theorem 1]

γ1 > 0, γ1γ2 >
1

4
γ2
12, γ1(γ2γ3 − 1

4
γ23

2) >
1

4
γ1

2γ3.

Referencing the HOSMO error dynamics (5.19) it is possible to show the negative

definiteness of V̇0(x̃) in [68, Theorem 1] for every value of the derivative of perturbation

|ξ̇(t)| ≤ Δ with the following conditions

γ12 > 0, γ23 > 0, α3L > Δ ∀t ≥ 0, (5.22)

for some positive value of α3. Taking the derivative of the Lyaponuv function (5.20)

along the trajectories of the perturbed system and using the adaptive gain conditions

in (5.8) gives

V̇ (x̃, L) = V̇0(x̃) + L̇(L− L∗)3

= V̇0(x̃) +Ka|x̃1|sign(|x̃1| − Λ0)(L− L∗)3. (5.23)

According to [72], estimating the convergence time requires solving the

V̇ (x̃, L) ≤ −κV δ(x̃, L), (5.24)
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differential inequality where 0 < κ, δ ∈ R, δ < 1, and V (x̃, L) is positive definitive and

V̇ (x̃, L) is negative definite. It is straightforward from (5.20) that V (x̃, L) is positive

definite and we will study the negative definiteness of V̇ (x̃, L) in the following cases.

From [73], we obtain the GF W (x̃) : Rn → R such that

W (x̃) = −(∂V (x̃)/∂x̃) ˙̃x = −V̇ (x̃), (5.25)

then the differential inequality (5.24) becomes

W (x̃) ≥ κV δ(x̃), (5.26)

where δ = 3/4 because V 3/4(x̃) and W (x̃) must be equivalent (where they are ho-

mogeneous with homogeneity degree δV̇ = δẆ = 3). The homogeneity of V (x̃) with

degree δV = 4 and weights [3, 2, 1] gives the function

Φ(x̃) =
W (x̃)

V 3/4(x̃)
, (5.27)

with homogeneous degree δΦ = 0. This means for every κ > 0 that

Φ(κ3x̃1, κ
2x̃2, κx̃3) = κ0 W (x̃)

V
3
4 (x̃)

= Φ(x̃), (5.28)

implying all values of Φ(x̃) are taken on the unity homogeneous ball Bh = {x̃ ∈
R3 | |x̃1| 23 + |x̃2|+ |x̃3|2 = 1}.

Because of this, Φ(x̃) can be bounded on the homogeneous ball Bh and globally

as

0 < ηmin ≤ Φ(x̃) =
W (x̃)

V
3
4 (x̃)

=
−V̇ (x̃)

V
3
4 (x̃)

≤ ηmax, (5.29)

for ηmin, ηmax > 0. This implies satisfying the inequality V̇ (x̃) ≤ −ηminV
3
4 (x̃) guar-

antees finite time convergence of the estimation.

Remark 4. On Bh the function V (x̃) is continuous and different from zero and

−V̇ (x̃) is different from zero and continuous everywhere except {x̃1 = 0}. On the dis-

continuity point the Lyapunov function becomes +∞ highlighting a positive minimum

for Φ(x̃) calculated with

η = min
x̃∈Bh

Φ(x̃).
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Based on these conditions, (5.23) can be rewritten as

V̇ (x̃, L) ≤ −ηV
3
4 (x̃) +Ka|x̃1|sign(|x̃1| − Λ0)(L− L∗)3.

From [101, Lemma 2], it is possible to assume that there exists a positive constant

L∗ such that L(0) = 1, L ≤ L∗ and ∀t > 0. It yields

V̇ (x̃, L) ≤ −ηV
3
4 (x̃)−Ka|x̃1|sign(|x̃1| − Λ0)|L− L∗|3︸ ︷︷ ︸

Υ

. (5.30)

Case 1:

Suppose that |x̃1| > Λ0, this gives

V̇ (x̃, L) ≤ −ηV
3
4 (x̃)−KaΛ0|L− L∗|3,

recalling Jensen’s inequality for two variables [102] where a ≥ 0, b ≥ 0 and 0 < p < q

for (aq + bq)
1
q ≤ (ap + bp)

1
p . Setting q = 4/3 where p = 1 gives

V̇ (x̃, L) ≤ −[η
4
3V (x̃) + 4(KaΛ0)

4
3 (
1

4
|L− L∗|4)] 34

≤ −�V
3
4 (x̃, L), (5.31)

where � = min{η, 4 3
4KaΛ0}, therefore finite time convergence to a domain |x̃1| ≤ Λ0

is guaranteed from any initial condition |x̃1(0)| > Λ0.

Case 2:

Suppose that |x̃1| < Λ0. Function Υ in (5.30) can be negative, meaning V̇ (x̃, L)

would be sign indefinite and closed-loop stability of the observer cannot be concluded.

Therefore, |x̃1| can increase over Λ0 where V̇ (x̃, L) ≤ −�V
3
4 (x̃, L) and V starts de-

creasing. However, decrease of V (x̃, L) can be achieved via an increase of L which

happens during the transient phase. With a properly selected Λ0, then |x̃1| < Λ0

remains as long as α3L > |ξ̇(t)|, which leads to Remark 5. Parameter Λ0 must be

selected large enough to avoid the influence of measurement noise (|x̃1| never stays

lower than Λ0 leading to large oscillations and possible divergence) but not too large

to avoid low controller accuracy [101]. Guidelines for choosing Λ0 are given in [103].
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In our application, an initial value can be chosen based on the covariance of the sen-

sor noise from the EKF within PX4. Subsequent experimental evaluation can further

refine this value, setting it slightly above the measurement noise level of the corre-

sponding position measurement output. This refinement aims to achieve steady-state

observer gains.

Remark 5. As discussed in [104, Section 3.2] the system in (5.5) cannot remain in

pure sliding mode under arbitrary noises, as it would require infinitely large gains.

Instead, assuming Λ0 was selected properly i.e. the measurement noise is bounded

by Λ0, then the system will remain within the vicinity of the x̃2 axis of width Λ0,

with x̃1 + Λ0 = 0 as the sliding surface. When |x̃1| ≤ Λ0, the adaptive gains will

dynamically reduce beginning a fine tuning phase. As a result, the overshoot of the

trajectory can be further weakened until it leaves this domain [105].

Remark 6. While the Lyapunov function provided in [68] suffices in displaying the

second order differentiators stability (positive definiteness of the function and negative

definiteness of its derivative), it still has its disadvantages [72]. The first being it is

not differentiable, and the second being it was obtained by solving non linear and

hardly solvable inequalities in the function coefficients and differentiator parameters.

Inspiration is taken from [73] where a smooth and differentiable Lyapanuv function is

developed in [72] to obtain a new family of gains to go along with the ones proposed in

[90]. These gains are much easier to compute compared to the ones above as the task

involves solving linear inequality systems and the stability is reduced by using Polya’s

Theorem [106, 107].

5.4.2 Analysis of Subsystem Ξ

Consider the closed loop system dynamics from (5.18):

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ẋ1 = s+ x̃2 + ẋd

1 − c1(x1 − xd
1)

ṡ = −k1|s|1/2sign(s) + η

η̇ = −k2sign(s).

(5.32)
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The s and η sub-dynamics in (5.32) form the super twisting algorithm, which leads

to Theorem 5.4.2.

Theorem 5.4.2. Suppose that for the system in (5.1), where the perturbation ξ is

assumed to be Lipschitz and |ξ̇(t)| ≤ Δ with gains k1 > 0 and k2 > 0. Then, the

super-twisting sliding mode controller (5.11) guarantees a second-order sliding motion

(s = ṡ = 0) in a finite time with the tracking errors e1 and ê2 achieving boundedness

in the presence of Lebesgue-measurable noises and converging asymptotically to zero

absent of these noises by suitably selecting c1 ∈ R+.

Proof. Detailed analysis of the sliding motion proof can be found in [108, 109]. Where,

because being paired with the higher order sliding mode observer that estimates

perturbations, the proof now takes on the form of the unperturbed super-twisting

algorithm case presented in the following. Consider the new state vector ζ defined as

ζ = [�s�1/2 η]T , (5.33)

and the derivative vector is given by

ζ̇ =
1

|ζ1|Aζ, A =

[
−k1

2
1
2

−k2 0

]

where |ζ1| = |s|1/2. The following candidate Lyapunov function is considered [109]

V2 = ζTPζ

= 2k2|s|+ 1

2
η2 +

1

2

(
k1�s�1/2 − η

)2
, (5.34)

with P = P T defined as

P =
1

2

[
4k2 + k2

1 −k1

−k1 2

]
. (5.35)

Since V2 is continuous but not locally Lipschitz (on the set S = {(s, η) ∈ R2 | s =
0}) due to the term �s�1/2 usual versions of Lyapunov theorem cannot be used here

[110]. However, function V2 is shown to be absolutely continuous along the state

trajectories of (5.32) implying it is differentiable almost everywhere. Moreover, V2

can still be used as a Lyapunov function on the same lines as the theorem of Zubov [69,
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Theorem 20.2] if it can be shown that it decreases monotonically along the trajectories

of the system, and converges to zero (negative definite almost everywhere). Which

has been proven in [108].

Taking the time derivative of (5.34) along the trajectories of the system (5.32)

gives

V̇2 = ζ̇
T
Pζ + ζTP ζ̇

= −|s|−1/2ζTQζ, (5.36)

with Q = QT defined as

Q =
k1
2

[
2k2 + k2

1 −k1

−k1 1

]
. (5.37)

The matrix P = P T > 0 is the unique symmetric and positive definite solution of

the Algebraic Lyapunov Equation (ALE)

ATP + PA = Q, (5.38)

that relates P and Q. Noting that A is Hurwitz if k1 > 0 and k2 > 0, it has been

proven in [108, Theorem 1] that the stability of the equilibrium s = 0 is completely

determined by the stability of matrix A, specifically, V2 is positive definite, and V̇2 is

negative definite. This holds true when Q > 0 (positive definite), as readily apparent

from (5.36). Consequently, a collection of equivalent statements has been formulated,

illustrating the stability of the super twisting algorithm [65, Theorem 1].

Therefore, the second-order sliding mode phenomena will occur and s and ṡ will

converge to zero in a finite time.

Once s = 0, the closed loop dynamics (5.32) will reduce to equation (5.39) and

the boundedness of the tracking error e1 can be attained

ė1 = −c1e1 + x̃2. (5.39)

Proof. Considering another candidate Lyapunov function as

V3 =
1

2
e21. (5.40)
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Taking the time derivative of (5.40) gives

V̇3 = e1ė1 = e1(−c1e1 + x̃2) = −c1e
2
1 + e1x̃2

≤ −|e1|(c1|e1| − Λ1), (5.41)

where Λ1 is the bound of x̃2. It can be concluded from (5.41) that if x̃2 is bounded

and c1 > 0 then e1 is bounded. Finite time convergence of x̃2 was proven in Section

5.4.1, therefore x̃2 is bounded to an interval Λ1 and the tracking stability of e1 is

maintained.

Remark 7. Existing literature that implemented this controller-observer pair [62, 63]

in the quadcopter system did not consider system noises and the resulting observer

estimation error failing to reach zero in finite time.

It should be noted that the tracking accuracy depends on the measurement noise

in the system, which directly influences the boundedness level set by the user using the

threshold value Λ0 in the adaptive gain for the observer. As mentioned in [92, Remark

5], employing larger observer gains amplifies the impact of estimation noise, rendering

it challenging to achieve satisfactory outcomes with excessively high gains for the

observer-based controller. This rationale underscores the utilization of the adaptive

law presented in this thesis. Conversely, when measurements are devoid of noise,

the estimation error’s finite-time convergence goes to zero, resulting in asymptotic

tracking.

The Noiseless Case:

With the estimation error converging to zero in finite time, one can substitute x̃2 =

0 into (5.39) which will reduce to equation (5.42) and the asymptotic stability of

tracking error e1 can be attained

ė1 = −c1e1. (5.42)

Proof. Considering candidate Lyapunov function from (5.40)

V3 =
1

2
e21.

Taking the time derivative of (5.40) and substituting (5.42) gives

V̇3 = e1ė1 = e1(−c1e1) = −c1e
2
1. (5.43)
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Therefore, e1 is asymptotically stable by suitably selecting c1 > 0 where V̇3 < 0. This

further ensures the convergence of x1 to xd
1.

STSMC Convergence Time

Function (5.34) is a strong Lyapunov function that is continuous but not differentiable

at s = 0. It is positive definite and radially unbounded, if k2 > 0 with

λmin{P}||ζ||22 ≤ V2 ≤ λmax{P}||ζ||22, (5.44)

where ||ζ||22 = |s| + η2 is the Euclidean norm of ζ and λmin{P} is the minimum

eigenvalue of P . This gives

V̇2 = − 1

|s|1/2ζ
TQζ ≤ − 1

|s|1/2λmin{Q}||ζ||22. (5.45)

Using (5.44), (5.45) and the fact that

|s|1/2 ≤ ||ζ||2 ≤ V
1/2
2

λ
1/2
min{P}

,

it follows that

V̇ ≤ −γV 1/2(s),

where

γ =
λ
1/2
min{P}λmin{Q}

λmax{P} .

The estimation of the convergence time can be determined since the differential

equation

v̇ − γv1/2, v(0) = v0 ≥ 0,

has the solution

v(t) =
(
v
1/2
0 − γ

2
t
)2

. (5.46)

It follows from the comparison Lemma [111] that V2(t) ≤ v(t) when V2(s0) ≤ v0.

From (5.46), one obtains that V2(s(t)), and therefore s(t), converges to zero in finite

time with an upper bound of the time T defined as

T =
2V

1/2
2 (s0)

γ
. (5.47)
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5.4.3 Application of AHOSMO based STSMC for Position Control of

Quadcopter

The quadcopters translational dynamics presented in Equations (3.28) - (3.30) can

be represented with the following equations⎧⎨
⎩x = vx

v̇x = b1zf + ξx(x, ẋ)
(5.48)

⎧⎨
⎩y = vy

v̇y = b2zf + ξy(y, ẏ)
(5.49)

⎧⎨
⎩z = vz

v̇z = g + b3zf + ξz(z, ż).
(5.50)

The desired acceleration in the inertial frame is set as

ar =
[
b1zf b2zf b3zf

]T
=
[
axr ayr azr

]T
. (5.51)

In order to track a desired trajectory xd, yd, and zd we will utilize the super-

twisting controller based on the adaptive higher order sliding mode observer developed

in Sections 5.3 and 5.2 respectively. The observer dynamics (5.2) applied to the

translational and altitude dynamics (5.48) are given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̂x1 = x̂2 + λx1|x̃|2/3sign(x̃)
˙̂x2 = x̂3 + λx2|x̃|1/3sign(x̃) + axr

˙̂x3 = λx3sign(x̃)

(5.52)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̂y1 = ŷ2 + λy1|ỹ|2/3sign(ỹ)
˙̂y2 = ŷ3 + λy2|ỹ|1/3sign(ỹ) + ayr

˙̂y3 = λy3sign(ỹ)

(5.53)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̂z1 = ẑ2 + λz1|z̃|2/3sign(z̃)
˙̂z2 = ẑ3 + λz2|z̃|1/3sign(z̃) + g + azr

˙̂z3 = λz3sign(z̃)

(5.54)
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Now we can design the STSMC based on the estimated state information. For

that, consider the sliding surface for each translation dynamics

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
sx = c1x(x− xd) + x̂2 − vdx

sy = c1y(y − yd) + ŷ2 − vdy

sz = c1z(z − zd) + ẑ2 − vdz

(5.55)

where c1x, c1y, c1z > 0, ∈ R+. The acceleration control for (5.48) is given by

axr = −c1xx̂2 + c1xẋ
d −

∫ t

0

λ3xsign(x̃) dt− λ2x|x̃|1/3sign(x̃) + v̇dx

− k1x|sx|1/2sign(sx)−
∫ t

0

k2xsign(sx) dt,

(5.56)

ayr = −c1yŷ2 + c1yẏ
d −

∫ t

0

λ3ysign(ỹ) dt− λ2y|ỹ|1/3sign(ỹ) + v̇dy

− k1y|sy|1/2sign(sy)−
∫ t

0

k2ysign(sy) dt,

(5.57)

azr = −c1z ẑ2 + c1z ż
d −

∫ t

0

λ3zsign(z̃) dt− λ2z|z̃|1/3sign(z̃)− g + v̇dz

− k1z|sz|1/2sign(sz)−
∫ t

0

k2zsign(sz) dt,

(5.58)

where the position controllers above guarantee that x, y, and z track asymptotically

to xd, yd, and zd respectively.

Figure 5.1: Block diagram of the super-twisting sliding mode controller based on an
adaptive higher order sliding observer.
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5.4.4 Gain Setting

The selection of gains for the super-twisting sliding mode controller relies on the

derivative of the perturbation, constrained as |ξ̇(t)| < Δ, leading to values such as

k1 = 1.5
√
Δ and k2 = 1.1Δ [112]. This practice has prompted the exploration of

adaptive gains in many studies [113, 114]. A straightforward explanation for this ap-

proach is rooted in the closed-loop system’s behavior when using the output feedback

variant of the STSMC. The closed-loop system can be represented as follows⎧⎨
⎩ṡ = −k1|s|1/2sign(s) + η

η̇ = −k2sign(s) + ξ̇,

where tracking is managed under the external disturbance term. In contrast, the

dynamics presented in (5.32) eliminates ξ̇ from the super-twisting algorithm with

the AHOSMO. Consequently, the gain condition shifts to the observer in (5.22),

embedded within the closed-loop dynamics of (5.19). This shift underscores the

motivation behind the adaptive gain featured in Section 5.2.1.

When integrating a lower-order sliding mode observer, such as the Super-Twisting

Observer (STO), which exclusively estimates states, with the output feedback super

twisting controller, a situation arises where second-order sliding mode cannot be

achieved unless the controller incorporates discontinuity with the term λ2sign(x̃1), as

elaborated in [74]. This configuration mandates the consideration of two distinct gain

conditions [74, 92].

A summary of conditions is provided in Table 5.1.
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Table 5.1: Comparison of gain conditions for the proposed control system with other
observer and non-observer variations.

Control Method Number of
gain condi-
tions

Gain condition summary

Output-feedback STSMC 1 Design the controller gain k2 based on the max
bound of the derivative of the disturbance ξ̇(t).

STSMC-STO 2 Design the controller gain k2 based on the max
bound of the derivative of the disturbance ξ̇(t) and
the observer gain λ2 based on the explicit max bound
of the direct disturbance ξ(t).

STSMC-HOSMO 1 The gain condition from the controller is transferred
to the observer where one needs to tune λ3 according
to the first derivative of the disturbance (see (5.22)).
Therefore, it is said the HOSMO removes a gain con-
dition from the controller with the higher order term
[74] illustrated in Section 5.4.2.

STSMC-AHOSMO 0 The adaptive gain design in Section 5.2.1 is targeted
to auto-tune the observer gain based on the distur-
bance bound conditions. This removes the gain con-
dition for the user allowing for a more practical con-
trol system.

5.4.5 Chattering Smoothing Functions

The well known chattering phenomena with sliding mode control refers to the rapid

and high-frequency switching behavior of the control signal or system states near the

sliding surface. It is characterized by the control signal rapidly switching between

two values or the system states oscillating excessively around the desired trajectory.

The main reason cause is from the discontinuous switching function sign resulting in

an infinitely large switching frequency [115] defined as

sign(s) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 if s > 0

0 if s = 0

−1 if s < 0.

(5.59)

This cannot be realized by real physical systems resulting in high speed chattering

being applied. Consider the super-twisting algorithm presented in (5.32) and repeated

here
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⎧⎨
⎩ṡ = −k1|s|1/2sign(s) + η

η̇ = −k2sign(s).
(5.60)

The s-dynamics k1|s|1/2sign(s) plotted in Fig. 5.2 has a derivative of infinity at s = 0

illustrating a high degree of variation of the sliding variable s at this point [116].

This characteristic is greatly increased due to unmodelled dynamics where k1 and k2

Figure 5.2: Generalized |s|1/2sign(s) function from the super-twisting algorithm.

should be increased to maintain the tracking performance in these conditions [62].

A major component of this work is alleviating this chattering through a variety

of methods as listed

1. Utilizing high-order sliding mode control, more specifically second order sliding

mode with the super-twisting algorithm, can delete the requirement to have

relative degree to be equal to one for conventional sliding mode and attenuate

the chattering phenomena [117].

2. Reduce the effect of the unmodelled disturbances with the implementation of

an AHOSMO allowing for reduced gain selection and chattering.

3. Minimize the gain selection on the observer by implementing an adaptive law

that compensates bi-directional disturbances. The adaptive law adjusts itself

downward once the disturbance is effectively compensated and tracking reaches

a satisfactory level. This dual action aims to not only reduce control effort but
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also mitigate the heightened sensitivity to system noise, a common characteristic

of high gain observers, which ultimately reduces chattering.

However, while this undesirable characteristic is attenuated with the proposed

methods, the application of the sign function to real systems still carries the risk of

chattering, which could potentially result in damage to electromechanical systems.

To address this concern, the concept of boundary layers for the sliding surface is

employed [64, 116, 118]. This boundary layer is created by replacing the sign(s)

function with either a sat(s, ε) (Fig. 5.61(b)) function given as

sat(s, ε) =

⎧⎨
⎩sign(s), |s| ≥ ε

s
ε
, |s| < ε,

(5.61)

where ε > 0 denotes the boundary layer width, or a tanh(s, δ) (Fig. 5.61(c)) function

given as

F (s, δ) =

⎧⎨
⎩sign(s), |s| ≥ δ

κ̄tanh(νs), |s| < δ.
(5.62)

Parameter ν = 2π/δ, where δ represents the thickness of the boundary layer and

κ̄ is typically set to 1. Increasing δ tends to yield a more pronounced effect on

chattering suppression. However, this decision comes with a trade-off: as δ increases,

the response speed and robustness of the control algorithm tend to decrease. A

smoothened super-twisting algorithm using (5.61) is illustrated in Fig. 5.4.

(a) (b) (c)

Figure 5.3: (a) Discontinuous sign(s) function; (b) Saturation sat(s, ε) smoothing
function; (c) Hyperbolic tangent tanh(s) smoothing function.
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Figure 5.4: Smoothened super twisting algorithm with sat(s, ε) where ε = 0.4.

For this thesis, each sign component within the control input (5.11) is replaced

with the function in (5.62) including the disturbance and velocity estimation from

the observer and the super-twisting algorithm, each term is listed:

•
∫ t

0
λ3tanh(νx̃1) dt, disturbance estimation component.

• λ2|x̃1|1/3tanh(νx̃1), velocity estimation component.

• −k1|s|1/2tanh(νs)−
∫ t

0
k2tanh(νs) dt, super-twisting algorithm or switching con-

trol component.

The switching function under the integral for the disturbance estimation and

super-twisting algorithm would attenuate the chattering but cannot eliminate it [116].

5.5 PX4 Control System Architecture

PX4 makes of a cascaded loop architecture, consisting of linear PID controllers which

is popular in multirotor dynamic control. This architecture comprises two key mod-

ules: the inner attitude control module and the outer position control module. The

attitude control module operates in the body frame and consists of angular rate and

angle controllers. The position control module operates in the inertial frame and

consists of linear velocity and position controllers. The control system presented

including the STSMC-AHOSMO is meant to replace the position control module.
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The control system architecture is shown in Fig. 5.5. A description of the symbols

depicted in Fig. 5.5 are given in Table 5.2.

Figure 5.5: PX4 cascaded control system architecture.

Table 5.2: Control signals of the PX4 control architecture.

Control Signal Description
pr Inertial position reference
ψr Yaw reference
vr Inertial linear velocity reference
vff Inertial linear velocity feedforward
ar Inertial linear acceleration reference
aff Inertial linear acceleration feedforward
qr Unit quaternion reference
Ωbr Body angular rate reference
δAr Aileron reference
δEr Elevator reference
δRr Rudder set point
δTr Total thrust reference
TAr Actuator input reference
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5.5.1 PX4 Integration

Deriving the controllers to this point has been done by determining acceleration

commands to ensure sufficient tracking of setpoints for the translational dynamics.

The reason is the PX4 architecture ensures controllers can be used for various UAV

platforms with little modifications. To make this possible, it must use a control

system that is model-free and not reliant on modelling parameters such as mass or

rotor configurations. PX4 accomplishes this by using normalized commands such as

normalized accelerations, forces, and thrusts. The virtual aileron, elevator and rudder

commands sent to the mixer are normalized to [-1, 1], and the virtual actuator δTPX4

and motor actuators TAPX4
are normalized to [0, 1]. The actual thrust output from

each rotor can be determined with the maximum thrust from each rotor TMAX with

0 ≤ Ti ≤ TMAX , (5.63)

where i represents the individual rotor. The thrust produced by each rotor is calcu-

lated with

TA = TMAXTAPX4
. (5.64)

The normalized thrust commands are determined from a mixing matrix within PX4.

From the code base, this matrix for a quadrotor in the X-configuration was found to

be ⎡
⎢⎢⎢⎢⎢⎣
T1

T2

T3

T4

⎤
⎥⎥⎥⎥⎥⎦

PX4

=

⎡
⎢⎢⎢⎢⎢⎣
1 − 1√

2
1√
2

1

1 1√
2

− 1√
2

1

1 1√
2

1√
2

−1

1 − 1√
2

− 1√
2

−1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣
δT

δA

δE

δR

⎤
⎥⎥⎥⎥⎥⎦

PX4

. (5.65)

The mixer used within PX4 contains actuator saturation, non-linearities, and

attitude authority commands which are not illustrated in (5.65). It can also be

noticed that the PX4 mixer matrix differs from the one developed in Section 3.3.1.

5.5.2 Acceleration and Yaw to Attitude and Thrust Conversion

The acceleration commanded from the inertial linear velocity controller is equivalent

to the thrust vector of the vehicle in the body frame, as shown in Fig. 5.6. The

desired acceleration of the quadrotor’s body in the inertial frame of reference [119] is
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ar = afb + aff − ard + ge3.

The term ard represents accelerations due to rotor drag, and are ignored in this case,

however flights at high speed should not ignore these considerations. An example of

this can be found in [120]. As a result, each acceleration component is expressed as

follows

ar = afb + aff + ge3. (5.66)

Term aff is the feedforward acceleration component and afb is the feedback acceler-

ation component. For the STSMC in (5.11), they are given as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

aff = ẋd
2

afb = −c1x̂2 + c1ẋ
d
1 −

∫ t

0

λ3sign(x̃1) dt− λ2|x̃1|1/3sign(x̃1)

− k1|s|1/2sign(s)−
∫ t

0

k2sign(s) dt.

(5.67)

Therefore the STSMC encapsulates all of the relevant accelerations discussed.

The desired orientation qr for the inner control modules is determined from the

acceleration commands produced from the linear velocity controllers allowing the ve-

hicle to track a reference velocity. This transformation is described in [121]. The

authors calculate the desired attitude denoted by �bxr , �byr , and �bzr , from the com-

manded acceleration ar as

�bzr = − arPX4

|arPX4
| , (5.68)

�bEyr = [− sinψr cosψr 0]T , (5.69)

�bxr =
�bEyr ×�bzr

||�bEyr ×�bzr ||
, (5.70)

�byr = �bzr ×�bxr , (5.71)

where E is an intermediate frame as a result from rotating the inertial frame about

the �iz axis by the reference yaw angle, ψr. This transformation is illustrated in Fig.

5.6.

For a given reference command xd
1, a total collective thrust fPX4 along the �iz axis

in the inertial frame is calculated with the following
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Figure 5.6: Illustration of the commanded inertial acceleration.

fPX4 = (azr + g)

(
fHT
PX4

g

)
− fHT

PX4, (5.72)

with fHT
PX4 being the normalized thrust [0, 1] required to hover with level orientation

determined from an onboard zero order EKF. It is assumed to be equal to standard

gravity as a unit conversion for acceleration commands. The thrust is restricted to

a range defined by the user, where the minimal is set greater than zero to avoid the

possibility of free fall. The commanded inertial acceleration is described by the vector

arPX4
= [axr ayr − g]T . (5.73)

Notice how the above vector differs from the acceleration command vector (5.51),

(5.66), and (5.67) where the azff and azfb components are not initially considered in

arPX4
. PX4 does this for a few important reasons that are listed:

• Decouple the vertical and horizontal position/velocity control.

• Typical multirotor designs prioritize generating thrust commands along the �bz

direction, which allows for rapid dynamic changes in the �bz axis by manipulat-

ing collective motor thrust f . In contrast, achieving horizontal displacement
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requires the entire airframe to rotate using differential thrust to align with the

desired �bz axis before thrust can be effectively applied in that direction.

• This design strategy is particularly advantageous in scenarios involving very

fast and impractical attitude setpoint changes, especially when accompanied by

low thrust commands such as during descent. By focusing on adjusting thrust

along the �bz axis, the design minimizes the need for excessive and potentially

unfeasible adjustments in attitude, enhancing overall control stability and per-

formance.

The desired rotation matrix is then described by

Rvr = [�bxr
�byr �bzr ]

T . (5.74)

A reference quaternion is calculated from this rotation matrix and passed to the angle

controllers illustrated in Fig. 5.5. The virtual actuator thrust command is determined

with the following

δTPX4
= −||fPX4

�bzr ||, (5.75)

where fPX4 is projected along the �bzr axis.

5.5.3 PX4 Auto-Tuning

The commands from the position control module, being an acceleration ar, are con-

verted to an attitude setpoint in the form of a quaternion qr for the inner control

modules including the attitude and angular rate controllers. These controllers are

the most important for stable and responsive flight, therefore to ensure sufficient

performance they must be well tuned.

Angle controllers allow the vehicle to follow a given, roll, pitch, and yaw angle.

PX4 implements a quaternion based angle control law from [122] which is a pro-

portional controller with non-linear components and this work assumes it tracks the

desired setpoints qr. Linear PID controllers are used to track angular rate setpoints

Ωbr . The controllers command the virtual actuators δir where i = {A,E,R} of the

vehicle.

The COEX Clover platform provides working gains for the controllers, however,

upon the integration of the gripper mechanism, the system mass moment of inertia
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changed and re-tuning was required. The auto-tuning module makes use of an indirect

adaptive control scheme [123] represented in Fig. 5.7.

Figure 5.7: Indirect adaptive controller gain auto-tuning block diagram.

The direct adaptive control method (such as model reference adaptive control),

bases its adaption mechanism on the error between the plant and reference model to

drive this error to zero asymptotically by adjusting the controller parameters online.

However, indirect adaptive control is done in two main stages:

1. estimate the plant parameters online;

2. estimate the controller parameters online using model based tuning techniques.

Auto-tuning uses the indirect adaptive scheme by temporarily enabling the adaption

algorithm to tune the controllers.

An Auto-Regressive eXogenous (ARX) model [124] of the following form is used

for system identification

y(k) +
na∑
i=1

aiy(k − i) =

nb∑
j=0

bju(k − nk − j) k = 0, 1, 2, 3, . . . , (5.76)

and the transfer function form is

A(q−1)y(k) = q−nkB(q−1)u(k) + A(q−1)E(k), (5.77)
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where

A(q−1) =
na∑
i=0

aiq
−i = 1 + a1q

−1 + a2q
−2 + . . .+ anaq

na , (5.78)

B(q−1) =
nb∑
i=0

biq
−i = b0 + b1q

−1 + b2q
−2 + . . .+ bnb

qnb , (5.79)

with q−i being the backward shift operator, na being the order of A(q−1) or number of

poles, nb being the order of B(q−1) or number of zeros, nk being the delay or number

of sampling intervals related to deadtime nkdt, u being the system input, y being the

system output, and E being the white noise error term. From the PX4 source code,

it was determined na = 2, nb = 2 and nk = 1 for the identified ARX system model.

The ai and bi parameters are estimated for this model using the efficient Recursive

Least Squares (RLS) algorithm

θ̂ =
[
â1 â2 b̂0 b̂1 b̂2

]T
. (5.80)

This avoids the computationally heavy matrix inversion used with the Least squares

method that solves the parameters from a batch of data and assumes constant pa-

rameters as opposed to time varying ones. The RLS algorithm is presented in the

following

1. Initialize variables

• Parameter estimation: θ̂(0) = 0,

• Forgetting factor: λ = 1− dt
τ
,

• β, value to initialize P(0) = βI.

2. Constructing the design vector/data regression vector:

Φ(k) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−y(k − 1)
...

−y(k − na)

u(k − nk)

u(k − nk − 1)
...

u(k − nk − nb)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.81)
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3. Covariance matrix P(k) update:

P(k) =

(
P(k − 1)− P(k − 1)Φ(k)Φ(k)TP(k − 1)

λ+Φ(k)TP(k − 1)Φ(k)

)
λ−1. (5.82)

4. Calculate error estimate or innovation:

e(k) = y(k)− (Φ(k)T θ̂(k − 1))︸ ︷︷ ︸
ŷ(k)

. (5.83)

5. Determine the updated ARX model parameters:

θ̂(k) = θ̂(k − 1) +P(k)Φ(k)e(k). (5.84)

Parameter 0 < λ < 1 is the forgetting factor to account for the time varying weight-

ing of the data. PX4 uses the sampling interval dt and system time constant τ in

calculating the forgetting factor.

The initialization of P(0) is typically set with β being a very small value [125]

where for λ < 1 the effect of P(0) reduces exponentially for a large k. However, in

the case where the parameters have abrupt changes, P(k) is periodically set to βI

with β being a large number [126]. From the PX4 code it is set to β = 103.

The covariance matrix P(k) is constructed from various components, with one of

them being the gain vector g(k), which is expressed as

g(k) =
P(k − 1)Φ(k)

λ+Φ(k)TP(k − 1)Φ(k)
. (5.85)

Remark 8. The equations for the RLS algorithm show resemblance to the Kalman

Filter although they focus on parameter estimation instead of state estimation.

With the identified system model, the PID gains for the angular rate controllers

are determined with a Generalized Minimum Variance Control (GMVC) law from
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[127]. The GMVC algorithm is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ = dt
σ

μ = 0.25(1− δ) + 0.51δ

p1 = −2e
−ρ
2μ cos

(√
4μ−1
2μ

ρ
)

p2 = e
ρ
μ

e1 = −a1 + p1 + 1

f0 = −a1e1 − a2e1 + a2

f2 = a2e1

ν = γ + (e1 + 1)(b0 + b1 + b2)

(5.86)

where dt is the sampling interval in seconds, σ is the desired closed-loop rise time

in seconds set by the user, δ is the sampling index (between 0 and 2) with 0 being

critical and 1 is Butterworth. Parameter γ is known as the ‘detuning’ coefficient, this

is related to gain kc only, where you can increase to detune the controller. Finally,

the angular rate PID gains can be set as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
kc = 1

ν
(f1 + 2f2)

ki = 1
Ti

= − f1+2f2
f0+f1+f2

dt

kd = Td = − f2
f1+2f2

dt.

(5.87)

The proportional gain for the attitude controllers kq is determined with the fol-

lowing empirical rule

kqkc1.047 = 1, (5.88)

meaning an error of 60◦ or 1.047rad should produce the maximum control output.

The value of kq is constrained to kq ∈ [2, 6.5]. The complete auto-tuning system

identification diagram is presented in Fig. 5.8.

This auto-tuning process was applied to the COEX Clover in experiment to deter-

mine the controller gains. The RLS time varying parameter estimation for the ARX

model can be seen in Fig. 5.9. Resulting models for each dynamic are presented in

Table 5.3.
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Figure 5.8: Complete systems identification and auto-tuning process for the angular
rate PID controllers and P attitude controllers.

Table 5.3: System identified ARX model for each angular rate dynamic for the COEX
Clover.

Dynamic â1 â2 b̂0 b̂1 b̂2 dt

Roll Rate -1.68 0.676 0.301 0.447 0.258 0.0093
Pitch Rate -1.64 0.639 0.292 0.479 0.265 0.0093
Yaw Rate -1.57 1.05 0.928 0.479 -1.09 0.0093

Remark 9. The models identified in Table 5.3 can be simulated in MATLAB/Simulink

to test various responses and offline gain tuning.

The PID gain variation for angular rates controllers and P gain variation for the

angle controllers is illustrated in Fig. 5.10. The filtered input u and filtered output

y of the system is plotted in Fig. 5.11(a) with the innovation y − ŷ plotted in Fig.

5.11(b). The system model estimate predicts the system angular rate very well from

the small innovation.
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Figure 5.9: System identified ARX model parameter profiles: (a) Time varying ARX
parameters through each roll, pitch, and yaw system identification phase; (b) Variance
of each estimated time varying ARX parameter during each phase.
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Figure 5.10: Time varying controller gain profiles: (a) Time varying angular rate PID
controller gains during each roll, pitch, and yaw auto-tuning phase; (b) Time varying
attitude P controller gains during each roll, pitch, and yaw auto-tuning phase.
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Figure 5.11: System input and output information profiles: (a) Filtered input and
output data of the Clover system used for system identification; b) Innovation or
difference between estimated model output and actual Clover output from the Gyro.

5.6 Summary

This chapter explored the development of a model-based control system, consisting

of a super-twisting sliding mode controller based on an adaptive higher order sliding

mode observer. The adaptive law is introduced and its integration with the HOSMO is

validated through rigorous Lyapunov stability analysis, demonstrating the observer’s

finite time stability properties in the presence of external perturbations and mea-

surement noises. The theoretical analysis yields gain conditions that emphasize the

benefits of the observer and adaptive law in practical applications. To address the

chattering phenomenon, where the switching frequency of the sign function cannot

be realized in physical systems, final control modifications are discussed, including

the implementation of a smoothing function.

The PX4 control system is then presented, outlining the cascaded PID controllers

and the integration of the STSMC-AHOSMO as a replacement for the position con-

trol module within the PX4 environment. Additionally, the integration of the gripper
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mechanism into the UAV system necessitates the re-tuning of the attitude and angu-

lar rate controllers. The chapter provides a comprehensive overview of the indirect

adaptive auto-tuning algorithm, followed by the presentation of auto-tuning results

for the COEX Clover.



Chapter 6

Simulation and Experimental Results

6.1 Performance Metrics

This section discusses the various performance metrics used to compare results in

both simulation and hardware testing.

For the trajectory tracking results, performance comparison is quantified with the

MAE, which computes the average magnitude of errors during trajectory tracking,

giving equal weight to all deviations. This metric is calculated as follows

MAE =
1

n

n∑
i=1

|xd − x1|. (6.1)

Two metrics are used to evaluate control effort performance between the man-

ually tuned control system STSMC-HOSMO and adaptive one STSMC-AHOSMO,

particularly its magnitude and chattering analysis. The first is the Root Mean Square

(RMS) given by

RMS =

√√√√ 1

n

n∑
i=1

a2r, (6.2)

which simply gives insights into the magnitude or strength of the control signal. The

final metric used is a chattering index [128] formulated as

Λk =
1

n

n∑
i=1

|ar − ār|, (6.3)

where Λk is a chattering index over n data points. It is essentially the MAE of the

control input ar and ār which is a low-pass filtered control signal (see Fig. 6.1).

ār =
1

s+ ωc

ar, (6.4)

where ωc is the cutoff frequency.

94
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Figure 6.1: Chattering of ar.

Remark 10. Equation (6.4) represents a very simple first order and ideal low pass

filter which can be set with the ‘butter’ function in MATLAB. However, this work used

MATLAB’s ‘lowpass’ filter function where the the order is determined by the internal

design algorithm of the function, which optimizes the filter response according to the

provided parameters. A passband of 0.1 Hz was selected and found to provide sufficient

results.

6.2 Robust Trajectory Tracking under Varying Disturbances

In this section, extensive simulation tests are conducted to evaluate the performance of

the proposed adaptive observer-based controller in addressing the reference tracking

control problem under diverse disturbance scenarios. The testing process includes

initial evaluations within the MATLAB/Simulink environment, as outlined in Section

4.3.1, to verify the controllers’ ability to stabilize the quadrotor vehicle under specific

disturbances within a targeted condition framework. Comparisons are made against

classical PID controllers and the manually set algorithm, referred to as STSMC-

HOSMO, to validate the effectiveness of the proposed approach.
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Thereafter, integrating it into the PX4 control system environment was accom-

plished within the PX4-powered Clover drone Gazebo simulator, as described in Sec-

tion 4.3.2. To further evaluate its performance, the controller was tested within the

simulation environment, incorporating a custom disturbance plugin.

Nonetheless, it is important to highlight that the trajectory tracking algorithms

developed in simulation exhibited the expected behavior when implemented on hard-

ware. This successful hardware implementation is demonstrated in the final video pre-

sentation of my CopterHack 2023 project, which can be accessed via the following link:

https://www.youtube.com/watch?v=jOovjo0aBpQ&t=5s&ab channel=SeanSmith.

6.2.1 MATLAB/Simulink Simulations

The focus of the following simulations is analyze controller performance when com-

manding the position dynamics (3.28)-(3.30) to track a complex trajectory under

external aerodynamic perturbations.

The trajectory to track is a circular helix defined in the following

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
xd = a cos t,

yd = a sin t,

zd = bt.

(6.5)

The helix has a radius of a = 8m, a slope of a/b (b = 2m), and t represents the time

variation where the desired trajectory (xd, yd, zd) traces a right-handed helix with a

pitch of 2πb about the z-axis.

The Dryden wind gust model from Section 3.3.2 was applied as a time varying ex-

ternal disturbance for t ∈ [0, 18]s and Gaussian noise was introduced for t ∈ [10, 30]s.

The wind model variables can be found in Table 6.1, where the same disturbance was

applied to each position dynamic. The tracking results are plotted in Fig. 6.2 with

Table 6.1: Dryden wind gust model parameters for each position dynamic.

Dynamic n ai [m/s2] Ωi [rad/s] ψi [rad]

North 4 [2.3, 3.6, 3, 2.5] [1, 1.5, 1, 3] [1, 3, -1, -1]
East 4 [2.3, 3.6, 3, 2.5] [1, 1.5, 1, 3] [1, 3, -1, -1]
Down 4 [2.3, 3.6, 3, 2.5] [1, 1.5, 1, 3] [1, 3, -1, -1]
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Figure 6.2: 3D circular helix tracking profile with STSMC-AHOSMO, STSMC-
HOSMO, and PID control under Dryden wind gust model t ∈ [0, 18]s and noisy
position measurements t ∈ [10, 30]s.

a 2-Dimensional view in Fig. 6.3 and the performance index is quantified in Table

6.2. The overall tracking performance of each control method was reasonably good

under the applied disturbance, as depicted in the position tracking plots (see Fig.

6.4(d)). However, the top-down view (Fig. 6.3(a)) clearly shows that the PID control

struggles to effectively dampen out the wind gust model. In contrast, the proposed

STSMC-AHOSMO demonstrates improved tracking performance by estimating and

mitigating the disturbance, as shown in Fig. 6.4(d). This control method achieved a

significant reduction in MAE, namely 25% for north tracking, 74% for east tracking,

and an impressive 84% for down tracking.

Based on the data presented in Table 6.2, it can be inferred that the tracking

performance of both the manually tuned algorithm, STSMC-HOSMO, and the adap-

tive system algorithm, STSMC-AHOSMO, are comparable when dealing with the

influence of wind and noise. However, the primary objective of the adaptive law

is to ensure consistent tracking performance across both high and low disturbance
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Figure 6.3: 2D simulation response profiles of circular helix: (a) Top-down position
tracking of circular helix; (b) Individual dynamic responses.

zones, which has been successfully achieved. Additionally, the adaptive system aims

to minimize control effort under bi-directional disturbances, resulting in lower gains,

reduced chattering, and decreased sensitivity to measurement noises associated with

high gain observers.

From Fig. 6.5(b), it can be observed that the adaptive gains converge to values

significantly lower than the manually set gains (L = 20). As a result, the disturbance

Table 6.2: Tracking performance for each controller in each reference dynamic.

MAE [cm] North
Position

East
Position

Down
Position

PID 12.57 4.10 3.55
STSMC-HOSMO 8.93 1.14 0.65
STSMC-AHOSMO 9.36 1.05 0.58
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Figure 6.4: Simulation response profiles from manual and adaptive control algorithms:
(a) x-dynamic control input; (b) y-dynamic control input; (c) z-dynamic control input;
(d) Disturbance estimation x̃3 on z-dynamics ξz.

estimation component highlighted in Fig. 6.4(d) exhibits reduced chattering ampli-

tudes. This improvement is further complemented by lower state estimation gains,

leading to noteworthy reductions in chattering amplitudes in the resulting control

efforts, as illustrated in Figs. 6.4(a), (b), and (c), and quantified in Table 6.3.

During the time interval t ∈ [0, 10]s, the presence of wind disturbances causes

minor chattering. However, after 10 seconds, the introduction of measurement noise

leads to a significant amplification of chattering, as depicted in Fig. 6.4.

The RMS values presented in Table 6.3 provide a measure of the magnitude of

the control effort. It is evident that the manually tuned control algorithm, STSMC-

HOSMO, consistently applies higher control effort throughout each phase of the sim-

ulation. However, despite the increased control effort, the tracking performance does

not exhibit significant improvement when compared to the adaptive version, STSMC-

AHOSMO (refer to Table 6.2).

This situation creates a scenario where the system operates at high gain levels de-

spite relatively low disturbance levels, resulting in amplified chattering and increased

sensitivity to measurement noises, as depicted in Fig. 6.4. This observation reinforces
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Figure 6.5: Simulation response profiles for STSMC-AHOSMO on the x-dynamics:
(a) Position estimation error x̃1 and velocity estimation error x̃2 with AHOSMO; (b)
Time variation of adaptive gains.

the effectiveness of the adaptive gain design.

It can be observed that despite the acting perturbations (Fig. 6.4(d)), the estima-

tion error (Fig. 6.5(a)) remains in the neighborhood of the origin for almost all time.

This interval is defined by Λ0 and is considered the zero of the system for t ∈ [10, 30]s

in the presence of measurement noise, and the interval is zero for t ∈ [0, 10]s when

the system is absent of any noises. This outcome validates [90, Theorem 5] i.e. an

exact robust differentiator.

In general, the differentiation accuracy inevitably deteriorates rapidly with the

growth of the differentiation order [67]. This is illustrated with the velocity estimation

|x̂2−x2| in Fig. 6.5(a). Despite efforts to mitigate the impact of noisy signals through

treatment and filtering, the performance improvement is limited and relies mainly on

reducing the sampling step. However, it is worth noting that this observer exhibits a

high level of robustness against parametric uncertainty when compared to an EKF.

Moreover, when combined with a low noise signal feedback that undergoes filtering

within PX4 before being utilized in the high-rate firmware, this observer demonstrates
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excellent performance in the given environment. The subsequent sections, including

Gazebo simulations and hardware application, further illustrate and support these

positive outcomes.

Lastly, although the proposed adaptive law successfully reduces the chattery signal

(as depicted in Fig. 6.4), it is important to note that the chattering is not completely

eliminated. In these simulations, the presence of the sign function persists, in con-

trast to the smoothing function described in Section 5.4.5. In MATLAB simulations,

when the estimation error (Fig. 6.5) converges to the neighborhood |x̃1| < Λ0, it does

so rapidly due to the simplicity of the mathematical dynamics and the effectiveness

of the discontinuous sign function in conjunction with the proposed algorithm. Con-

sequently, the adaptive gains exhibit a slower dynamic reduction, contingent upon

the estimation error |x̃1|.
However, it should be recognized that in real-world scenarios or more complex

systems with higher uncertainty, the adaptive gains would dynamically reduce at a

more appropriate rate with a well set Ka gain. Therefore, in the subsequent sec-

tions where the STSMC-AHOSMO is applied to the Gazebo simulator and COEX

Clover hardware in the PX4 environment, the smoothing function is utilized, and the

dynamic reduction of the adaptation law becomes more prominent.

Table 6.3: Root mean square and chattering index of control input for a: t ∈ [0, 10]s,
b: t ∈ [10, 18]s, c: t ∈ [18, 30]s for [a, b, c] to evaluate control performance.

RMS [m/s2] axr ayr azr
STSMC-HOSMO [26.18, 8.11, 6.27] [17.81, 6.58, 6.59] [8.14, 5.32, 4.31]
STSMC-AHOSMO [25.5, 6.79, 4.71] [7.36, 5.06, 4.95] [8.84, 3.87, 2.20]
Λk [m/s2] axr ayr azr
STSMC-HOSMO [1.59, 3.17, 3.28] [0.68, 3.54, 3.64] [1.06, 3.75, 3.87]
STSMC-AHOSMO [1.53, 1.64, 1.90] [0.38, 1.84, 2.13] [0.61, 1.66, 1.89]

6.2.2 Clover Gazebo Simulations

For the complex trajectory tracking simulation in this environment, the COEX Clover

was targeted to track a lemniscate of Bernoulli. This trajectory can be represented

by the following parametric equations
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⎧⎨
⎩x = rcos(a)

1+sin2(a)

y = rsin(a)cos(a)
1+sin2(a)

,
(6.6)

where a is the parametric variable or the angle to sweep through for this tracking

and r = 3m is the radius of the lemniscate. While (6.6) provides the position of the

trajectory, feedforward components such as velocity are needed for the STSMC and

will also improve trajectory tracking with the PID controllers. With (6.6) being a

smooth trajectory, the velocity and acceleration are available everywhere, with the

derivative defined as
dx

dt
=

dx

da
· Δa

Δt
,

dy

dt
=

dy

da
· Δa

Δt
,

where the product rule of a linearly increasing angle Δa
Δt

(constant angular rate) is

used to get the velocity from the change in position with angle, this value is set within

the high level command module. The final velocity form is given⎧⎨
⎩

dx
dt

= −2rsin(a)(cos(2a)+5)
(cos(2a)−3)2

Δa
Δt

dy
dt

= 2r(3cos(2a)−1)
(cos(2a)−3)2

Δa
Δt

.
(6.7)

Similarly, the acceleration feedforward is determined with the following⎧⎨
⎩

d2x
dt2

= rcos(a)(44cos(2a)+cos(4a)−21)
(cos(2a)−3)3 (Δa

Δt
)2

d2y
dt2

= 4rsin(2a)(3cos(2a)+7)
(cos(2a)−3)3 (Δa

Δt
)2.

(6.8)

Remark 11. Any smooth analog path can be discretized at a high enough update rate

to have PX4 fly what looks to be a completely smooth path. Setpoints must be given

to PX4 at a rate of at least 2Hz or the Clover will go into fail-safe mode, this sets the

motors into safety mode where the Clover will most likely glide into a fall. Preferably

sending setpoints at 30 Hz or greater is desired for smooth trajectories. Clovers simple

offboard sends setpoints at 30 Hz and publishes using MAVROS.

Similar to the MATLAB/Simulink simulations, a variable force disturbance in the

form of a Dryden wind gust model, or a sum of sin functions, is applied to the center

of mass of the Clover in the inertial frame of reference during the complex portion

of the trajectory tracking. The custom plugin was used as discussed in Section 4.3.2.

The model parameters are listed in Table 6.4. The gains for the HOSMO were set
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Table 6.4: Dryden wind gust model parameters for each position dynamic in Gazebo.

Dynamic n ai [m/s2] Ωi [rad/s] ψi [rad]

North 1 [0.8] [2π
9
] [0]

East 1 [1.1] [2π
7
] [0]

Down 1 [1.1] [2π
8
] [0]

conservatively in the presence of time varying disturbances and can be found in Table

B.5.

The translational tracking is plotted in Fig. 6.6. It is clear the PID struggles

to damp out and reject the varying disturbances specifically in the horizontal plane.

The robust control algorithm, particularly the STSMC-AHOSMO reduces the MAE

by 44.4% and 74% in the North and East directions respectively (see Table. 6.5).

A main reason is the AHOSMO is able to estimate the disturbance influence online

on each dynamic presented in Figs. 6.7(b), (d), and (f). This estimated disturbance

5
-3

-1

19

1

3

Figure 6.6: Clover Gazebo tracking profiles: (a) Top down view of lemniscate tracking;
(b) Individual dynamic trajectory tracking.
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Table 6.5: Tracking performance for each controller in each reference dynamic for
Gazebo simulation.

MAE [cm] North
Position

East
Position

Down
Position

PID 11.9 25.1 4.15
STSMC-HOSMO 6.89 6.41 1.86
STSMC-AHOSMO 6.61 6.52 1.93

influence is incorporated into the control input to effectively counteract these forces

acting on the quadrotor. The persistent steady-state error observed with the PID

control arises from integral overload, wherein the gains are tuned for undisturbed

flight scenarios.

From Table 6.5, it is clear that the manually tuned algorithm STSMC-HOSMO

and adaptive STSMC-AHOSMO provide identical tracking and performance on each

dynamic during the trajectory tracking under the varying force disturbances. Al-

though, similar to the MATLAB/Simulink simulations, the adaptive law empowers

the STSMC-AHOSMO to achieve this efficiency without relying on conservatively set

Figure 6.7: Clover Gazebo control characteristic profiles: (a,c,e) Individual dynamic
control input; (b,d,f) Disturbance estimation on each individual position dynamic.
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gains (see Table B.5). This efficiency is quantified in Table 6.6, where according to

the RMS the adaptive algorithm requires a lower magnitude of control input with a

reduction of 53.5%, 70.6%, and 15.2% on the x, y, and z dynamics respectively. Like-

wise, there is a significant improvement on the chattering amplitude of the control

input (see Fig. 6.7) which is confirmed with the reduction in chattering index seen

in Table 6.6.

The simulation exhibits low noise levels, as the sensor plugins incorporate noise

models with a standard deviation of σ = 0.001m. The estimation error (Fig. 6.8)

converges on an interval on the order of 10−3 for the altitude dynamics remaining in

the vicinity of zero defined by Λ0. The low estimation error is a result of the growing

adaptive gains in Fig. 6.8(d). The Lz gain grows to compensates disturbances before

dynamically reducing to minimize the control effort for the system. Gains Lx and Ly

converge on smaller values with constant transitions between reductions to minimize
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Figure 6.8: Clover Gazebo response profiles: (a,b,c) Estimation error for each
AHOSMO on position dynamics; (d) Time variation of adaptive gains for each
AHOSMO.
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control effort and jumps to ensure the gain conditions (5.22) are satisfied under the

influence of perturbations (Table 6.4).

The velocity estimation difference between the onboard EKF and AHOSMO (see

Fig. 6.8) varies due to the measurement noise and mainly the perturbations applied

to the system. It has been shown in [129] that the HOSMO outperforms the EKF

with state estimation in the presence of disturbances and in ideal conditions, and

while the HOSMO is more sensitive to noise, it produces a more reliable behaviour

even in the presence of noises and disturbances. The lower order SMO was also

shown to outperform the EKF under these conditions however it does not provide

a reliable perturbation estimation like the HOSMO. Therefore, it benefits the the

control system to use velocity estimations from the AHOSMO in these conditions,

which may also improve the velocity PID control performance if they were paired.

Table 6.6: Root mean square and chattering index of control input to evaluate control
performance.

RMS[m/s2] axr ayr azr
STSMC-HOSMO 1.44 1.77 0.46
STSMC-AHOSMO 0.67 0.52 0.39
Λk[m/s2] axr ayr azr
STSMC-HOSMO 0.91 1.38 0.16
STSMC-AHOSMO 0.18 0.22 0.044

6.3 Disturbance Handling for Low Altitude UAV Pick-and-Place Tasks

Similar to the trajectory tracking section, this section involves thorough simulation

testing to assess the performance of the proposed observer-based controller in the

presence of diverse disturbances. However, the specific control problem addressed

here differs, as the focus is on altitude stabilization during real-world UAV pick-and-

place missions under various disturbance scenarios.

To begin, initial tests are conducted in MATLAB/Simulink to verify the con-

troller’s capability to handle altitude tracking in the face of load variations and ground

effects, particularly during the low altitude load transportation. The performance of

the proposed controller is compared to that of PID control, which is commonly em-

ployed in industry and open-source control systems.
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Prior to conducting the experimental tests, pre-experimental evaluations were car-

ried out in the PX4-powered Clover drone Gazebo simulator to verify the functionality

and compatibility of the control algorithms within the PX4 environment. To emulate

object grasping, a constant force plugin was employed in this simulation environment.

The final phase of the evaluation involved experimental testing, serving as the

ultimate assessment of the thesis work in real-time conditions. This phase encom-

passed a multi-phase autonomous pick-and-place mission that involved low altitude

grasping while considering ground effects and varying loads. A video showcasing the

experiment can be accessed at https: // youtu .be/ QxSlLZeTRd8 .

6.3.1 MATLAB/Simulink Simulation

For this simulation, the altitude dynamics (3.30) was commanded to track varying

altitudes under the discussed disturbances to verify the robustness of the proposed

control method with the tracking results plotted in Fig. 6.9.

It is clear the PID controllers struggle to damp and eliminate the time varying
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Figure 6.9: Simulation results on the altitude dynamic tracking for PID and STSMC-
AHOSMO control under Dryden wind gust model t ∈ [0, 100]s, significant ground-
effect influence t ∈ [40, 50]s, noisy altitude measurements t ∈ [50, 100]s, and an
additional mass of 150 g introduced at t = 60s.
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perturbations from t ∈ [10, 25]s with gains tuned for an undisturbed system. The

AHOSMO is able to estimate them and feed this into the STSMC for disturbance

rejection allowing for a more robust control method and reducing MAE by 76% (0.47

cm ⇒ 0.11 cm) for t ∈ [0, 25]s. This estimation is illustrated in Fig. 6.10(a).

During t ∈ [40, 50]s, the ground effect becomes significant at a low altitude of 0.08

m equating to a ratio of zr/r = 1.27. The STSMC-AHOSMO compensates for the

additional unmodelled force on the quadcopter (upward shift in Fig. 6.10(a)) while

maintaining finite time error convergence (Fig. 6.10(c)) helping the quadcopter reach

the desired minimum height. A MAE reduction of 94% is established on the interval

t ∈ [25, 50]s.

When an additional mass of 150 g was introduced to the system at t = 60s to

replicate in-flight object grasping, it causes an initial tracking error (Fig. 6.10(b)),

however the AHOSMO is able to quickly adjust (shift down in Fig. 6.10(a)) to

compensate this. The MAE was reduced by 65% (1.14 cm⇒ 0.4 cm) for t ∈ [50, 100]s.

Generally, if parametric uncertainties exist in a vehicle system in terms of a total mass,

the uncertainty is compensated by introducing an integral (I) controller in the PID
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0

0.1

50 60 70

0

2

4
10-3

Figure 6.10: Simulation response profiles: (a) Disturbance estimation x̃3 from
AHOSMO; (b) Altitude tracking error; (c) Position estimation error x̃1 and veloc-
ity estimation error x̃2 with AHOSMO; (d) Time variation of adaptive gains.
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controller [39]. Overloading this term may lead to instability (steady state error or

complete loss of control) highlighting the limitations of PID control.

It can be observed that despite the acting perturbations (Fig. 6.10(a)) the esti-

mation error (Fig. 6.10(c)) remains in the neighborhood of the origin for almost all

time. This neighborhood is considered as the zero of the system and is defined by the

threshold Λ0. For t ∈ [0, 50]s the system is absent of measurement noise therefore the

error converges to zero in a finite time.

The adaptive parameters shown in Fig. 6.10(d) increase until the estimation error

reaches the origin in the absence of noise leading to constant gains. At t = 50s they

dynamically reduce where |x̃1| < Λ0 in the presence of Gaussian measurement noise.

This adjustment minimizes the control effort and optimizes control performance in

the low disturbance zone. The standard deviation was set to σ = 0.001m therefore

most estimation error is within 3σ providing a good estimate for Λ0. At t = 60s,

the sliding mode is lost because of the growth of the disturbance amplitude from the

additional payload (see Fig. 6.10(a)). Likewise, the gains (Fig. 6.10(d)) grow until

the observation error reaches |x̃1| < Λ0 where the fine tuning phase begins again.

While low gains were sufficient (see Fig. 6.10(d)) in this simulation, practical

systems have an increased level of uncertainty and disturbance levels and this is

illustrated in the Gazebo and experimental results where the adaptive parameters

converge on larger values.

6.3.2 COEX Clover Gazebo Simulation

The COEX Clover Gazebo simulator was used to test the proposed control system in

the PX4 environment. A ‘simple offboard’ trajectory generation module was used to

provide position coupled with feedforward velocity, and acceleration setpoints through

MAVROS. The altitude was determined by the Clover laser range-finder plugin with

other localization from ArUco marker vision-based navigation and data was fused

with the PX4 EKF, including sensor noise (σ = 0.001m) and bias. The altitude

tracking results can be seen in Fig. 6.11.

The STSMC-AHOSMO provides a faster convergence rate in the transient stages

of the Clovers tracking where it reacts on the delayed takeoff quicker from the motor
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Figure 6.11: Clover Gazebo simulation: altitude tracking for PID and STSMC-
AHOSMO with a force of 4.3N introduced at t = 19s.

arming, this reduced MAE 65% (32.1 cm ⇒ 11.1 cm) from t ∈ [0, 14]s. This is not al-

ways ideal, as it will cause a jerk in the takeoff depending on the commanded velocity,

therefore a lower velocity should be set in the takeoff for this reason. The robustness

of the control method is tested by introducing a downward force of 4.3N at t = 19s on

the Clover to replicate grasping an object mid-flight. The STSMC-AHOSMO is able

to quickly adjust and stabilize with help from the observer illustrated in Fig. 6.12(a),

which reduced the MAE significantly by 59% (6.52 cm ⇒ 2.62 cm) for t ∈ [14, 29]s.

An increased steady-state error with PID is evident from t ∈ [32, 44]s suggesting

integral instability from the additional load where STSMC-AHOSMO reduces MAE

by 37% (1.24 cm ⇒ 0.78 cm) for t ∈ [28, 57]s.

In Fig. 6.12(c), the normalized hover thrust determined from the PX4 zero order

EKF module is shown. The sudden increase at t = 19s is from the additional payload.

When this value changes, the acceleration adjustment is added to the integral portion

of the velocity PID controller to absorb the effects (see Fig 6.12 (d)). This hover thrust

variance is better handled by the STSMC-AHOSMO when loads become significant.

With a low noise level, the estimation error converges to values on the order of
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Figure 6.12: Clover Gazebo simulation response profiled: (a) Disturbance estima-
tion x̂3, position estimation error x̃1, and velocity variation between the EKF and
AHOSMO |x̂E

2 − x̂O
2 |; (b) Time variation of adaptive gains; (c) Hover thrust estima-

tion; (d) Control input.

10−5 with jumps around 10−3 remaining in the vicinity of zero defined by Λ0. This

is a result of growing adaptive gains until the conditions in (5.22) are satisfied. At

t = 19s the gains grow to compensate the additional load (see Fig. 6.12(b)) where

|x̃1| < Λ0 is reached, and then are fine tuned again to minimize the control effort.

6.3.3 Practical Application of STSMC-AHOSMO for Altitude Control

This section presents experimental results through a multi-phase experiment used

to replicate the simulation tests with comparable characteristics, highlighting the

effectiveness of the proposed control algorithms. The attitude controllers were tuned

using the adaptive auto-tune control module provided by PX4, assuming sufficient

tracking of the quaternion setpoints provided.

The multi-phase experiment and laboratory environment can be seen in Fig. 6.13.

Four Flex 13 OptiTrack cameras are used to cover the fight area with an ArUco

marker labelling the start position and drop zone. The cameras are connected to a

computer over USB that runs OptiTrack Motive software. A custom UDP connection
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is established between the NatNet IP multicasting server in Motive and Raspberry

Pi to stream pose feedback and remap it to the PX4 using MAVROS. Each computer

in the setup interacts using a time synchronized local network.

Figure 6.13: Multi-phase Clover experiment. Phase1: [A,B,C][0,27]s, Phase2:
[C,D][27,43]s, Phase3: [D,E][43,60]s, and Phase4: [E,C,F,A][60,80]s.

The altitude tracking results for the multi-phase experiment can be seen in Fig.

6.14 with performance quantified in Table 6.7. Phase 1 focuses on the takeoff and

tracking under minimal disturbances, Phase 2 focuses on the flight stability IGE,

Phase 3 focuses on the flight stability during the autonomous grasping, and Phase 4

shows the tracking when returning to the drop zone under an increased payload.
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Table 6.7: Tracking performance for each controller in each phase.

MAE [cm] Phase 1 Phase 2 Phase 3 Phase 4

PID 2.75 1.8 3.2 3.0
STSMC-
AHOSMO

1.0 0.51 0.80 0.84

Phase 1

The Clover takes off to an altitude of 1.1m above the drop zone and tracks to an al-

titude of 0.8m above the loading station. The STSMC-AHOSMO provides a tighter

tracking and reacts to the delayed takeoff from motor arming compared to PID re-

ducing MAE by 64% (see Table 6.7). It can be observed that the estimation error

(Fig. 6.15(a)) converges to a proximity of zero defined by Λ0 as a result of adapting

gains (Fig. 6.15(b)) in the presence of perturbations. When |x̃1| < Λ0, the gains

dynamically reduce to minimize the control effort (Fig. 6.15(d)) in OGE regions. It

should be noted the AHOSMO and EKF converge on a similar velocity estimation

with |x̂E
2 − x̂O

2 | converging towards zero (see Fig. 6.15(a)). However, an advantage

of the AHOSMO over an EKF is that it can be made considerably more robust to

parametric uncertainties [104].

Phase 2

The Clover descends to a marker altitude of 0.24 m. The ground effect becomes

significant corresponding to zr/r = 3 where the required hover thrust drops at t = 30s

(see Fig. 6.15(c)) leading to an increased adaption rate where |x̃1| ≈ Λ0 (see Fig.

6.15(b)). The estimation error remains in the interval of zero defined by Λ0 and the

STSMC-AHOSMO provides a 71.7% MAE reduction (see Table 6.7) compared to

that of PID by compensating the additional force.

Phase 3

The Clover ascends to an altitude of 0.35 m for the grasping task which reduces

ground effect and increases the thrust to hover slightly (see Fig. 6.15(c)). A 100 g

box is handed to the gripper to grasp at t = 52s. Upon grasping, the added load drops

the Clover about 8 cm with PID control and 4 cm with STSMC-AHOSMO showing
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Figure 6.14: Multi-phase Clover experiment altitude tracking with a mass introduced
at t = 52s.

improved robustness. The STSMC-AHOSMO provides a 75% MAE reduction (see

Table 6.7) compared to PID by compensating the load. The jump in hover thrust

is from the additional load where the sliding mode is lost at this time resulting in a

gain increase (Fig. 6.15(b)) to satisfy the conditions in (5.22) and bring estimation

error within the bound defined by Λ0.

Phase 4

The Clover ascends to 0.8 m and is tasked to return the target object back to the drop

zone. The STSMC-AHOSMO improves altitude tracking by reducing the MAE by

72% (see Table 6.7) compared to the errors by PID method. Despite the additional

load and perturbations, the estimation error is kept within Λ0 and the gains dynam-

ically reduce (Fig. 6.15(b)) where |x̃1| < Λ0 to minimize control effort. The hover

thrust increase is combined with the integral (I) term (notice shift down at t = 52s

in Fig. 6.15(d)), reducing steady state stability and hover thrust variance is better

handled by STSMC-AHOSMO. The control signal amplitude increases (Fig. 6.15(d))
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Figure 6.15: Experimental response profiles: (a) Disturbance estimation x̂3, position
estimation error x̃1, and velocity variation between the EKF and AHOSMO |x̂E

2 −x̂O
2 |;

(b) Time variation of adaptive gains; (c) Hover thrust estimation; (d) Control input.

with the magnitude of perturbation to maintain a low estimation and tracking error.

All of the characteristics from the MATLAB and Gazebo simulations were repli-

cated in this multi-phase experiment verifying the effectiveness of the control methods.

6.3.4 Limitations and Discussion

From the observation, limitations with this development include the initial assumption

that the grasped target load is a point mass having negligible effects on the mass

moment of inertia. Also, it was assumed that ground effect produces a uniform force

on the quadrotor by effecting the total thrust, as opposed to considering IGE on each

rotor [50] where additional disturbance torques are produced when the multirotor

is close to the ground [45]. During the experiment, both controllers managed to

keep the Clover in the air however, many test runs involved the Clover struggling to

maintain its attitude leaving it swaying back and forth within the horizontal plane

of the motion capture volume. This behavior was particularly noticeable when the

gripper grasped the target object closer to the front or the back rather than the
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middle, thereby influencing the systems mass moment of inertia.

It should be noted that all baseline PID controllers were tuned for flight in an

undisturbed environment including using the adaptive auto-tune module to tune the

attitude controllers. Therefore, even with baseline PID attitude controllers, the pro-

posed robust altitude algorithm is able to significantly improve altitude performance,

although the attitude could still be compromised. Compensation methods such as im-

proved controllers based on estimated inertial parameters [130], compensating varying

inertial parameters [41], or applying the adaptive robust controller from this work on

the pitch and roll dynamics offer solutions to these limitations.

6.4 Summary

This chapter is dedicated to the testing and verification of the designed STSMC-

AHOSMO in two practical control problems. These problems are:

1. Complex trajectory tracking under time varying disturbances in simulations.

2. Low altitude indoor aerial pick-and-place missions under varying loads and

ground effect in real-time implementation.

Both of these cases involve the challenge of tracking trajectory setpoints in the pres-

ence of real-world disturbances. In problem (1), the STSMC-AHOSMO was simulated

using MATLAB/Simulink, and it outperformed PID control in terms of trajectory

tracking. The adaptive gain of the controller reduced control effort and chattering

compared to the manually tuned STSMC-HOSMO. The tests were then replicated

using the Clover Gazebo simulator and PX4 environment, yielding comparable results

to the MATLAB/Simulink simulations.

Moving on to problem (2), the STSMC-AHOSMO exhibited significant improve-

ment over PID control when dealing with varying system loads and ground effect.

PID control had limited tolerance for large constant disturbances or abrupt changes,

whereas the STSMC-AHOSMO allowed the Clover drone to adapt quickly under such

conditions. These characteristics were observed in both simulation environments.

The firmware used to run the SITL simulator was flashed to the COEX Clover

drone for a multi-phase practical mission involving low altitude flight and target
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object retrieval. The performance observed in simulation was successfully replicated

during the experimental phase. However, it was noted that the Clover drone was

unable to maintain a low altitude, unlike the STSMC-AHOSMO, which was able to

operate effectively in the presence of ground effect perturbations. The sudden change

in system mass resulting from object grasping caused destabilization for both control

methods, but the STSMC-AHOSMO demonstrated better handling of this situation.

Although altitude was maintained using the developed method, attitude tracking was

compromised under ground effect and with heavier payloads. This outcome highlights

the need for robust and adaptive attitude control solutions in future work, as the

initial assumption of a point mass was deemed unreasonable for heavier and larger

objects.



Chapter 7

Conclusions

The chapter summarizes the work in this thesis, the main contributions, and areas

that can be extended to further research and development in the field of robotics.

7.1 Summary of Contributions

In this thesis, a novel position control module for a quadcopter under various real

world disturbances is proposed. These disturbances are complex in nature and have

a significant influence on the vehicles ability to follow trajectories while performing

mission and safety critical tasks.

A mathematical model of a quadrotor was presented and a ground effect model was

empirically determined for the COEX Clover to be tested in the MATLAB/Simulink

simulation environment for controller design and verification. Likewise, a hardware

system was developed including a rigid gripper mechanism for indoor aerial pick-

and-place tasks to test varying payload disturbances. This setup was integrated into

a motion capture system while high-level communication and trajectory generation

modules allowed for fully autonomous mission testing under a targeted condition

framework. A PX4 powered Gazebo simulator was utilized to verify the proposed

algorithms before experimental testing.

The control strategy was presented to estimate and compensate the unmodelled

dynamics acting on the system to ensure stable flight. Despite not incorporating any

disturbance models, the method proved to handle the bounded unknown disturbances

with significant robustness. A novel adaptive law was developed allowing the observer

to estimate and compensate bi-directional disturbances while minimizing the control

effort and noise sensitivity that is common in high gain observers. This method is

unique in its application by not only handling ground effect but also varying loads in

aerial pick-and-place tasks. Detailed Lyapunov stability analysis is used to prove the

finite time convergence of the estimation error and asymptotic tracking of the desired

118
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trajectories with the robust control method. The integration of this control method

into the PX4 control structure is highlighted along with gain selection, chattering

attenuation, and gain auto-tuning of the existing PID controllers.

Extensive simulations and experiments were conducted to verify the effectiveness

of the proposed control solution, including a complex trajectory tracking task and a

multi-phase low altitude pick-and-place mission. The proposed method exhibited sig-

nificant tracking performance improvements upon classical PID controllers common

in standard multirotor control systems. It is accomplished through disturbance esti-

mation and rejection while being robust against parametric uncertainties and system

perturbations. The adaptive law improved the performance of the control system by

minimizing the gains and lowering the effects of measurement noises and the chatter-

ing phenomena.

7.2 Future Work

This section provides possible improvements and extension in the future work.

7.2.1 Autonomous Flight

The experimental outcomes presented in this thesis are limited to flight within an

indoor motion capture system volume. Initially, the COEX Clover platform utilized

computer vision-based localization employing ArUco markers. However, the field

of view of the downward-facing camera was obstructed by the gripper mechanism,

necessitating its replacement. Many real world scenarios do not have a precise motion

capture system to localize both the drone and target object, therefore replacement of

this system setup is an important area of research and development.

Flight experiments outside of the motion capture system require an alternative

means of state estimation, particularly one that runs completely onboard the drone.

Re-configuring the Clover and using vision based methods is a possibility, other con-

siderations are non-vision based methods including particle filter-based indoor navi-

gation or advanced ultrasonic acoustic signal methods. Another issue with removing

the motion capture system is locating the target object, where in this case an onboard

vision based algorithm could be developed to precisely locate the target object rela-

tive to the gripper mechanism. With the being said, matching the precision provided
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by the motion capture system is not likely, and adjusting the gripper design to handle

the position uncertainty is necessary.

7.2.2 Gripper Design

The success of autonomous grasping using a rigid gripper mechanism is highly depen-

dent on the stability of the UAV, given its limited DOF. Consequently, it is crucial

to prioritize compliance and account for limited positional accuracy in the design. In

this thesis, the 4-bar rigid gripper mechanism is limited to stationary grasping under

ideal conditions. Future work should focus on design improvements with the following

considerations:

• Integrating soft robotics into the design to allow for flexible grasping of different

geometries while minimizing contact forces with low and highspeed grasping.

• Consider passive mechanical compliance through springs and force absorption

over robot compliance using sensors and actuators.

• Ensure a large/adjustable work envelope that is robust to positional errors of

the UAV.

The above-mentioned characteristics will alleviate the pressure put on the designed

control system.

7.2.3 System Modelling

While a ground effect model was identified for the COEX Clover in Section 3.3.2

there is still an extensive amount of area for contribution with the Clover. A listed

of possibilities are provided:

• Identify the physical characteristics of the Clover, such as component dimen-

sions, system mass, and the system mass moment of inertia through experiment.

• Identify a motor model through experiment.

• Integrate more sophisticated aerodynamic modelling with relation to the Clovers

velocity relative to the forces and moments acting on the vehicle.
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• Use the identified modelling characteristics to replace the URDF physics in the

PX4 powered Gazebo simulator.

This work will enhance simulation testing before the experimental evaluation.

7.2.4 System Control

In Section 6.3.4, the limitations of the proposed control application and control so-

lution were examined. Specifically, simplifications were used to restrict disturbances

to forces primarily affecting the position dynamics, with particular emphasis on alti-

tude dynamics, which encompassed factors such as point mass varying loads and the

uniform force ground effect.

The scope of the control problem in this thesis can be extended by applying

the proposed STSMC-AHOSMO to the attitude dynamics and replacing the existing

classical PID controllers. This extension presents an opportunity for a more complete

solution when handling the system perturbations caused by varying payloads and

ground effect. Existing literature [62] has successfully done this with the non-adaptive

version. The HOSMO has proven to estimate unknown system disturbance torques

within the attitude dynamics, where the AHOSMO from this thesis would allow for

an improved practical application in these challenging flight conditions.

7.2.5 Trajectory Generation

The trajectory generation framework implemented in this thesis, albeit simplistic,

served as a foundation for the autonomous pick-and-place mission. The initial ap-

proach relied on the linear waypoint trajectory generation module provided by COEX,

which offered position setpoints. However, modifications were made to incorporate

additional feedforward terms such as velocity and acceleration to enhance trajectory

tracking. Although, this was limited to low speed applications because of the dis-

continuity in the velocity leading to trajectory overshoot. The complex trajectory

generation was accomplished using pre-set mathematical functions such as a Lemnis-

cate of Bernoulli, where higher order derivatives are available.

Future work could focus on

• Implementing minimum snap trajectory generation methods.
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• Consider more advanced methods such as an optimal control solver with Bayesian

optimization to optimize a cost function between trajectory segments.

It is import to ensure smooth trajectories for feedforward control applications.
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Appendix A

Modelling Calculations

A.1 Ground Effect Model Identification

From Section 3.3.2, the ground effect model (3.21) can be characterized by the ratio

of input thrust to output thrust (or accelerations), expressed as

aoutPX4

ainPX4

≈ 1

1− ρ
(

r
4zr

)2 . (A.1)

Ideally, aoutPX4 is equal to ainPX4 outside of ground effect. In general, the overall thrust

generated by the rotors is equal to the quadrotor’s weight and its vertical accel-

eration aoutPX4 = g + az. However, measuring this accurately without sophisticated

experimental setups or detailed motor models can be challenging. In [49], it is as-

sumed the vertical acceleration is zero during hover, letting the thrust be constant

where aoutPX4 ≈ g.

The coefficient ρ in the ground effect model was identified through multiple hov-

ering experiments at various altitudes, and the corresponding results are presented in

Fig. 3.3. The input acceleration, denoted as ainPX4, was determined using the following

equation

ainPX4 = δTPX4

g

fHT
PX4

, (A.2)

where δTPX4
is constrained to the direction defined by�bzr , which is ideally vertical dur-

ing hover (arx = ary = 0). The output acceleration, denoted as aoutPX4, was determined

as follows

aoutPX4 = g + ãz. (A.3)

The filtered acceleration ãz was calculated from the hovering phase using the PX4

uLogs and was expected to be close to zero (aoutPX4 ≈ g). The ratio of G(z) was
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determined for each altitude, and utilizing this data, function (3.21) was fitted using

MATLAB’s nonlinear least squares curve fitting.



Appendix B

Quadrotor Control System Gains

This Appendix provides detailed information about the COEX Clovers control system

gains, applicable to both the PX4-powered Gazebo simulator and the hardware setup

used in experimental studies.

For the hardware application, a set of base gains is utilized through an airframe

module provided by COEX, specifically designed for the onboard PX4 firmware. To

optimize the gains, the adaptive auto-tune module discussed in Section 5.5.3 is em-

ployed, in combination with adjustments to the PID gains of the position control

module. The STSMC gains are also included, consisting of the super-twisting al-

gorithm gains, the sliding manifold gain, and the configured HOSMO gains being

adaptive or manually set.

In the case of the Gazebo simulator, the gains defined by COEX for the PX4

firmware settings are utilized. These gains have been found to perform effectively

within the simulator environment.

B.1 COEX Clover Controller Gains

The angular rate controller gains are given in Table B.1.

Table B.1: The angular rate controller gains.

Gazebo
Controller P Gain I Gain D Gain
Roll Rate 0.150 0.20 0.0030
Pitch Rate 0.150 0.20 0.0030
Yaw Rate 0.20 0.10 0

Hardware
Roll Rate 0.098706 0.13149 0.0023715
Pitch Rate 0.094438 0.121586 0.00175668
Yaw Rate 0.110602 0.12078 0.00220357

The angle controller gains are given in Table B.2.
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Table B.2: The angle controller gains.

Gazebo
Controller P Gain
Roll Angle 6.50
Pitch Angle 6.50
Yaw Angle 2.80

Hardware
Roll Angle 6.50
Pitch Angle 6.50
Yaw Angle 6.50

The velocity controller gains are given in Table B.3.

Table B.3: The velocity controller gains.

Gazebo
Controller P Gain I Gain D Gain

Longitudinal Velocity 1.80 0.40 0.20
Lateral Velocity 1.80 0.40 0.20
Heave Velocity 4.0 2.0 0

Hardware
Longitudinal Velocity 2.4 0.4 0.26

Lateral Velocity 2.4 0.4 0.26
Heave Velocity 4.8 2.0 0

The position controller gains are given in Table B.4.
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Table B.4: The position controller gains.

Gazebo
Controller P Gain

North Position 0.95
East Position 0.95
Down Position 1.0

Hardware
North Position 1.72
East Position 1.72
Down Position 1.25

B.1.1 Robust Controller and Observer

To assist in selecting appropriate gains, Section 5.4.4 provides useful relationships,

specifically k1 = 1.5
√
Δ and k2 = 1.1Δ. These relationships can be considered when

adjusting the gains, taking into account the specific characteristics of the system and

the anticipated disturbance levels. For the Gazebo simulations, the Dryden wind gust

model in Table 6.4 provided a starting point for gain setting, in hardware they were

iteratively tuned for performance.

The STSMC-HOSMO gains are given in Table B.5 with the AHOSMO represented

by the Adaptive Terms.
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Table B.5: Robust controller and observer gains.

Gazebo
Super-Twisting Sliding Mode Controller c1 Gain k1 Gain k2 Gain

Longitudinal Dynamics 3 5.2 6.2
Lateral Dynamics 3 5.2 6.2
Heave Dynamics 3 5.5 6.5

Higher Order Sliding Mode Observer λ1 λ2 λ3

Longitudinal Dynamics 15 18 30
Lateral Dynamics 15 18 30
Heave Dynamics 15 18 32
Adaptive Terms Λ0 ka Gain μ

Longitudinal Dynamics 0.003 1.5 0.1
Lateral Dynamics 0.003 1.5 0.1
Heave Dynamics 0.003 1.7 0.1

Hardware
Super-Twisting Sliding Mode Controller c1 Gain k1 Gain k2 Gain

Heave Dynamics 6 9.5 15
Adaptive Terms Λ0 ka Gain μ
Heave Dynamics 0.002 3.0 0.1
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Appendix D

COEX Clover International Aerial Robotics Project

I actively participated in the CopterHack 2023 international project competition,

simultaneously working on an external project alongside my thesis program. This

event brought together 17 teams from across the globe, showcasing cutting-edge open-

source aerial robotics projects that had been meticulously developed over a span

of 7 months. Ultimately, the competition reached a final of 7 teams, representing

countries like Russia, India, Belarus, Brazil, and Canada, where we presented our

innovative projects. These projects were built upon the foundation of the COEX

Clover platform, incorporating various essential components such as PX4, OpenCV,

ROS, MAVLink, and MAVROS.

I am proud to share that my project, focused on integrating the COEX Clover

platform with the Motion Capture System, achieved a 3rd place in the competition.

The core of my work revolved around creating an educational document that delved

into various aspects of this integration. Notably, the document covered a wide range

of topics, including PX4 auto-tuning, sensor fusion, data transmission, experimental

setups, complex trajectory tracking, Software-in-the-Loop simulations, Hardware-in-

the-Loop simulations, low-level control, feedforward control, control theory, and high-

level trajectory generation.

The full details of the project can be found in the following Gitbook educa-

tional documentation: https://0406hockey.gitbook.io/mocap-clover/ and the fi-

nal project video can be found here https://youtu.be/jOovjo0aBpQ.
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