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Abstract

Investing or trading in the stock market has become a task just a button click

away. Financial trading applications made this possible with their effortless and

user-friendly design to buy and sell stocks. It has been observed that risky trading

behavior on such applications has caused volatility in financial markets. This thesis

explores the prediction of risky behavior using users actions on an investing appli-

cation. To achieve this, we conducted an experiment where participants generated

behavioral data from transactions with a simulated trading app. An unsupervised

learning approach was undertaken to cluster users based on the time series data col-

lected from the simulation. We identified distinct clusters of users based on app usage

data which reflected degrees of risky behavior. To determine their risky behavior, as-

sessment of the clusters based on the degree of intrinsic risk associated with their

common actions, as well as responses to survey questions made by the participants

before the task was conducted. The algorithm which distinguished the user behav-

ior in most appropriate way was ‘TimeSeriesKMeans’. The survey data were used

as labels for classification task to explore the reliability of psychometric surveys to

predict user behavior and ‘SVM (Support Vector Machine)’ and ‘Logistic Regression’

classifier provided the most accurate results among other classification algorithms.

Moreover, the factors involved in user enjoyment from simulation were also explored.

This work demonstrates a step towards identifying a method for conducting and as-

sessing clustering and classification models for the purpose of risky behavior detection

using psychometric measures for evaluation and the reliability of those measures for

identifying risky behavior apart from the actual behavior.
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Chapter 1

Introduction

Financial Markets have always been volatile though today we live in an era wracked

by extremes. In 2020, the global pandemic has provided us with the main reason

why investments are necessary to provide security through hard times, though it also

illustrated their high risk. During the pandemic, many investors invested in Bitcoin

and received huge returns in 2021. After that, the market dropped dramatically

during 2022 [2]. Investment holders should be prepared to handle the volatility of the

market, though they are not always prepared for this.

In January 2021, financial markets were rocked by a new type of unexpected

cause. Over the course of two weeks, millions of Reddit users leveraged popular

financial trading apps such as Robinhood to propel the stock value of GameStop, a

failing company, by 1,500% [21]. Though many app users profited from this activity,

it also had a negative impact on hedge funds which had bet on the stock failing.

Millions of Reddit users also lost money as the stock price subsequently crashed [11].

This activity subsequently caused stock hysteria in various similar assets, ultimately

culminating in market volatility and calls for regulation of these apps [36]. The

questions must be raised: what is causing people to conduct risky financial trading

this way? Are there features of trading apps that influence risky decisions? If so, are

there app designs that limit such risk taking behaviour?

The factors which causes such investing behavior might include that the users

who are inclined towards investing in meme stocks or crypto-currency are risk tak-

ers. Economists believed that risk perception is a personality trait that can predict

attitudes towards investments, as well as actual investment behavior such as saving

for retirement. Another factor which causing this could be people enjoy using the

application. Users’ happiness and tendency to utilise applications are known to be

influenced by hedonistic aspects like enjoyment, especially when social media is in-

volved. This was proposed as a determinant of whether people engage in dangerous

1
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behaviour on mobile investment platforms by Costola et al. [13].

From a behavioural perspective, the GameStop and Robinhood phenomenon is

novel and multifaceted, incorporating social, technical, psychological, and user expe-

rience dimensions in an environment where large amounts of data can be collected eas-

ily. Researchers have explored factors that contribute to collective social behaviours

on social media such as those exhibited on Reddit [38]. There are also well-established

theories that investigate the role that enjoyment or cognitive absorption plays in in-

formation technology use [3], as well as the role that risk perception may play in

driving risky and impulsive IT behaviour [39]. More recently, e-commerce researchers

have applied similar techniques to the assessments of the effects of gamification on

online shopping behaviour [14]. These social scientific approaches can offer consid-

erable insight into the latent causes of risky behaviour, though offer relatively little

insight into specific design factors that influence it.

By contrast, machine learning approaches could offer insight into the relationship

between features and specific behavioural patterns in application use. For example,

machine learning research has been conducted to model user navigation patterns [22],

which might be improved using a combination of psychological data and modern ma-

chine learning techniques [19]. One possible reason that influences the user’s behavior

is persuasive gamification. In recent years, the Persuasive gamified systems have be-

come more popular, especially when sustainable development is considered. These

are mainly used in several areas such as managing the diseases, avoiding the behavior

which includes high levels of risk, fitness, eating healthy foods, etc. These structures

particularly address motivation, which allows within the behavioral traits that per-

mits customers to work in positive ways. The persuasion systems that are gamified

are more potent. It deals with the emotional angle of the user.

In light of behavioral analysis, there has been several work which analyzes the

gambling patterns, risks and problems related with it. Peres et al. [26] have used

machine learning in studying the data. The behavior traits are also being discussed

with the gambling services. The data of the players collected and analysis of their

behaviors is the main aim of the research. The creation of clusters depending on the

gambling level helps to find more solutions and get a clear idea. The authors used

clustering in depicting different kinds of gambling activities in different areas based
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on different strategies.

Nowadays, gambling has become extensive because of the widespread use of com-

munication platforms. Gambling comes with disadvantages, and it creates a problem

for society. It affects the mental health of people and creates a disturbance at the

psychological level in human beings. It also affects the economic situation in the

country. The studies also suggested that the players should be self-aware of the ef-

fects of gambling. Through this process, they can reduce the effects. The usage of AI

tools in the attempt of detecting problem players or risk takers will be helpful.

The Classification and Regression models were developed to list out the people

addicted to gambling. Personal feedback related to the money spent by the player can

also let the users change their perspective. By analyzing the past behavioral patterns

of the user, we can predict the future scope of gambling of the individual. These

patterns can even help limit-setting the money spent by players [4]. All in all, this

gave us the motivation to study the user’s behavior and their actions on any online

system which relates to their risk taking decisions.

1.1 Research Problem

In this thesis, we describe a formative interdisciplinary study that combines be-

havioural and machine learning approaches to the prediction of risky financial trading

behaviour. Inspired by the use of simulation games in the study of psychological im-

mersion and flow [20], we developed a simulation of a stock trading app called “Project

Nottingham” through which users bought and sold simulated currency in a fast-paced

trading environment based on historical market data. The simulation is designed to

mimic Robinhood’s interface and included a variety of features that were analogous to

their platform, such as real-time visualizations, easy trading options, and performance

comparisons. Simulated trading behaviours were recorded and logged in a database

and were used in this analysis. Though this represents only the first steps towards

identifying factors that influence risky trading behaviour, the study contributes by

offering a novel interdisciplinary approach to research in artificial intelligence. The

second half of study involves clustering the users based on their risky behavior and

the classification between behavioral or App-use features and target variables as sur-

vey data that we obtained from our simulation which helps in depicting the risks and
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enjoyment levels of the investor. One of the predicted records mining techniques is

classification. It aids in the identity of target audiences. Low risk, high risk, low en-

joyment, and high enjoyment are the four groups focused in this study. It would also

be beneficial to explore whether in-game bonus prompts factors in users’ enjoyment.

Bonus rounds or incentives are one of the persuasive strategies which influences users

to utilize any game, application or system continuously. Our research questions can

be articulated as follows:

1. Are there effective methods for clustering risky investment app trading be-

haviours based on user actions?

2. Are psychometric risk surveys useful as labels for classifying trading behavior?

3. Do bonus prompts influence users enjoyment on investing application?

The remainder of this thesis includes Chapter 2 where we discussed the related

work and the baseline topics which encouraged us to experiment with behavioral

data. We also introduced some unsupervised and supervised learning models that

was used in this thesis. In Chapter 3, the process flow from creating the application

to performing Machine learning on collected data is explained. Chapter 4 discusses

the experiments and the results of clustering and classification of users based on their

behavioral data. Chapter 5 provides descriptive analysis of the data along with an

analysis of the clustering results and the limitations of this work. At last Chapter 6

derive conclusions from the results and discussed possible work that can be attained

in future.



Chapter 2

Background and Related Work

In this literature review, we discussed studies related to user behavior on stock market,

persuasive applications and problem gambling. We also explored it and how these

various areas encouraged us to analyze data collected from a user study with the help

of machine learning and psychological survey approaches.

2.1 Psychological approaches to simulation and gaming research

Plieger et al. [28] mentioned that with the consideration of the extraversion, the

people with this personality trait tend to be more open to the different experiences,

which helps in taking the risky decisions. Some factor other than personality is the

environment. Mental stress and anxiety also affect the decision-making of a person.

The profession of an individual can also lead to a difference in the decision making.

For example, if an individual on a daily basis is adapted to the risks in their profession,

then they have a high probability of taking the risky decisions. If these persons are

compared to the person, who is doing the opposite kind of job, which has low-risk

involvement.

There are many psychological factors that can lead to greater or reduced risk

taking in applications. Plieger et al. conducted a study where they analyzed the

behavior of different genders in the case of various asset allocations, while investing

capital, volatile stocks, etc. [28]. They created a simulation of stock market and

ran the study for three weeks while constantly taking updates and their thoughts

about their personality, investment behavior, and life-stress using open-ended follow-

up questions. The following study observes that the women are more concerned with

losses which come about from time to time. Thus it could be analyzed that women

are much more likely to make higher monetary selections after a protracted time.

Every simulation model will have limitations. There is a criticism that some of the

parameters are constant such as simulation time and data of different stocks used [28].

5
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These don’t change on a realistic basis, which holds for the simulation software. But

when compared to the behavioral assumptions this model is far more successful in the

field of stock marketing. The task is not to be wholly dependent on the tool but to

study the stocks carefully and invest in them. This process will lead to the reduction

of the risks. The investment in stocks with adequate knowledge will lead to better

savings and low-risk levels. Another issue with online simulation is that if we use

the online questionnaire, it cannot detect the financial position of the investors but

it helps to see how different are the user belief and their actions. This simulation

tool helps in assessing financial outcomes and provides a subjective analysis of the

stocks and helps in educating the investors to get the best deal out of their portfolios.

Simulation is thus a promising method that includes both the individual factors and

variables related to the trading behavior, which increases the predictive power of the

individuals and results in the success in the trading arena.

Persuasive systems are the systems designed by studying and assessing the content

of it using accepted psychological research theories and techniques. It aims to affect

users’ opinions and behaviour through social influence and persuasion. Such systems

are mostly used in Human-Human or Human-Computer interactions. Decision taking

behavior of any person varies based on different age groups, genders, and personality

types. To get a better insight into the personalities, Ndulue et al. [24] investigated five

different persuasive strategies and analyzed them. These strategies helped in finding

the change in the behavior based on the rewards associated with the work, competition

between the users, cooperation between the users, personalization, and lastly, the

normative influence. In this, they have described that people with conscientiousness

are highly motivated with the help of competition, norms, and rewards. Whereas

emotionally stable people are motivated by cooperation. The competition builds the

willingness inside the individual to compete with fellow users and to improve their

standards. Thus in our simulation, we have added briefing page which comes up after

the user finished with simulation rounds that shows the top 3 performers till now

who made more profit out of the given money to start with to see whether users get

influenced by the top performers to play the simulation again.

There also are a few obstacles within the persuasive gamified systems. As persua-

sive systems are mainly based on people’s performance, it is necessary to reduce the
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cheating and overuse of the system as it changes the main aim of the whole concept.

Sometimes, due to over competitiveness, some users will cheat or spend a lot of time

finding ways to perform better at the task, which can be affected mentally based

on what kind of persuasive system they are using. The persuasive system can have

a high impact on the investment side. As the investment is mainly a brain game,

the software with the analysis of the risk patterns can change the perspective of the

investors and it can help them to reduce the risks. The computation and depiction

of the enjoyable levels of the portfolios can affect the investors. So the usage of these

types of systems can have a bright future and high economic intelligence.

In regards of the user behavior in gambling area, Harrigan et al. [17] showed a case

study about players in Ontario. The percentage of gamblers, when compared to non-

gamblers, was nearly more than thrice. This study intended to provide a clear idea

of the progression of players. The paper proposed that self-control games as a vital

aid for the problems related to gambling. The utilization of the barriers displaying

warning symbols has a tendency to have an effect on the conduct of the person and

might assist in lowering the playing nature of a person. The psychological effect can

bring out a major change in human activity. By making the gambling activity less

fun or finding any other game which is more fun and healthy can reduce the problems

that are being faced due to gambling.

Responsive gambling, referred to by Harrigan [17], is a commendable step toward

changing the behavior. This model helped the Ontario Lottery and Gaming Cor-

poration (OLG) in analyzing the crucial data of the players and in the creation of

the potential data-sets regarding the players. Responsible Gambling (RG) helps in

creating the focus groups. This initiative consists of a slot machine that will give

information to the players about the risky choices they are making. Thus, in turn,

it affects the behavior. The main characteristics of the slot machine model are the

percentage at which the player gets payback, the bonus, and the volatility. The fol-

lowing work also provides the label classification. This type of system creates a sense

of responsibility. A positive impact has been created with this type of model. The

proposed version may be the muse step in the direction of the studies focused on this

area.

Casinos are primarily made up of slot machines. At the time of their inception in
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the twentieth century, slot machines did not require any special abilities. However,

technological advancements and new games have ushered in a massive shift in recent

years. Due to this, nowadays in the market, the skill is required. Chen et al. [12]

have provided their studies on several areas regarding gambling, motivation, and

demographics. The studies include the reasons for gambling in a separate section

and analyze them. The vital ones include Ego-Driven, Learning/Evaluating, and

Relaxation. The cluster-based analysis is done for a better understanding of the

data.

The authors used questionnaires to accumulate the data. The questionnaire has

mainly three types of questions. They are behavioral, reasons for choosing to gamble,

the importance of the environment of the app, questions related to gender, income,

etc. From the collected data, the authors have segregated the characteristics and

the demographics. They used this separated data in analyzing the features. The

researchers have asked different questions to the players like time spent on games,

jackpot machines, themed games, etc. This study helps in managing the database

of the players, their behavior, and even the players. The main limitation of the

proposed work is that it is done through the minimum data collected. Nowadays, as

online gambling becomes more popular, there is a high future scope in this industry.

As gambling comes with numerous risks, it becomes vital to check the negative

aspect of the field. Protection of the people involved in gambling and minimizing

the adverse impact becomes the checkpoint. The RG tools, as discussed, provide a

clear set of limitations to the players and reduce the harm. If the players’ gaming

time is reduced automatically, it avoids the players from wasting a lot of money. Lots

of studies are going on regarding the limit-setting strategy. This strategy is often

treated as having a positive impact on players. The limit-setting can be done in the

deposits, bets, loss, and amount of time invested by the player. If the limits are

mandatory in gambling then it can reduce the harmful impact caused by gambling.

Most individuals find fun in gambling and treat it as a legal and socially acceptable

activity. Gambling is one of the concerns in today’s world as it affects mental health.

There is a lot of research and surveys conducted and analyzed in the gambling field.

By keeping this in mind, our simulation provides users with limit of virtual $10,000

to start investing in assets. Their task was to make profit out of the provided money
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and our task was to analyze their action that in the process of making profit whether

they undertake risky behavior or not.

Another work that we influenced by was Latifi [1] research into Electronic Gam-

ing Machines (EGM) and the problem gambling on it. He analyzed several data sets,

such as data generated from lottery games using complex algorithms and studied

the patterns and the consequences of the behavior. The author explores the data of

users on gambling machines and applied clustering algorithms to identify customer

personae based on their playing behavior. In addition to this, the clusters generated

algorithm was used as labels for playing sessions to create a classifier which detects

playstyle of the users. Overall, the work helped in detecting behavioral patterns on

EGM. This work was effective at modeling user risk and their playstyle based on their

behaviour, though there was no way to cross-reference those findings with psycho-

logical information about the users because they were anonymous. The development

of the simulation tool regarding the stock market helps in assessing user risk in a

different domain. Stock market simulation platforms can help in assessing trading

patterns and analyzing the risks related to them, which also allowing us to gather

psychological data from the users. Stock market simulations elicit risky decisions

with the data available by encouraging users to find high-performing stocks. These

simulations calculate the portfolio on a day-to-day basis and provides the information

to the hypothetical or simulated investor.

Philander [27] used the supervised learning algorithms and data mining methods

for identifying the risk involved in the case of online players. With the help of real-

time monitoring and studying the information about the players, we can depict the

behavioral pattern of the players. The studies on monitoring the player’s information

and figuring out the patterns in their conduct facilitates in depicting which of the

gamers is exceedingly related to gambling. By using these methods, they have divided

the players into three different categories. The categories are the players who are not

further interested in the gambling area, dissatisfied players as a result of unforeseen

events and gambling-related concerns, etc. The author used the rain forest algorithms,

classification, and regression algorithms and compared the results of all three. In our

study we undergo following approaches.
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2.2 Unsupervised Learning

This section gives overview of the clustering models used to differentiate the users

based on their actions.

2.2.1 DBSCAN

DBSCAN stands for Density-Based Spatial Clustering of Applications with Noise.

The main components of DBSCAN is ‘Core point’, ‘EPS’, ‘Minpts’. The algorithm

starts with randomly selecting core point from all the data points. Then it will

consider all its neighbouring points. Epsilon (EPS) is the radius of the core points

under which it will consider its neighbouring points and the minimum number of

points to be accepted in that core point’s cluster is defined by ‘Minpts’. For each

point it creates a circular area of radius ‘eps’ and if two clusters having ‘Minpts’

under that circle are close to each other, they join to become a cluster. This step

goes on till no other points are considered in the cluster. Then it jumps to another

data points which were not included in the first cluster and starts the same process.

This algorithm is sequential means if the datapoint is in similar distance with two

different cluster then the first cluster which is in the process to add neighbours in it

will absorb that point first. The points which are not included in any of the clusters

created will be considered as ‘Outliers’.

2.2.2 KMeans

K-Means is the oldest unsupervised machine learning techniques used to identify

clusters from the dataset. It requires the number of clusters K to be specified in order

to initialize the clustering from the data. The algorithm randomly selects K points as

centroid of clusters and calculates the distance between centroid and each point from

the data and then assigns the point with minimum distance to its respective cluster.

It continues the next iteration by computing mean of the each clusters as centroid

points and again perform the same steps. The algorithm stops when the centroid

value doesn’t change. On the other hand, if the algorithm enters in to the loop of

switching between sets of centroids, another criteria is added for stopping such as

iterations limit or stopping when there is very small difference between centroid sets.
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The computational complexity of the algorithm depends on the value of K.

2.2.3 TimeSeriesKMeans

TimeSeriesKMeans is a clustering algorithm which works better for clustering time

series data. It uses several distance metrices used to calculate similarity between two

data points out of which ‘Euclidean’ and ‘Dynamic Time Warping’ are very popular.

Euclidean distance is the common approach for calculating distances in standard

clustering algorithms. It works as calculating point to point distance between two

similar lengths of time series. On the other hand, Dynamic Time Warping (DTW)

can also calculate distance of time series data of dissimilar length. Euclidean distance

does not work better for time series, it is invariant to time shifts. For instance, if two

time series is highly similar but one of them is shifted even a little then it will consider

it whole differently while DTW is suitable for time series which are not aligned exactly

in time or length. Distance formula for DTW [37, 30] is given by ‘The squared root

of the sum of the squared distances between each element in x and its closest point

in y.’:

DTW (x, y) = min
π

√ ∑
(i,j)∈π

d(xi, yj)2

where π = [π0, . . . , πK ] is a path that satisfies the following properties:

• it is a list of index pairs πk = (ik, jk) with 0 ≤ ik < n and 0 ≤ jk < m

• π0 = (0, 0) and πK = (n− 1,m− 1)

• for all k > 0, πk = (ik, jk) is related to πk−1 = (ik−1, jk−1) as follows:

1) ik−1 ≤ ik ≤ ik−1 + 1

2) jk−1 ≤ jk ≤ jk−1 + 1

The algorithm fits all the time series data in the model and predicts the closest

cluster that each time series belongs.
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2.3 Supervised Learning

2.3.1 Decision Tree

Decision Tree is a classification algorithm used to distinguish data or items into

different categories. There is an internal node which represents a feature, a branch

represents a decision rule, and each leaf node indicates the conclusion in a decision

tree, which resembles a tree structure. It gains the ability to divide data according to

attribute values. It follows recursive partitioning which is the process of repeatedly

dividing a tree. The decision tree is a non-parametric or distribution-free strategy

that does not rely on the assumptions of a probability distribution. The algorithm

selects attributes based on attribute selection measure to split the data. The common

selection measures are Information Gain, Gain Ratio and Gini Index.

Information Gain refers to decrease in entropy where entropy is randomness or

impurity of input set. Based on the values of the specified attributes, information gain

calculates the difference between the average entropy after splitting and the entropy

before splitting of the dataset.

Entropy(D) = −
m∑
i=1

pi · log2 pi

where, pi is the probability that any record in D (i.e.target column) belongs to class C.

IG(D,A) = Entropy(D)−
V∑
j=1

|Dj|
|D| · Entropy(Dj)

where, D is the target column, A is the variable column for testing and j refers to

each value in A column. The variable A with highest Information Gain (IG) will be

selected as splitting attribute at any given node.

Information Gain is biased towards choosing attributes with large values such as

some kind of id or code. Gain Ratio is the modification to IG by considering the

intrinsic information of a split

GainRatio =
InformationGain

Entropy

The selection process will include getting information gain for all attributes and then

calculating the average IG. After that, calculating the gain ratio of all attributes
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whose IG is greater than or equals to calculated average IG. The attribute with the

higher gain ratio will be selected for splitting.

Gini index calculates the probability of a feature which is classified incorrectly

when selected randomly. It ranges from 0 to 1, where 0 indicates that all elements

belongs to specified class while 1 represents that elements are distributed randomly

across classes. The value 0.5 shows the uniform distriibution of elements across classes.

GiniIndex = 1−
n∑

i=1

(Pi)
2

where, Pi indicates the probability of an element classified for a distinct class.

2.3.2 Random Forest

Random Forest classifier includes a large number of separate Decision Trees that work

as an ensemble. Each Tree in the random forest gives class prediction and the class or

label with highest number of counts becomes the model’s prediction. Random Forest

utilizes ‘Bagging’ which is an ensemble technique where random sampling of data with

replacements and repetition but having the same number of data in every sample takes

place and passed into each decision trees. Thus, the model is trained independently

and the resultant output is based on the majority voting from the results of all the

models. Random Forests are comparatively slow as it requires more computational

time due to number of decision trees used. The main hyperparameters used are

‘n estimators’ which is the number of trees algorithm builds, ‘max features’ which

includes the maximum number of features it uses to split a node and ‘min sample leaf’

which states the minimum number of leaves required to split an internal node.

2.3.3 Logistic Regression

Logistic Regression is statistical learning method which measures the relationship

between dependent and independent variable by approximating probabilities using

logistic function such as ‘Sigmoid’. The formula for Sigmoid function is shown as

follow:

P (Y |X) =
1

1 + e−f(x)
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where f(x) is a function with all the features (x) and their coefficient (β) in a linear

form,

f(x) = x0 + x1β1 + ...+ xkβk + ε

Here ε represents the constant or noise. Logistic Regression is representeed in a way

that linear regression is defines using equation of a straight line. The difference here

is that the output would be binary. The equation for logisic regression is given by:

y =
eb0+b1X

1 + eb0+b1X

2.3.4 GaussianNB

Naive Bayes classifier is based on Bayes theorem which is used to calculate conditional

probability.

P (A|B) =
P (A) · P (B|A)

P (B)

where P (A) is probability of A occured, P (B) is probability of B occured, P (A|B) is

probability of A given B and P (B|A) is probability of B given A.

The classifier is useful when the dimensionality of data is high. It assumes that

the features are independent in nature with each other. In order to classify any data

point to respective class, it calculates the posterior i.e., individual probability of the

class and likelyhood of features given that class. It calculates same for all the classes

and the one with highest value as output will be assigned to that data point as label.

The module in ‘sklearn’ named ‘GaussianNB’ performs the Näıve Bayes classification

task.

2.3.5 Support Vector Machine

SVM is a supervised learning algorithm that helps in computing the perfect decision

boundary with which the segregation of the data can be done. Through SVM, we can

get a hyperplane with the extreme points which are called support vectors. If the data

set can be classified into two sets using simply a straight line called decision boundary,

then we can use the linear SVM. If not, then we can use non-linear SVM. The best

hyperplane is the one whose to the nearest element of both side is highest. SVM is

highly effective and works well, and is also more efficient. The main disadvantage is

that it is not compatible with a large amount of data.



Chapter 3

Methodology

Figure 3.1: Methodology Process

Figure 3.1 describes the process undertaken in order to conclude our research

questions in this section. It starts with description of development of the simulation

for the study followed by recruitment procedure of participants, collecting data and

extracting valuable features and at last applying machine learning models on the

gathered data.

3.1 Hypothesis development

Our research questions were based on hypothesis that can be articulated as follows:

• H1 - Users’ risky trading behavior and investing decisions are distinguishable

on a simulation

15



16

• H2 - Risk appetite and enjoyment of the user can be predicted by risky decision

on the investing application

The idea behind the second hypothesis is to explore whether the psychometric

surveys are reliable as labels to analyze risky decisions and enjoyment. To gain

empirical evidence for these hypotheses, we opted to create a simulation of a trading

application and analyze usage data from the simulation. The features extracted from

the simulation about the investing behavior of the user which are the indicators of

their risky decisions were used as an independent variables to determine whether users

can be distinguished based on their risky decision or not which helps to prove first

hypothesis. Survey data asked before and after the simulation contained information

about risk appetite and enjoyment of the users. Linear Regression helped to find out

if the features were able to predict users risk propensity; i.e., risk survey data, then

the we can rely on survey data as an indicator to users risky decisions. In addition

to this, if the features were able to classify the survey data using supervised learning

methods then it will be strong evidence to support second hypothesis along with

linear regression results.

3.2 Application development

The initial aspect of this research was to create a web application that simulates

and simplifies stock trading task. To accomplish this, we used ‘Plotly Dash’ which

is an open-sourced library in Python for developing dashboards and customized user

interface. Dash is written on top of Flask [16], Plotly.js and React.js. We used

SQLAlchemy [7] which is an Object Relational Mapper Python toolkit to perform

database operations. The simulation leverages stock market indices, equities and

cryptocurrency data. The application was hosted on ‘Heroku’ which is a cloud plat-

form as a service. The application also administered a survey before the task and

one following the task, as well as a debriefing screen. The Robinhood investing appli-

cation is adaptive in terms of accessibility in all devices, displaying stock graph and

portfolio value in a single page which includes your total number of shares, equity

value and average cost. It is user friendly in terms of interaction and performing

actions such as buying and selling with a single click. To protect the ecological valid-

ity of the human-computer interaction tasks, the application design adhered as much
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Figure 3.2: Sample screens of the web app, designed for mobile. 1) Left: Welcome
screen 2) Center: Consent screen 3) Right: Pre-game survey

as possible to that of the Robinhood app and collected data concerning the users’

responses to survey questions and application use transactions (i.e. buy, sell).

Figure 3.2 shows the contents that were included in the application when the

user goes to the application link. The first screen is the welcome screen followed by

research consent and then survey about the users’ risk propensity before the task. To

understand the connection between the users perception about risk and their actions

or decisions reflects risk or not we came up with survey to log their perception and

experience. The risk survey consisted of 12 questions which included 7 previously

validated questions about general risk appetite [18], 3 questions about willingness to

gamble lifetime income [6], as well as demographic questions such as Age and Gender.

After submitting the survey, the application took user to main simulation page

Figure 3.3 where there were two tabs namely Instructions and Invest. Instructions tab

had details about the assets user can buy and brief tasks about the simulation which

can be performed by users. In the invest tab participants can start the simulation and

carry out actions such as buying and selling stocks. The assets were based on historical



18

Figure 3.3: Sample screens of the web app, designed for mobile. 1) Left: Instructions
2) Center: Stock Simulation 3) Right: Sell button prompt

stock and cryptocurrency data. They were limited to five options and were placed in

order of volatility: government bonds (lowest volatility, lowest reward), a major stock

index fund, a single bank stock, a meme stock (e.g. Gamestop, Blackberry), and a

cryptocurrency (e.g. Bitcoin, Litecoin; most volatile, highest reward). Users were not

provided with the name of actual stock asset whereas the asset and the time period

they were presented were generated randomly every time user starts a new session.

Users were provided with the portfolio of different assets on the same screen just by

switching over 5 distinct tabs of assets. The graph updated every 1500ms. They had

option to enter the number of stocks they wanted to sell by clicking ‘Sell’ button or

can sell everything from their portfolio by clicking ‘Sell All’. In the sell prompt, the

first field is where user entered the number of stocks to sell, ‘Market Price’ indicates

the current price of single stock of the asset and the ‘Estimated Cost’ shows the total

amount of number of stocks user entered for present simulation day. The numbers

above buying buttons showed the current stock price of the stock as the graph moves.

The Green and Red color indicated the increase or decrease in stock price compared

to previous day respectively. On the bottom of the screen, the days remaining till the

end of the simulation to invest was displayed.
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Figure 3.4: Sample screens of the web app, designed for mobile. 1) Left: Bonus Popup
2) Right: Bonus round

As the participant uses the application, Figure 3.4 shows a bonus pop-up prompted

to them based on their engagement and buying behavior on the simulation. It includes

to invest on the latest cryptocurrency. They had the option to accept or decline the

bonus round.

Figure 3.5 represents that after the simulation days finished user had given an

optional survey to fill which includes their inclination and enjoyment about the sim-

ulation. Submitting the survey leads participants to the briefing screen where they

can also check out the average and top 3 portfolio value from users till now. A table

describes the participants portfolio at the end of the simulation. They were given the

option to play the simulation again by clicking the ‘Play Again’ button.
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Figure 3.5: Sample screens of the web app, designed for mobile. 1) Left: Post-Session
Survey 2) Right: Briefing Screen



21

3.3 Participants and Procedure

Participants were recruited through email, social media and paid panel. We contacted

students through our labs and faculty mailing lists and invited them to participate

for a chance to win a random draw of a $50 CAD gift certificate, as well as a com-

petitive prize granted to the top 3 performers. We also recruited participants on the

Prolific platform, who were each paid £2 for their time and compensated regardless

of whether they completed the task. After receiving and clicking a link of the ap-

plication, participants were presented with a consent screen, and consent was given

by agreeing to proceed past the consent screen. Participants then completed the risk

questionnaire and completed the stock trading simulation, which consisted of four

rounds consisting of 46–47 seconds during which participants could buy and sell sim-

ulated assets, which were arranged in order of volatility. The simulation was paused in

between each round and resumed by the participant at will which gives them chance

to analyze their portfolio and take actions based on it for their future investments.

The second survey at last concerned the enjoyment that participants experienced and

consisted of 11 questions based on a well-known enjoyment measure [3]. We did not

collect any identifying information on either survey.

3.4 Data Description

The data that were collected from the application was comprised of 4 different

tables namely ‘Userinfo’: the pre-game demographic and risk perceptions data,

‘Sessioninfo’: Played Session information, ‘Postsurveydata’: Post-session sur-

vey(Enjoyment) information, and ‘Playbehavior’: Buy/Sell transactions informa-

tion respectively. Figure 3.6 shows the sample of first table where we stored users

demographic and survey information. Each user has been identified with unique id

"userid" column. Figure 3.7 describes the second table where ‘start-time’ means

the time when user clicks ‘Invest’ button and ‘count’ means number of times user

played the session. The columns ‘amountLeft’ and ‘portfolioValue’ includes the re-

maining balance at the end of the session and the total of remaining balance + cost

of invested assets that are not sold respectively. The session played by each user had

been differentiated by column "sessionid".
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Figure 3.6: Userinfo table

Figure 3.7: Sessioninfo table

The next table in Figure 3.8 has all the post-session survey answers related to

‘Enjoyment’ whereas the Figure 3.9 shows the table where information related to

investments are stored. Every transaction that user has made are associated with

"playid" column. The ‘timestamp’ columns depicts the time when user clicked

button to buy/sell the stock. The ‘company name’ has the name of the assets of which

user bought stock on ‘game day’th day of the simulation. The columns ‘buy sell’

and ‘buy sell count’ states which action did user performed and how much stock did

he/she bought at that particular time respectively. Moreover ‘market price’ includes
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price of single stock of associated asset that user bought or sold while the total cost =

buy sell count ∗market price which shows that this much amount had user bought

or sold in a single transaction.

Figure 3.8: Postsurveydata table

Figure 3.9: Playbehavior table

We calculated the relevant features from the dataset mentioned in the figures 3.7
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and 3.9 that were used as input for the models. The features shown in the figure 3.10

are extracted that were likely to be the indicative for ‘Risk Propensity’ of participants

play behavior while using the application and similarity with the features used for

the users data of gambling machine analysis [1]. As the application had 3 pauses on

31st, 62nd and 93rd simulation day, we got total 4 rounds. So we refined the data

into 5 different tables as ‘Round 1’ — data between game day 1 to 31, ‘Round 2’

— data between game day 32 to 62, ‘Round 3’ — data between game day 63 to 93,

‘Round 4’ — data between game day 94 to 124 and ‘Total Rounds’ of the mentioned

features where the last table contains the summation of all four rounds of extracted

data.

Figure 3.10: Extracted Features
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3.5 Machine Learning Approaches to Data Analysis

This section provides the brief overview of the machine learning approaches such as

unsupervised and supervised learning methods used with our collected data.

3.5.1 Clustering

As per our goal, we had to segment participants according to their ‘Risk Propensity’

such as ‘High Risk’ or ‘Low Risk’ based on their play behavior on simulation. This

differentiation can be carried out with the help of Clustering Algorithms. The algo-

rithms that we’ve selected for our experiments are K-Means clustering, DBSCAN, and

TimeSeriesKMeans. We also tried Spectral clustering and Birch but they gave simi-

lar results to that of DBSCAN and Kmeans. The clusters that we obtained from the

models was being analyzed with all the features and the ‘High Risk’ and ‘Low Risk’

potential behavior has been determined for that clusters. The most important thing

that we investigated is comparing the clusters with the data that were calculated

based on the psychometric scale from the pre-session survey which ultimately are the

indication of their perception about risk. Apart from this, we explored whether there

is any influence of features and clusters on ‘Enjoyment’ of the participants by com-

paring those with post-session survey results which sums up how much participants

had enjoyed the simulation.

3.5.2 Classification

The main idea behind the classification task is to figure out the risky behavior from the

survey data as well as from engagement style on simulation. We did two experiments

on this task. In first one, we took features as mentioned in figure 3.10 of ‘Total

Rounds’ and the labels as pre-session survey questions which are summed up to get

a value and after determining the threshold by choosing median of the data, we split

the data based on people with ’High Risk’ and ’Low Risk’ perception as labels. For

the second one, we used the same features but the labels as post-session survey labels

which shows people with ’High Enjoyment’ and ’Low Enjoyment’. This experiment

helps us to predict the ‘Enjoyment’ of the participants based on their engagement on

the simulation.
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Machine Learning Experiments

After the completion of our study on simulation, we managed to gather 254 users out

of which 147 users actually completed the session on the application and the session

data that we used to perform our analysis had 214 records. The reason for higher

number of records compared to users is a single user had played session more than

once. Due to the small number of data points we had, we were restricted by not using

the complex models or Neural Networks.

4.1 Data Preprocessing and Feature Selection

The users who completed the sessions were filtered out based on the ‘portfolioValue’

in ‘Sessioninfo’ table as it was update at the end of the session when player finished

the simulation or else it contained ‘Null’. As some of the features in our dataset

had different range of values like ‘risk meter’ or ‘transactions per minute’ was in the

range of tens, ‘stocks per minute’ were in the range of hundreds, and ‘buy value’ or

‘costbuy per minute’ were in the range thousands, so it is crucial to normalize the

data before performing supervised or unsupervised learning on it as the high range

values will affect more on the results. To overcome this, we used ‘MinMaxScalar’

from sklearn package. It converted the data between [0,1]. It preserves the shape of

the distribution of the data and the information present in the original data is not

materially altered.

xscaled =
x− xmin

xmax − xmin

We visualized the correlation of features with each other using heatmap. This

helped us to eliminate one of the feature which are highly correlated with each other.

From the figure 4.1, the red color indicates that the features are highly correlated

with each other, so we eleminated ‘Bought’, ‘Number of Transactions’, ‘Buy Value’,

and ‘Max Buy Amnt’ as these features were highly correlated with other extracted

features.

26



27

Figure 4.1: Correlation Heatmap

4.2 Clustering the Participants

This sections explains how different clustering algorithm performed for our dataset

and visual evaluation of cluster results with the features from data.

4.2.1 DBSCAN Clustering

We started with taking features shown in figure 3.10 as input for our model. The

features we used here are the summation of the values of features for all four rounds.

This model’s behavior is regulated by mainly two parameters eps and min samples

where ‘eps’ defines the neighbourhood of the clusters; i.e., two points are declared as

neighbours if the distance between them are less than or equal to eps value. The later

parameter specifies the minimum number of neighbour a point should have in order to

consider it in a cluster. We used NearestNeighbors class from sklearn package which
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calculates the distance between the data point and the specified minimum neighbours

to get the optimal value of eps [29]. The optimal value should be the elbow of the

curve figure 4.2 but in this case, we tried with different values of ‘eps’ from the range

of 2 to 5 from graph to get the best clusters and came up with the value of 4.9. For

parameter min samples, we selected the values based on the formula [31]

min sample = 2 ∗ TotalNumberofFeatures (4.1)

where ‘TotalNumberofFeatures’ is 17 for our dataset thus the value we get is 34.

Figure 4.2: Nearest Neighbours Distances (eps)

To visualize the clusters made from DBSCAN we used Principal Component Anal-

ysis (PCA) [34] which helped us to visualize the our multi-dimensional data with just

2 principal components that mostly explained the variance in our dataset. Figure 4.3

shows the model formed one cluster in ‘Blue’ and detected the outliers in ‘Red’. We

compared the labels with the features that are most likely to help label the clus-

ters. As shown in figure 4.4, each label has been compared sideways with the selected

features such as ‘transactions per minute’, ‘stocks per minute’, ‘costbuy per minute’,

‘number of transactions’, ‘rise buy’, ‘risk meter’. The X-axis represents the value of

the feature while the Y-axis represents the number of users in that label. This helped



29

us to determine the abnormal behavior of cluster −1 compared to cluster 0 as in Clus-

ter −1 people are aggressive buyers which can be confirmed by transactions, costbuy

and stocks per minute from top two graphs.

Figure 4.3: Clusters visualized using PCA

Figure 4.4: Comparison of DBSCAN clusters with features
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4.2.2 KMeans Clustering

Kmeans algorithm requires to mention the K number of clusters that we want to

create from the dataset [25]. We ran the algorithm on our dataset to get the clusters.

As it is a centroid based algorithm, it starts with randomly initializing K centroids

and then calculating the ‘Euclidean’ distance [5] between each point and both the

centroids. This way it assigns the points to the closest centroid and thus creating

clusters. Figure 4.5 shows the clusters created from KMeans. It performed almost

similar to DBSCAN but has clearly separated the points into two clusters. Though

there is still ambiguity in labeling the ‘High Risk’ or ‘Low Risk’ behavior to clusters

in figure 4.6, the users in cluster 0 took higher risk as there are points where users

had too many transactions with higher values of purchasing amount.

Figure 4.5: Clusters visualized using PCA

4.2.3 TimeSeriesKMeans

Though previous models do cluster the users into two categories, it was not clearly

distinguishable why we can consider those clusters as ‘High Risk’ or ‘Low Risk’ takers
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Figure 4.6: Comparison of Kmeans clusters with features

with the feature values gathered at the end of simulation of each users. Treating data

as time series helped us to see a bigger picture when visualized as how people behaved

on simulation and their actions through out their task. As the extracted data is in

four different parts based on the paused rounds, it can be considered as time series.

We used TimeSeriesKMeans method provided in the Python ‘tslearn’ package [37].

This model performs k-means clustering but with improvements that are tailored to

time series data. We employed Dynamic Time Warping [8, 33] distance metric, which

calculates distance even between two dissimilar lengths of data. DTW is mostly used

when the there is time shifts between two time series data but we did experiment

with both ‘Euclidean’ distance and DTW and found better results with the later one.

It compares the value of one series at time T with the value of another series at

nearest points at time T. Figure 4.7 shows the resultant clusters formed. Cluster 0

and Cluster 1 are expressed in ‘Blue’ and ‘Orange’ color respectively. The numbers

on the X-axis defines the rounds of the simulation which we considered it as time

series. Cluster 1 are the aggressive buyers as it is clear from the graph that their

transactions, per minute buy value and number of stocks bought per minute are

higher as compared to Cluster 0. On the right side of the figure, the graph shows the

‘risk meter’ feature which describes that Cluster 1 were buying high volatility assets
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throughout each round as compared to Cluster 0 where they focused on buying low

volatile assets as the round goes. Bottom graph depicts that during all four rounds,

Cluster 1 were buying stocks when there is increase in price compare to previous day

which shows their risky investments and their buying count are more compared to

Cluster 0 in every round. This analysis shows that people in Cluster 1 are ‘High Risk’

takers while those in Cluster 0 are ‘Low Risk’ takers.

Figure 4.7: Comparison of TimeSeriesKMeans clusters with risk related features

TimeSeriesKMeans gave better insights by distinguishing participants based on

their risk propensity compared to DBSCAN and KMeans.
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4.3 Linear Regression for Risk and Enjoyment Prediction

The main idea behind using Linear Regression is to describe the relationship between

Clusters created by TimeSeriesKMeans by means of independent variable; i.e., Fea-

tures, and the dependent variable; i.e., Risk and Enjoyment survey. We used Ordinary

Least Square regression method from Python’s statsmodel [32] package. By minimis-

ing the sum of squares in the difference between the observed and predicted values

of the dependent variable constructed as a straight line, the approach evaluates the

relationship. If the difference between the actual values and the model’s predicted

values are modest and unbiased, the model fits the data well. We got the following

results for both the model where one had risk survey as dependent variable while

other had enjoyment survey as dependent variable.

Risk/Enjoyment = β0 + β1 ∗X1 + β2 ∗X2 + β3 ∗X3 + β4 ∗X4 + β5 ∗X5 + β6 ∗X6

+ β7 ∗X7 + β8 ∗X8 + β9 ∗X9 + β10 ∗X10 + β11 ∗X11 + β12 ∗X12

+ β13 ∗X13

For Risk Survey:

R-squared = 0.230 pvalue > 0.05

For Enjoyment Survey:

R-squared = 0.260 pvalue > 0.05

The R-squared value is the statistical measure which indicates how near the data

is to the fitted regression line or in other words it shows the percentage of variance in

the dependent variable explained by the independent variables when taken together.

It ranges between 0 to 100 percent. Generally, higher R-square determines that the

model fits the data. Usually in psychology, lower R-squared value does not mean

that model is not working properly as the goal states to predict the human behavior

which is way harder in real life to predict it. That being said, if the predictors are

statistically significant then also we can interpret that changes in them are linked

with the target variable. But in this case, we got the p-value higher than critical
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value 0.05 which should be lower than it in order to consider data as significant.

All of the predictors correspond to dependent variable risk perception gives p-value

greater than 0.05 while in case of enjoyment survey as dependent variable except

‘Transactions per minute’ and ‘Rise Buy’ where p-value corresponds to them were

0.013 and 0.005 respectively. This experiment did not gave proper results with the

amount of data we gathered and the continuous nature of the labels.

4.4 Classifying the Risk Propensity and Enjoyment

This task helps us to accomplish the notion to classify the Risk Propensity of users

based on their buying behavior on simulation. As our previous experiment with

continuous target variable did not give good results, we considered last 3 questions

from pre-session survey data about participants willingness to gamble lifetime income

as our labels. The questions are as follows:

1) Suppose that you are the only income earner in your family, and

you have a good job guaranteed to provide you an average income

every year for life. You are given the opportunity to take a new

and equally good job, with a 50-50 chance that it will double your

income and a 50-50 chance it will cut your income by a third. Would

you take the new job?

2) If yes, suppose the chances were 50-50 that it would double your

income and 50-50 that it would cut it in half. Would you still take

the new job?

3) If no to the first question, suppose the chances were 50-50 that

it would double your income and 50-50 that it would cut it by 20

percent. Would you then take the new job?

If the participants said ‘Yes’ to the first question and ‘No’ or ‘Yes’ to the sec-

ond questions, then they were categorized as ‘High Risk’ takers while if they said

‘No’ to the first question and ‘Yes’ or ‘No’ the third question then they were con-

sidered as ‘Low Risk’ takers. We used the same dataset for this task with extra

features extracted from tables 3.7 and 3.9 as ‘counts’ — number of times user played
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the simulation, ‘avg buysell time’ — average time taken by user between two con-

secutive buy, and sell transaction and ‘Remaining Stock’ — number of stocks left

at the end of the simulation because introducing this features increased the model

accuracy by few percent. We used total five models for classification. First one is

DecisionTreeClassifier with parameter ‘criterion’ which determines the optimum

split of features. We used ‘entropy’ as criterion which is defined by the formula where

pj is the probability of label j.

Entropy = −
∑
j

pj · log2 pj

The second model we used is ‘RandomForestClassifier’ which comprises of multi-

ple decision trees with parameter ‘n estimators’ which defines the number of trees to

be used in the model. We set the value of 100 for ‘n estimators’ means it will con-

struct 100 decision trees. Third one is ‘LogisticRegression’ classifier which mostly

is used to predict the probability of the target variable or labels. The fourth one is

‘GaussianNB’ classifier which uses Bayes Theorem that is based on conditional proba-

bility and the last one is ‘SVM’ classifier. K-Fold cross-validation method were used to

train the models and it is mostly used for performance estimation of model and if the

dataset is small or limited. This method splits the dataset into K non-overlapping

parts and each part is kept as a hold out for testing purpose and rest folds were used

for training in for K iterations. The average performance of K iterations are con-

sidered as final output of the model. The optimal value for K used is 10 which was

mentioned by Borra et al. [10]. We compared all four models with different evaluation

metrics to assess model’s performance [15, 41].

Figure 4.8: Evaluation of Classification models with Risk survey labels

One of the metrics that was used is ‘Accuracy’ which defines as fraction of number
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Figure 4.9: Evaluation of Classification models with Enjoyment survey labels

of correct predictions to total number of predictions. It is also defined as

Accuracy =
TP + TN

TP + TN + FP + FN

where TP is True Positive, TN is True Negative, FP is False Positive and FN is False

Negative. Precision is the fraction of true positives to all the positives predicted. It

helps to determine the proportion of anticipated positives are actually ‘Positive’.

Precision =
TP

TP + FP

Recall states the proportion of true positives to all the positive in the dataset. It

shows the proportion of actual positives are correctly classified.

Recall =
TP

TP + FN

F1-score is the combination of both Precision and Recall. It is the weighted average

of both.

F1 = 2 · Precision ·Recall

Precision+Recall

Figure 4.8 shows the comparison of four metrics on all of our models. Accuracy,

Precision and F1 score of Logistic Regression and Support Vector Machine were al-

most similar and higher than other models. All in all SVM performed better than

Logistic Regression by fraction of values.

This experiment is followed by the task where we considered our labels as post-

session enjoyment data. We wanted to transform the continuous value of enjoyment

survey in bins in order to categorize it as ‘High Risk’ or ‘Low Risk’ for classification.

We discretized the data based on the median value as cutoff. These boundaries are

not subjective choice but rather an intuitively understandable for wide audience in

order to interpret the values as the dataset is so small and will helpful for categorizing
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it based on ‘High Risk’ and ‘Low Risk’. As shown in figure 4.9, the comparison helps

us to determine that overall performance of Logistic Regression Classifier and SVM

classifier are better as compared to others.



Chapter 5

Descriptive Analysis and Discussion

Figure 5.1: User Analysis

We ran an analysis on how users interacted with the simulation and found out

that 282 people opened the simulation by clicking the link out of which 9 participants

opened the application but did not played the session, 101 participants started the

session but did not interact with the simulation, 54 users left the session in the middle

and 147 users completed the whole session 5.1.

Figure 5.2 gives an insight about the people how with their risk behavior made

profit or loss. It is clear that most of the people around 40% of the users that we’ve

analyzed were ‘Low Risk’ takers and made profit, followed by 27% of the users who

were low risk takers and made loss whereas only 16% of the users that were detected

as ‘High Risk’ takers but made loss on simulation. Majority of the participants were

low risk takers on the simulation.

According to our collected dataset, as shown in figure 5.3 15 participants were

prompted the bonus round which included to trade with new cryptocurrency and their

enjoyment factor after bonus round was higher than the mean of the all the player
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Figure 5.2: Type of Risk takers and Profit/Loss

Figure 5.3: Enjoyment of Users played bonus round vs Not played

who filled the enjoyment survey. This gives a light to our research question that game

prompts are likely to influence cognitive absorption factor such as ’Enjoyment’.

After getting the promising results from clustering technique TimeseriesKMeans,

we analyzed the features that created the clusters with psychometric data: pre-session

survey ‘Risk Perception’ using correlation test from scipy’s stats module [40]. Al-

though there are chances that their perception about risk and their action might not

always align with each other, our study tells that even with such small dataset, it is

still somewhat significant in table 5.1 between the risk perception and three features.

The test statistics explains us that the how much the sample data deviates from the

Null hypothesis which states that there is no relation between variables while the

p-value tells us that if the null hypothesis were true, we’d expect to observe data as

extreme as our sample roughly 1% of the time due to chance.

In figure 5.4, the features mentioned the average time taken by users between
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Features T-statistic P-value Correlation
risk meter 3.279 0.001 0.219
counts 6.165 < 0.001 0.389

flipcoin avgtime 1.984 0.04 0.135

Table 5.1: Significance test of Risk Survey with Features

buy and sell of that particular asset. In case of disengagement of users in buying

assets through application, the high risk people; i.e., ‘Cluster 1’, were less engaging

as they were taking long time between consecutive buy and sell compared to low risk

people; i.e., ‘Cluster 0’. On the other hand, ’Cluster 0’ people were not at all engaging

with application during round 3 and round 4. Possible reason might be they were

waiting for stock prices to go high to sell it. This concludes that high risk takers are

more engaging in such applications in comparison with low risk takers who invest and

waited for their assets to give them profit.

These findings led interesting theoretical contributions. They contend that user

risk-taking behaviour on stock trading simulation was partially influenced by social

characteristics including risk appetite and enjoyment, which may also apply to the

meme stock phenomenon. User enjoyment is known to be key factor in predicting he-

donic information system use [42, 35] and risk appetite is known to influence decision

making [39]. We are led to assert that these findings generalize to the case of investing

applications. In addition to this, we demonstrate the potential of a novel strategy

for behavioral modelling and theory development. We showed how mixed methods

approaches including questionnaires might support machine learning approaches to

behavioural research issues in response to the request for computationally intensive

models of theory generation [9, 23]

The overall contribution involves distinguishing meaningful risk-taking behavior

and that the survey can play a role in providing additional insight to our model.

While the differences in the high risk behaviors could differentiate the clusters, the

congruence between the survey measures and the clusters suggests that the unsuper-

vised learning not only captured behavior, but were also indirectly indicative of the

participants’ psychology. The evaluation measures used to observe this was measures

of psychological traits, our results suggest that clusters likely reflect behavior which is
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Figure 5.4: Comparison of TimeSeriesKMeans clusters with user engagement features
(cluster 0 — low-risk, cluster 1 — high-risk participants)

at least in-part influenced by an individual’s risk appetite. This was supported by the

classification task where the features were able to predict the psychological trait of

the users with decent accuracy. This comparison has applications beyond this study,

as it demonstrates how unsupervised learning discoveries concerning human behavior

could be evaluated using psychometric or other survey techniques.

5.1 Research Questions Revisited

The analysis of the collected data and the experiments led us to the answers of our

research questions:

Research Question 1: Are there effective methods for clustering risky investment app

trading behaviours based on user actions?
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The unsupervised learning method gave us insights that the user’s action on simu-

lation or their transaction behavior are distinguishable to ‘High Risk’ and ‘Low Risk’

takers. Considering the dataset as timeseries throughout the simulation rounds pro-

vided a clear picture of their playing behavior. The assertion was supported by the

‘TimeSeriesKMeans’ algorithm which helped in clustering the users based on their

behavior.

Research question 2: Are psychometric risk surveys useful as labels for classifying

trading behavior?

The results from the supervised learning experiment showed that risk and enjoy-

ment surveys can be used as labels to predict the trading behavior. Even with such

small dataset, the algorithms were able to acheive more than 60% accuracy. The

increase in quantity as well quality data will lead to higher accuracy and thus will be

an useful resource for the classifying behavior.

Research question 3: Do bonus prompts influence users enjoyment on investing ap-

plication?

In terms of bonus rounds, these are used as persuasive strategies to influence users

to utilize any application more. The main motivation introducing the bonus prompt

was to find out whether such strategy works for investing application and we found

out that it holds true for trading simulation too. These features motivates users’

to continuously use application as it influence them as a fun factor or it susceptible

towards earning more.

5.2 Limitations

The main limitation in our research was data sample size. Our findings are limited by

challenges with recruitment and data quality. Though 282 participants consented to

participate out of which some of the participants were recruited from Prolific, which

is a platform of convenience, where users can be recruited for study by means of pay-

ment. Moreover, most of our collected data was incomplete as only 147 participants

completed the full task and engaged in the simulation through out the session and

also answered both pre-session and post-session survey. The amount of data is not
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sufficient for comparing clusters and the psychometric questionnaires though we get

little insight with it. The sample size prohibits the use of more complex techniques

such as neural networks or deep learning. Moreover, the limited data of bonus round

played users were not significant enough to find the relation about the influence of

bonus prompts in their trading behavior. The current data does not explain much

about the behavioral pattern binds with bonus rounds. In addition to this, many

participants skip the survey component of the task which suggest that data qual-

ity may not be robust. The results we obtained can be considered complete but an

uncomprehensive analysis.

Apart from this, there can be theoretical challenges in deriving conclusions from

simulation. Despite the fact that the task was created to replicate the Robinhood

investing application, participants might not have the same level of motivation as

people who really use the real-world trading application. Future research can get

around this problem by getting feedback from users of the Robinhood app in addition

to inferring conclusions from the behavioural task.
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Conclusion and Future Work

In this study, we investigated the potential drivers of risky trading behaviour among

users of mobile trading platforms to facilitate the risk-taking decisions and enjoyment

of users which can be used to interpret real life behavior. Our first step was to create a

simulation of a mobile trading platform where we provided the users with hypothetical

amount in their wallet for investing. The actions users took on the simulation helped

us to create clusters of users based on their trading behavior. The efficient way to

approach this task was to consider data as time series throughout the simulation and

the machine learning model which accomplishes the clustering of time series data

was ‘TimeSeriesKMeans’. Unsupervised approach on people’s actions can be used to

differentiate their behavior on live platform by making clusters.

We used supervised learning approach on user’s risk perception and enjoyment

as dependent variable and their behavior on simulation as independent variables to

state the relationship between both whether it can classify or not. The results were

quite acceptable and were able to classify their behavior by mapping psychometric

measures. SVM classifier worked better than other classifiers for the small dataset

that we have collected.

Due to the limitation in data, most of the relationship we found on clusters and

psychometric surveys were not significant. Future research will include collecting more

data of users to understand the bigger picture of population behavior. Structuring

the surveys which consist of several latent features such as enjoyment, engagement,

and attractiveness of design features which can be categorize for using in Machine

Learning models and hypothesis testing will lead to more concrete results in future.

Researchers can make use of this knowledge to improve machine learning methods

for behavioural modelling and to broaden their investigation into several domain

such as the driving forces behind why people utilise social media to disrupt financial

markets, factors and features that lead users to spend a lot of time on specific gaming,

44



45

applications which led people to increase their screen time on mobile and many more.

There are also practical implications suggesting for later work. Design elements

used in investing apps like Robinhood encourage users to make riskier choices and

reinforce hedonic affordances. For instance, Robinhood has a referral network and

a rewards system that resemble those found in social media and mobile games. Ap-

plication designers or other stakeholders can restrict or promote features that either

identify risk-taking, promote enjoyment, or prohibit these things depending on their

goals. These results could be improved in the future by testing particular character-

istics that either stimulate or restrict the risk or hedonic elements. It is true that we

won’t get actual behavior of the users with these simulations but experiments can be

refined to get near results of users’ behavior. In future, the design changes can be

made on ‘Nottingham’ simulation such as introducing the sound feature when user

clicks any button, appreciation notes when they made profit based on their decision,

brief description about the news of the stocks or asset they would be on, and in-

creasing the length of the simulation to provide them enough time to read the news

and make transactions. The more we research the intricate elements that influence

dangerous trading, the more we’ll be able to develop a strategy that won’t result in

terrible financial repercussions for trading platforms.
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