
HARMONIZED SYSTEM CODE CLASSIFICATION USING
TRANSFER LEARNING WITH PRE-TRAINED WEIGHTS

by

Koustav Pain (Tukai)

Submitted in partial fulfillment of the requirements
for the degree of Master of Computer Science

at

Dalhousie University
Halifax, Nova Scotia

July 2021

c© Copyright by Koustav Pain (Tukai), 2021



This thesis is dedicated to my loved ones, who always believed in my

abilities. You are gone but your belief in me has made this journey

possible.

ii



Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Abbreviations Used . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Research Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Roadmap of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Chapter 2 Background Definitions and Literature Review . . . . . 8

2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 Trade Document . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Harmonized Commodity Code . . . . . . . . . . . . . . . . . . 10
2.1.3 UN Comtrade Sheet . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Literature on Cargo Containers . . . . . . . . . . . . . . . . . 13
2.2.2 Literature On HS Code Recommendations For Shippers . . . . 14
2.2.3 Related Literature in Semantic Analysis Area . . . . . . . . . 14
2.2.4 Literature Based on Text Classification Approaches . . . . . . 14
2.2.5 Most Recent Literature on HS Code Classification . . . . . . . 15

2.3 Knowledge Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Chapter 3 Research Problem and Datasets . . . . . . . . . . . . . . 17

3.1 Research Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Data Sources and Datasets . . . . . . . . . . . . . . . . . . . . . . . . 18

iii



Chapter 4 Underlying Algorithms and Models . . . . . . . . . . . . 21

4.1 Named Entity Recognition . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.1 SpaCy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.2 Elastic Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.3 Supervised Machine Learning Algorithms . . . . . . . . . . . . . . . . 23
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Abstract

The Harmonized System (HS) was developed by the World Customs Organization

(WCO) as a multipurpose international product nomenclature that describes the

type of good that is shipped. Nearly universal usage of HS allows customs author-

ities to identify and clear every commodity that enters or crosses any international

borders. HS code classification is the task of identifying the HS code of a commodity

according to its description information provided in a trade document. In fact, the

HS code classification is fundamentally a text classification problem. However, com-

pared with general text classification, the challenge of this task is that the commodity

description texts are often very short, unstructured, and extremely noisy. There are

more than six thousands HS codes for different commodities. What’s more, the label

space descriptions for a commodity; i.e., the HS nomenclature, often differs from how

shippers like to describe commodities in a trade document. HS misclassifications or

using an incorrect HS code can lead to penalties, fines, and delays upon import.

In this research work, we first propose novel approaches for extracting and filtering

relevant commodity information from a trade document. Next, we propose an HS

code classification methodology that utilizes existing pre-trained Semantic Textual

Similarity (STS) models via deep transfer learning using sentence-level transfer. We

also introduce a new evaluation method to properly evaluate our approach based

on real-world applications. Extensive experiments and model comparisons show the

superiority of our approach.
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Chapter 1

Introduction

The World Bank notes Canada exported approximately $450 billion worth of goods

in 2019, and imported $459 billion worth of goods. This represents approximately $1

trillion of international trade which represents over 4,300 products exported to over

200 countries and over 4,500 different products imported from almost 225 countries

(based on the HS6 commodity codes) [9]. The Harmonized Item Description and

Coding System (HS) maintained by the World Customs Organization (WCO) is a

standardized numerical method of classifying traded products. It is used by customs

authorities around the world to identify products when assessing duties and taxes

and for gathering statistics. The HS assigns specific six-digit codes for varying clas-

sifications and commodities. Countries are allowed to add longer codes to the first

six digits for further classification [10]. Both export and import statistics used in

the Canadian International Merchandise Trade (CIMT) database are available at the

HS-06 detailed level [11].

In Canada, the traded goods arrive and depart through a variety of trade chan-

nels, most principally rail, maritime shipping, truck cargo and air freight. The data

reflecting the full scope of this trade, across all the various channels is transmitted

and stored in EDI files. EDI, which stands for Electronic Data Interchange, is the

inter-company communication of business documents in a standard format. The sim-

ple definition of EDI as defined by IBM, is a standard electronic format that replaces

paper-based documents such as purchase orders or invoices [12]. In EDI transactions,

information moves directly from a computer application in one organization to a com-

puter application in another. By automating paper-based transactions, organizations

can save time and eliminate costly errors caused by manual processing.

However, the data associated with each shipment is not always accurate and reli-

able. The details about each shipment are critical as the duty and taxes charged for

the import of the goods in Canada via cargo terminals such as air freight, maritime

1
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shipping, rail or truck are vital to the effective control of commodities. There is a

significant need to rectify the HS commodity codes to ensure it aligns with the appro-

priate commodity. Since the information is typed in an EDI shipment file, there are

often errors like missing fields, wrong HS commodity codes, codes present in wrong

fields which are nearly impossible to distinguish from other digits in a trade document

such as fax numbers, phone numbers, postal codes etc. Thus, the processing of cargo

today requires significant manual effort to review, correct and rectify errors. Since

EDI was designed for use by primitive machines in the 1960s, some older formats of

EDI (EDIFACT or IMP) were not meant for humans to read and understand them,

therefore catching and fixing errors can be challenging [13]. Even when it is possible

to read the information, manual error detection is time-consuming and expensive,

and can still result in errors. We believe that automating error detection and fixing

them can significantly increase productivity and increased gross margins.

Each EDI shipment file should include commodity codes and some manually en-

tered text to identify the contents. While some data is accurate, there remains a

portion of data that is entered in the wrong field or is entirely inconsistent. Ship-

ments may contain a single item, multiples of one item or be filled with a broad range

of unrelated items (i.e., a family relocating to a new country would include a range

of commodities). A primary ambition of this research is to automate processes of

shipment validation and reduce risk. A lot of the operations are currently performed

by manual labor, including shipping container code assignment. Transactions are

processed by thousands every day, and the process is prone to human error — an ex-

ample would be, an EDI trade document with an apple in the commodity description

and a commodity code that is of a bicycle.

HS code classification can be regarded as a text classification task. However,

compared to general text classification, it faces the following challenges:

1. Complexity of nomenclature. The HS is a structured multipurpose nomen-

clature, organized into 21 sections and 97 chapters. The World Customs Or-

ganization (WCO) has developed a large number of defined regulations, such

as notes, subheading notes, and code structure explanations, to aid customs

officers and other professionals, but not traders. These contribute to the diffi-

culties associated with properly classifying products in the HS [14]. The order
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of arrangement of commodities in terms of HS is based on their degree of man-

ufacture. Within each chapter, the headings are arranged based on a principle.

Figure 1.1: Principle of order in HS [1]

Chapters are broad level categories that divide commodities into categories such

as coffee, cocoa, tea, and wine. The product’s additional specs are clarified by

the headings and subheadings.

Figure 1.2: Each section indicates further complexity in the classification [1]

2. Terminological gaps. There is consistently a major gap between merchandise

portrayal of a traded commodity and their respective depiction in UN-defined

HS terminology. For instance, shippers might want to define a product as an

“MP3 player”, however, they need to understand that it belongs to “85.19 —

Sound recording or reproducing apparatus: Other apparatus: 8519.81 Using

magnetic, optical, or semiconductor media” [15]. Simple string search is unable

to help either customs or the shippers to locate the relevant HS codes because

of the differences between the structured descriptions of HS nomenclature and

the text descriptions during the trade process.

3. Differences by nation. Many countries append further classification digits to

the right of HS codes to add their own classification levels. For example, HTS

code is the US-specific extension of HS codes. EU uses 8-digit CN (Combined

Nomenclature) and 10-digit TARIC (TARif Intégré Communautaire; Integrated

Tariff of the European Communities) codes [16, 17]. China uses 13-digit HS
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codes and India uses a standard called ITC-HS codes (Indian Trade Clarifica-

tion). In most cases, these HS codes need to be converted to the country specific

standard during import.

4. Ever-changing nature. A revision of 6-digit HS codes occurs every five years

[15]. National HS codes are also updated more often, up to a few times each

year in some cases. This necessitates the use of a classification system that is

both reliable and adaptable to changing commodity descriptions.

To address the above challenges, we first present a novel HS code parser using

natural language processing concepts to extract the codes and associated text includ-

ing variances in language. Second, we present four different shipper-specific novel

data clean-up methods to clean up the text descriptions of EDI trade documents

reducing it down to only the description of the commodity being traded. Third, via

GPU acceleration we present a HS code recommendation system that can process ten

thousand trade transactions in under a minute. Our system leverages the pre-existing

concept of deep transfer learning for natural language processing via pre-trained sen-

tence transformers to generate and compare sentence level embedding to determine

if the commodity codes entered in a trade document should be edited.

1.1 Motivation

One can think of HS code classification as the last challenge goods face before hitting

the finish line in the shipping process. These 6-10 digit numbered harmonized tariff

codes serve two major roles and purposes aside from helping goods clear through

customs:

1. They identify products that are being imported or exported through a country’s

borders.

2. They classify and categorize products in a worldwide system used for customs

clearance purposes.

Before getting into the importing and exporting market, the most important step

for shippers to take is assigning an HS Code. Importers and exporters might under-

estimate the importance of the HS code. Most commonly, suppliers just accept an
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importer’s purchase orders and ship their goods without knowing a good’s HS code.

Shipping before assigning an HS code is not a good business practice and can cause

serious problems that could be costly, harmful to both parties’ core businesses, and

damaging to one’s reputation [18]. Unless you want to have your goods seized or lose

your import privileges it is recommended shippers research the proper commodity

code. Correct commodity code classification is an important piece of information,

especially when using an incorrect classification can lead to penalties and transit

delays.

The risks can be viewed from every side; i.e., a shipper, receiver (ports, airports,

cargo rail station etc.) and the government.

From the shipper’s side, failure to classify correctly can lead to: non-compliance

penalties, border delays, seizure of goods, fines, denial of import privileges, and other

consequences.

Since there are multiple stops between cargo transports, from the receiver’s per-

spective failure to correctly classify HS codes can lead to:

1. Fires breaking out on container ships due to improperly declared dangerous

goods [19].

2. Fraudulent shipping codes being used to avoid shipping restrictions or custom

duties. Detecting fraud is often done through random audits, however this is

labour intensive due to the massive amount of cargo shipped each day [20].

3. If handled carelessly, the possibility of transmission or even outbreak of the

recent Covid-19 Virus due to its long survival capabilities depending on the

surface material of the goods [21].

4. Chemical contaminants causing hazards, infectious diseases.

For government, correct classification is required for three main purposes [15]:

1. Calculation of duties, taxes and fees. 2. Determination of permits, license and

certificates required. 3. Collection of trade statistics.

So, we see the importance of HS code classification being very significant. Pro-

viding the correct HS code is a part of both the importer’s and exporter’s legal

responsibilities. It is recommended that both parties need to make sure that they
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have included all the necessary classification resources and that they take time to get

them right — no matter the assortment of products being imported or exported [18].

1.2 Contributions

The main contributions of this thesis document can be summarized as follows:

1. We have a deep insight into the HS commodity code classification problem. We

explored its importance, uniqueness and challenges compared with the typically

studied text classification problems. We also explored three different means of

text classification to accomplish our goals.

2. We proposed a novel HS code parser able to extract the HS commodity codes

from extremely tangled and complex text descriptions.

3. We proposed and evaluated novel commodity description clean-up approaches

based on real-world dataset of several transportation companies to clean the

description part of the transactions in an EDI trade document.

4. Our proposed approach for HS commodity code classification and evaluation

makes it an appealing method for extremely noisy and unstructured trade data.

Due to the sensitivity of the data, our approach also follows a safer way that

attempts to avoid HS code misclassifications, resulting in sparing of multiple

long occurring and sometimes severe consequences (discussed in section 1.1).

5. The usage of the state-of-the-art GPU acceleration via NVIDIA CUDA and

TensorFlow-GPU ensures the scalability of our approach. Our evaluation meth-

ods have a strong focus on interpretability and explainable AI. The proposed

approach has shown positive results and it has been adopted by the client au-

thorities in their production system.

1.3 Research Overview

During the initial stage of the research work, one major obstacle in working with the

data consisting of EDI files is that there are many organizations using it and they
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use different styles and different ways of writing product information. There is no

general guidebook for this information and the only way to derive information clean-

up procedures is to go manually through the samples of data. Deriving the clean-up

procedures also required exploring different internet sources such as customs websites

from different countries such as Canada, US, India, and Spain.

An in-depth literature survey was conducted to find out if there are any existing

systems that can even partially address the problem at hand. The focus at this stage

was to find any relevant existing work and look for improvements. A hope to be able

to continue the research from there. There are more relevant information available in

online web articles than academic research papers. From what it seemed, the research

topic at hand was highly underrated so far. Most of the work was being conducted

with manual human effort disregarding the errors.

1.4 Roadmap of the Thesis

This section provides a roadmap that describes the content of each chapter in the

thesis.

Chapter 2 contains the background definitions and literature review. In this chap-

ter, first, the importance of commodity code is explained. After that, different types

of terminology related to global trade and HS coding system are mentioned. Finally,

we discuss the knowledge gap our research is trying to fill.

Chapter 3 narrows down the research problem and also represents the thesis con-

tribution. This chapter also describes different data sources and datasets used to

conduct the research.

Chapter 4 consists of brief descriptions of all of the algorithms and models used

during experiments.

Chapter 5 describes the HS classification methodology and the course of action

taken to address the research problems.

Chapter 6 focuses on the experimentation results, evaluation approach, models

comparison and the analysis of the achieved results.

Chapter 7 summarizes the present work with concluding remarks, limitations, and

includes an overview of the research work that can be expanded based on the current

course of research.



Chapter 2

Background Definitions and Literature Review

To discuss the problem further we need to be familiarized with a few key data defi-

nitions relevant to the problem.

2.1 Definitions

We deal with 3 different types of entities when dealing with trade transactions: (1)

the trade document sent by the shipper; (2) harmonized commodity code which is the

primary identification factor for billing and checking of contents inside a container;

and (3) United Nations defined commodity reference trade sheet, which contains

harmonized commodity codes for each and every type of possible traded goods and is

also the standard to validate when enclosing commodity codes in trade documents.

2.1.1 Trade Document

Trade documents are trade data documents or manifests usually written in EDI file

format that designates different information related to a shipment such as date and

time of shipment, trade and transaction numbers, vessel identification, shipper de-

tails and address, short commodity description, harmonized commodity code, etc.

There are numerous EDI standards from EDI 200 to EDI 499 dealing with interna-

tional trade, all using similar data definitions, with slight differences due to use or

application. For instance, EDI 432 deals with the cost of space on rail cars in in-

ternational shipping. An example diagram is shown in Figure 2.1 that describes the

different types of possible tags in a 311 EDI standard. The figure also depicts how

the Canadian Customs interpret the associated tags based on their respective data

descriptions.

For our research we extensively use the commodity description field L5.

8
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Figure 2.1: This is the UN approved 311 EDI Standard
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2.1.2 Harmonized Commodity Code

The Harmonized Item Description and Coding System (HS) is an international stan-

dard introduced in January 1988 and since maintained by the World Customs Orga-

nization (WCO) [22]. According to Rodolfo Vazquez, IMMEX Customs Manager and

Foreign Trade Consultant, the importance of HS codes can be understood as, “Used

on import (and export) declarations, HS codes identify the duty rates applicable to

the specific goods, related to statistics, give regulators an opportunity to link Anti-

Dumping Duties (ADD) and Countervailing Duties (CVD) to products, dictate how

to qualify for preferential treatment, and can govern document and license require-

ments. Quite a laundry list—and that makes the correct HS code classification an

important piece of information, especially when using an incorrect classification can

lead to penalties and delays upon import [23].”

The HS codes system is currently signed by all members of the WCO (over 180

countries) and in use by nearly 200 countries. According to WCO, over 98% of goods

in international trade are classified using HS codes [24]. As previously mentioned by

the Customs Manager Rodolfo Vazquez, the codes make a number of things much

easier to do. In simple terms they help customs authorities and cargo terminals

apply import duties, collect trade statistics, work with trade agreements and control

regulated goods. In shipping manifests Harmonized commodity code has a variety of

ways of being written such as H.S.Code, HS Number, Commodity code, Commodity

classification number, Tariff No. etc.

HS codes defined by the UN consist of 6 digits. However, we sometimes see HS

Codes with more than 6 digits and that is because the universally agreed bit is only

the first six digits. Countries are free to attach further digits and go up to even eight

or ten digits HS codes with their own clarifications.

2.1.3 UN Comtrade Sheet

UN Comtrade sheet can be defined as United Nations approved commodity trade

sheet for accepted goods. This is usually a tabular document most of the time repre-

sented in a Microsoft Excel worksheet which contains Harmonized commodity codes

of every possible traded good between countries. Table 2.1 and 2.2 are examples of

this document.
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Classification Code Description Code
Parent

Level isLeaf

H0 406 Cheese and curd 4 4 0

H0 40610
Dairy produce; fresh cheese (including
whey cheese), not fermented, and curd

406 6 1

H0 40620
Dairy produce; cheese of all kinds,

grated or powdered
406 6 1

H0 40630
Dairy produce; cheese, processed (not

grated or powdered)
406 6 1

H0 40640
Dairy produce; cheese, blue-veined

(not grated, powdered or processed)
406 6 1

H0 40640
Dairy produce; cheese (not grated,
powdered or processed), n.e.s. in

heading no. 0406
406 6 1

H0 407
Birds’ eggs, in shell; fresh, preserved

or cooked
4 4 0

H0 40700
Eggs; birds’ eggs, in the shell, fresh,

preserved or cooked
407 6 1

H0 408

Birds’ eggs, not in shell; egg yolks,
fresh, dried, cooked by steaming or
boiling in water, moulded, frozen or
otherwise preserved, whether or not

containing added sugar or other
sweetening matter

4 4 0

H0 40811
Eggs; birds’ eggs, yolks, dried,

whether or not containing added sugar
or other sweetening matter

408 6 1

H0 40819

Eggs; birds’ eggs, yolks, fresh, cooked
by steaming or by boiling in water,

moulded, frozen or otherwise
preserved, whether or not containing

added sugar or other sweetening
matter

408 6 1

Table 2.1: A section of UN approved commodities trade sheet — 1
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Classification Code Description Code
Parent

Level isLeaf

H0 40899

Eggs; birds’ eggs (not in shell,
excluding yolks only), fresh, cooked by
steaming or boiling in water, moulded,
frozen, otherwise preserved, whether

or not containing added sugar or other
sweetening matter

408 6 1

H0 40899

Eggs; birds’ eggs (not in shell,
excluding yolks only), fresh, cooked by
steaming or boiling in water, moulded,
frozen, otherwise preserved, whether

or not containing added sugar or other
sweetening matter

408 6 1

H0 409 Honey; natural 4 4 0

H0 40900 Honey; natural 409 6 1

H0 410
Edible products of animal origin; not

elsewhere specified or included
4 4 0

H0 41000
Animal products; edible, n.e.s. in this

or other chapters
410 6 1

H0 5
Animal originated products; not
elsewhere specified or included

TOTAL 2 0

H0 501
Human hair; unworked, whether or
not washed or scoured; waste of

human hair
5 4 0

H0 50100
Animal products; hair, human,

unworked, whether or not washed or
scoured, and waste of human hair

501 6 1

H0 502
Pigs’, hogs’ or boars’ bristles and

hair; and waste thereof
5 4 0

H0 50210
Animal products; hair and bristles, of
pigs, hogs or boars, and waste thereof

502 6 1

H0 50290

Animal products; badger hair and
other brush making hair and waste of
such bristles or hair, n.e.s. in heading

no. 0502 (excluding horsehair)

502 6 1

H0 503
Horsehair and horsehair waste;

whether or not put up as a layer with
or without supporting material

5 4 0

H0 50300

Animal products; horsehair and
horsehair waste, whether or not put up
as a layer with or without supporting

material

503 6 1

Table 2.2: A section of UN approved commodities trade sheet — 2
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2.2 Literature Review

Majority of the previous work is to help shippers correctly identify commodity codes

for their goods to properly enclose them in a shipping manifest but our problem is

to deal with situations where the shipping manifests are not following the proper

standard defined by the manifest schema (such as Figure 2.1). Our objective is to

handle scenarios when there are no commodity codes present in the trade manifest

that can help the appropriate authorities in the billing of the goods in time. During

the time of the research, we have not found any prior work done in this area that

tries to help the cargo terminal’s (ports, airports, railway and truck depot) side of

things to process their transactions. However, after project conclusion there is one

very recent and relevant work that was published in May, 2021 [25]. We will discuss

about that particular research in detail and how our approach compares in a future

Section. The overall literature review can be categorized into five categories based

on their applicability as follows; 1) literature on cargo containers 2) literature on HS

code recommendations for shippers 3) related literature in semantic analysis area 4)

literature based on text classification approaches 5) most recent literature on HS code

classification.

2.2.1 Literature on Cargo Containers

There has been a range of research regarding the contents of shipping containers,

however much of the research today has been about optical imagery of the containers

themselves [26], and RFID tags associated with the containers [27]. Data mining

approaches have been used to study container contents requiring extra security [28].

Machine learning approaches have been used for anomaly detection [29]. Spatio-

temporal data is also an important field of study [30], however, it is often studied

using tweets or breaking news. Pattern matching of historical data has also been

studied [31]. There has been prior work on using NLP to find geospatial information

in text [32] and matching database schema [33]. What makes our problem more

difficult is the text we are trying to match to shipping codes will be minimal and

extremely tangled.
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2.2.2 Literature On HS Code Recommendations For Shippers

From the shipper’s side of things, we have found a few relevant works that are close

to ours. Ontology-based system for the recommendation of HS Codes [34]. In order

to perform the recommendation, the authors constructed ontologies and use semantic

knowledge, matchmaking and reasoning mechanism. The background net approach

for auto-categorization of HS Codes [15]. A background net, as suggested by the name,

captures useful semantics of background information through incremental learning of

co-occurrence of words in the text to achieve robust classification in specific applica-

tion domain with open and evolving vocabulary. In 2019, Guo and Na Li proposed a

text-image adaptive convolutional neural network to effectively utilize website infor-

mation and facilitate the customs classification process [35]. Their proposed model

includes two independent sub-models: one for text and the other for image.

2.2.3 Related Literature in Semantic Analysis Area

In terms of applicability, the following studies are close to ours but in different fields.

The concept of semantic technique and studies regarding semantic analysis on seman-

tic knowledge. Researchers spent much time and efforts on semantic net [36], and

word sense disambiguation [37]. Hossain et al. showed the importance of semantics

in the field of schema matching [38]. Semantic schema is an abstract structure that

can be used to produce knowledge by proper interpretation. WordNet [39], Roget’s

Thesaurus [40], LDOCE [41] explored the concept of using existing lexical resources

to automatically extract semantic knowledge. Nowadays techniques such as machine

learning, statistical and algebraic approach proved achievements on approaches based

on semantic knowledge.

2.2.4 Literature Based on Text Classification Approaches

HS code classification is essentially a text classification task. So, we can refer to a

range of text classification techniques that we have performed in our methodology.

Named Entity Recognition (NER) based approaches and the comparison of modern

industry based NER softwares were studied [42]. Nath et al. performed a detailed

survey on elastic search similarity algorithm [43]. The most commonly used machine
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learning (ML) based models for text classification include Näıve Bayes [44, 45], Seman-

tic Random Forest [46, 47], Support Vector Machine (SVM) [48, 49, 50]. Information

retrieval techniques based on word and sentence embedding have also been explored

[51, 52]. Liga et al. achieved encouraging scores in argumentative evidence classifica-

tion and showed the superiority of transfer learning (TL) with sentence embeddings

for text classification [53]. Researchers at Google found that transfer learning using

sentence embeddings tends to outperform word level transfer [54].

2.2.5 Most Recent Literature on HS Code Classification

Thus far the most relevant and very recent (May, 2021) work in this research area was

published from researchers of Beijing Jiaotong University, Beijing Key Laboratory of

Traffic Data Analysis & Mining and CAAC Key Laboratory of Intelligent Passenger

Service of Civil Aviation, Beijing, China [25]. The research proposed an HS code

classification neural network named ‘HScodeNet’ by incorporating the hierarchical

sequential and global spatial information of texts, in which a hierarchical sequence

learning module is designed to capture the sequential information and a text graph

learning module is designed to capture the spatial information of commodity descrip-

tion texts [25]. HScodeNet is hosted publicly and works in Chinese language. Thus,

a comparison with our approach was difficult due to the language barrier. However,

even after the conclusion of our project we tried to compare our approach with HSco-

deNet in limited capacity. We found that ours is a safer and better approach for the

given trade data, which is mostly in English with some other languages, and it is

both unstructured and very noisy without any sort of hierarchical structure elements

present. We show the detailed comparison in Section 6.6.

2.3 Knowledge Gap

In this section, we will refer with a general term ‘regulatory entities’ to organizations

such as customs offices, inspections, and other government or international organiza-

tions overseeing and regulating international transportation of goods. A majority of

the previous work in this area is on shipping containers themselves rather than their

contents or to help shippers correctly identify commodity codes before the trade.

However, our task at hand is to deal with situations where the trade documents are

https://www.hscode.net/
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not following the proper standard. Cases where there are no commodity codes present

in the trade document that can help regulatory entities in the billing of the goods

in time. Our problem’s difficulty is in the text describing the product being shipped

within the trade document descriptions which is often handwritten then typed in

an EDI file. This short text to describe a commodity is often noisy, extremely tan-

gled and with multiple variations. It is very difficult to automatically verify product

names without HS-code for the current Information system of inspection and custom

authorities. Several regulatory entities do not offer a descriptive standard for traders

to properly enclose HS-code while they have reported that in many cases, it is a very

tiresome and difficult job to identify relevant code from the product description of an

EDI trade manifest. This lack of standardization creates complications, inconsistency

and inefficiency in the process of inspection. During the time of this research, we did

not find any prior work done in this area that tries to address the regulatory entities’s

side of things. So, the knowledge gap in this area was significant to address.



Chapter 3

Research Problem and Datasets

3.1 Research Problem

After conducting the literature survey, it was certain that the techniques available

out there are mostly to help shippers identifying HS codes for different products to

prepare the shipping manifests. There wasn’t anything that’s particularly helpful

for the entities that need to read and process the shipping manifests to classify or

correct commodity codes for a manifest. Thus resulting in various risks discussed in

Section 1.1.

The diversity in the initial reason for HS code classification comes with differ-

ent parameters for success. For example, an auto-classification tool can solve many

challenges for an e-commerce retailer such as immediate and responsive returns, high

quantity of items are auto classified instantly. However, accuracy can be a challenge

since importers can not afford a lack of accuracy. For example, the classifier deter-

mines if the imported product is subject to ADD (Anti-Dumping Duties), is heavily

restricted from a license perspective, or is subject to quotas. One single missclassifi-

cation during auto-classification can cost someone millions of dollars.

There are three key components to successful auto-classification other than a

decent amount of human expert’s classification expertise. The three key components

are: commodity description, the classification logic, and the classification reference

database.

First, commodity description. Commodity description is the primary identifi-

cation factor for the traded commodity. Poor descriptions, lack of detail, or even

incorrect specifications will likely lead to an incorrect HS code with all related conse-

quences. These descriptions are usually short, noisy and extremely tangled, so suffi-

cient attention is required for correct parsing of the parts identifying the commodity

being traded.

17
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Second, the classification logic. Whether the classification is assigned by a per-

son or a classifying tool, the classification logic can not lack logic. This can mean a

number of things such as: rule-based classification that guides the correct classifica-

tion in a decision matrix; the ability to ignore irrelevant information in commodity

description (e.g., color, weight); the ability to observe characteristics that may be

needed in one case but not for another (e.g., fresh fruits vs dried fruits ), including

item compositions that are usually very important. The logic must also ensure a way

to ‘smart search’, or search across the entire commodity reference database to gen-

erate results from. It is necessary to explore transfer learning (TL) using advanced

sentence embedding techniques to develop solutions and HS-classification system to

recognize HS-codes intelligently, based on the simplified commodity name.

Third, the classification reference database. The classification logic must match

a description with an HS code by matching it with a trade document’s commodity

description with the same semantic meaning and for better context a natural language

reference. This may include a trade document reference or information gained from

past classification repositories of similar products. Regardless, all references need to

be reviewed by a human expert before the final classification is determined. The logic

is only as firm as the foundation on which it is established. Fortunately, an excellent,

up-to-date reference file is available on the UN website.

3.2 Data Sources and Datasets

The details about the data used in the research, the EDI standards or the provider of

the data can not be disclosed due to IP and legal reasons. However, the definitions

of each are already discussed in section 2.2.

An example of an open source EDI trade document is shown in Figure 3.1. The

documents used for research were much more complex and larger in size.

Our data varied for each major shipping and transport corporation. For example,

the sample EDI is for a container aboard the ship MAERSK PALERMO (V1 tag

identifies vessel information) which is part of the MAERSK LINE company [55, 56].

Another example of a different vessel would be the recently stuck container ship in

the Suez canal from EVERGREEN [57]. Although MAERSK and EVERGREEN
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Figure 3.1: Example of an EDI trade document [2]
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deal with the same EDI standard, their way of writing commodity descriptions in

the trade document is different. So, I had to come up with individual data cleaning

approaches specific to these different shipping companies. Although the given data

was from seven different shipping companies, the data for research was only sufficient

from four of them. Due to reasons of confidentiality, we will later identify these

shipping companies as Shipper 1 – 4. At the initial stage of the HS code classification

methodology, different approach explorations were conducted using only Shipper 1’s

data. The reason being, Shipper 1 had the high quality data, which means most of

the EDI trade documents from this shipping company are with properly formatted

tags.



Chapter 4

Underlying Algorithms and Models

In this chapter, I will provide a review of the algorithms and models that have been

explored during different approaches. We can categorize these models based on their

working principles.

4.1 Named Entity Recognition

Named Entity Recognition (NER) is a subtask of information retrieval that aims to

recognize mentions of rigid designators from text belonging to predefined semantic

types such as person names, organizations, locations, medical codes, products, quan-

tities, monetary values, percentages, etc. [58]. NER is used in many fields in Natural

Language Processing (NLP), and it can help to answer real-world questions, such

as: “How many people are involved in this news article?”, “What product was men-

tioned in the tweet?”, “Does the tweet contain the product’s location?”, and similar.

To evaluate the quality of a NER system, there are a few different measures that have

been defined. The most common measures are called Precision, Recall, and F1 score.

Notable NER platforms include: OpenNLP [59], StanfordNER [60], and SpaCy [61].

We used SpaCy to implement Named Entity Recognition.

4.1.1 SpaCy

SpaCy is a free, open-source library for advanced Natural Language Processing (NLP)

in Python. I chose SpaCy as my NER model because it is designed specifically for

production use. SpaCy features fast statistical NER as well as an open-source named-

entity visualizer. A typical workflow of a NER model is as follows:

21
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Figure 4.1: Workflows for Named Entity Recognition [3]

4.2 Elastic Search

Elasticsearch is a distributed, open-source search and analytics engine built on Apache

Lucene and developed in Java [43]. Elasticsearch allows us to store, search, and

analyze huge volumes of data quickly and in near real-time and give back answers in

milliseconds. It is able to achieve fast search responses because instead of searching

the text directly, it searches an index. Elasticsearch uses a structure based on the

documents instead of tables and schemas. It comes with extensive REST APIs for

storing and searching the data. It can be used to search all kinds of data.
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4.3 Supervised Machine Learning Algorithms

Supervised learning can best be described as the concept of function approximation.

We train an algorithm and we choose the function that best describes the input data,

the one that for a given input X makes the best estimation of output y.

X → y (4.1)

Supervised learning algorithms try to model relationships and dependencies between

the input features and the target prediction output.

4.3.1 Multinomial Näıve Bayes

Näıve Bayes is computationally very efficient and easy to implement, it is one of the

most popular supervised learning classifications that is used for the analysis of the

categorical text data [44]. Often, it is used as a baseline in text classification. Näıve

Bayes is based on Bayes’ theorem, where the adjective Näıve states that features in

the data set are mutually independent. The occurrence of one feature does not affect

the probability of occurrence of the other. In experiments with small sample sizes,

Näıve Bayes can outperform the most powerful alternatives. Two event models are

commonly used:

• Multi-variate Bernoulli model

• Multinomial Näıve Bayes

Empirical comparisons provide evidence that the multinomial model tends to out-

perform the multi-variate Bernoulli model if the vocabulary size is relatively large [62].

Due to the robustness, being easy to implement, fast, and accurate, it is used in many

different fields. For example, spam filtering in email, diseases diagnosis, decisions

about treatment, RNA sequence classification in taxonomic studies, etc.

4.3.2 Decision Tree (DT)

A decision tree is used for classification and regression problems [63]. The decision

tree is a structure consisting of nodes that form a directed tree with a node called

“root” that has no incoming edges. Every other node has exactly one incoming edge.
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The node with outgoing edge is called a test node. Every other node is called a leaf

node. Leaf nodes represent a final classification or decision. The decision tree-based

algorithms build the trees based on the principle of information entropy. When the

tree is under construction, the normalized information gain is calculated for individual

nodes. The feature with the highest value of information gain is chosen for making

decisions. The tree works recursively in the same manner till the end of classification.

A major advantage of decision tree is that it forces the consideration of all prob-

able outcomes of a decision and traces each path to it’s conclusion. It analyses the

consequences along each branch and identifies decision nodes that need further analy-

sis. For a simple decision tree the model is easy to interpret. However, when the tree

is designed to perfectly fit all samples in the training data, it ends up with branches

with strict rules of sparse data which effects the accuracy when predicting samples

that are not part of the training set and causing over-fitting. Pruning the branches

of the tree can be performed to address over-fitting.

4.3.3 Random Forest

A common disadvantage of decision trees is they are prone to overfitting. A Random

Forest is an ensemble of decision trees [46]. Each tree in the random forest makes a

class prediction and the class with the most votes becomes the model’s final prediction.

The process of forest generation is based on the principle of collecting the trees with

controlled variance.

There are a few advantages of Random Forest. A low number of model parameters

makes it resistant to overfitting. While the number of trees increases in a random

forest, the variance of the model decreases without affecting the bias. The random

forest has a few disadvantages as well. For example, the forest is difficult to interpret

and its dependent on a random generator.

4.3.4 Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a popular supervised learning algorithm used

for pattern recognition and regression analysis, which later found its application in

the field of text classification [64, 65]. SVM classifier is based on finding an optimal

hyperplane which distinguishes the entities belonging to two classes as positive or
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negative.

The SVM algorithm uses mathematical functions defined as Kernels. For some

classification problems, it is not always possible for SVM to find a hyperplane or a

linear decision boundary but if the data is projected into a higher dimension from

the original space, it may be possible to get a hyperplane in the projected dimen-

sion that helps to classify the data. The advantages of SVM include effectiveness in

high dimensional spaces, memory efficiency, it is also effective where the number of

dimensions is greater than the number of samples.

SVM is majorly used for performing binary classification, but it can also be used

for multi-class classification by finding the optimal hyperplane between each pair of

classes. In the case of commodity code classification, I used multicode classification

since similar descriptions can lead to almost similar codes.

4.4 Semantic Textual Similarity (STS)

Semantic Textual Similarity is an algorithm that enables AI systems to be able to

understand semantically similar queries. These algorithms aim to not only improve

the quality of responses of services such as Google Assistant but also make these inter-

actions feel more natural as well. Semantic textual similarity deals with determining

how similar two pieces of texts are. For example, if the user asks “How old are you?”

or “What is your age?”, they will expect the same response.
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Figure 4.2: Example of Semantic Textual Similarity (STS) [4]

In order to understand semantic textual similarity (STS) matching, it is ideal to

be familiar with these four technical concepts in this domain, specific to the research

problem.

4.4.1 Embeddings

The perceptive human brain is capable of comprehending humor, sarcasm, sentiment,

and far more, very easily for a given sentence. For a machine to comprehend the

meaning of a text, it is important that we represent this text in a language that the

machine can understand. Word embedding is a learned representation for text where

words that have an equivalent meaning have a similar representation [66]. Generating

word embeddings with a really deep architecture is just too computationally expensive

for an outsized vocabulary. This is often the primary reason why it took until the

year 2013 for word embeddings to explode onto the NLP stage [67].

4.4.2 Word vs. Sentence Embeddings

Word embeddings can represent the meaning of the words in a text. Sometimes we

need to go beyond just the meaning of words in a text and encode the meaning of the

whole sentence to be able to understand the context in which the words are said. In

our problem with very short and tangled texts, sentence embeddings capture much
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more context about the commodity description than word embeddings. Suppose, we

come across a sentence like ‘pet food products’, and a few sentences later, we read

‘cat and dog food’. How can we make the machine draw the inference between ‘pet’

and ‘cat and dog’?

Clearly, word embedding would fall short here, and thus, we use Sentence Em-

bedding [54]. Sentence embedding techniques represent entire sentences and their

semantic information as vectors. This helps the machine in understanding the con-

text, intention, and other nuances in the entire text.

4.4.3 Transfer Learning

Transfer Learning (TL) is a research problem in machine learning that focuses on

storing knowledge gained while solving one problem and applying it to a different but

related problem [53]. For example, knowledge gained while learning to recognize bicy-

cles could be applied when trying to recognize motorbikes. The principle idea behind

transfer learning can be shown in Figure 4.3. Transfer learning using sentence em-

beddings tends to outperform word-level transfer [54]. We use deep transfer learning

for natural language processing using sentence transformers to produce sentence-level

embeddings.
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Figure 4.3: The idea behind Transfer Learning (TL)

4.4.4 Cosine Similarity

Cosine similarity is a metric used to measure how similar the documents are irrespec-

tive of their size [68]. Mathematically, it measures the cosine of the angle between two

vectors in a multi-dimensional space. The cosine similarity is advantageous because

even if the two similar documents are far apart by the Euclidean distance (due to the

size of the document), chances are they may still be oriented closer together. The

smaller the angle, the higher the cosine similarity.

similarity(A,B) = cos(θ) =
A ·B

||A|| · ||B||
=

∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=1B

2
i

(4.2)

4.5 Pre-Trained Semantic Textual Similarity (STS) Models

A pre-trained model is a model created and trained by someone else to solve a similar

problem. In practice, that “someone” is almost always a tech giant or a group of

reputed researchers. Usually a very large dataset is chosen as their base datasets,

such as ImageNet or the Wikipedia Corpus. Then, large neural network (e.g., VGG19

has 143,667,240 parameters) is created to solve a particular problem (e.g., image
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classification for VGG19). Of course, this pre-trained model must be public so that

we can access and repurpose it.

The above is true for the following STS models invented by researchers from

Google and Facebook. Some of the base versions of most common STS models are:

Universal Sentence Encoder (USE), Sentence Bert (Sbert), Infersent. It is other-

wise computationally and economically very expensive to develop a semantic textual

similarity model from scratch, so we resort to using the pre-trained versions.

4.5.1 Universal Sentence Encoder

The Universal Sentence Encoder (USE) developed by Google Research encodes text

into high dimensional vectors that can be used for text classification, semantic simi-

larity, clustering and other natural language tasks [54].

The model is trained and optimized for greater-than-word length text, such as sen-

tences, phrases or short paragraphs. As stated in the academic research document,

the unsupervised training data for the sentence encoding models are drawn from a

variety of web sources such as Wikipedia, web news, web question-answer pages and

discussion forums (Figure 4.4). The input is variable-length English text and the out-

put is a 512 dimensional vector. The primary goal behind the development of USE

is to encode sentences into embedding vectors that specifically target transfer learn-

ing (TL) to various NLP tasks like sentiment analysis, text classification, sentence

similarity, etc.

There are two models presented for producing sentence embeddings that demon-

strate good transfer to a number of other of other NLP tasks and we can use either

of the two: (a) Transformer, and (b) Deep Averaging Network (DAN). While the one

with the Transformer architecture has higher accuracy, it is computationally more

intensive. The one with DAN architecture is computationally less expensive and with

little lower accuracy. Both of these sentence encoding models are implemented in

TensorFlow and made publicly available on TensorFlow Hub.

These models take English strings as input and produce a fixed dimensional em-

bedding representation of the strings as output. The following is the basic flow of

USE:

1. Tokenize the sentences after converting them to lowercase.
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2. Depending on the type of encoder, the sentence gets converted to a 512-dimen-

sional vector

• If we use the transformer, it is similar to the encoder module of the trans-

former architecture and uses the self-attention mechanism.

• The DAN option computes the unigram and bigram embeddings first and

then averages them to get a single embedding. This is then passed to a

deep neural network to get a final sentence embedding of 512 dimensions.

3. These sentence embeddings are then used for various unsupervised and super-

vised tasks like Skipthought and Natural Language Inference (NLI) [69, 70]. The

trained model is then again reused to generate a new 512 dimension sentence

embedding.

Figure 4.4: Multi-task training in USE. A variety of tasks and task structures are
joined by shared encoder layers or parameters [4]

For our task we use the pre-trained DAN version of Sentence Encoder with a pre-

processed trade document description as a query and all of the product descriptions

from UN comtrade sheet as a corpus. We then use USE to find similar sentences

surrounding the query based on cosine similarity scores.
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4.5.2 Infersent

InferSent from Facebook is an interesting approach by the simplicity of its architec-

ture. It is an NLP technique for universal sentence representation that uses supervised

training to produce high transferable representations [5]. Infersent uses the Stanford

Natural Language Inference (SNLI) Corpus (a set of 570k pairs of sentences labeled

with 3 categories: neutral, contradiction, and entailment) to train a classifier on top

of a sentence encoder.

A basic operational flow of Infersent can be seen from the following Figure 4.5:

Figure 4.5: General flow of InferSent [5]

The architecture has two important parts:

1. first, is the sentence encoder that takes word vectors and encodes sentences into

vectors.

2. second, the NLI classifier that takes the encoded vectors in and outputs a class

among entailment, contradiction and neutral.

Sentence Encoder: The paper discusses multiple architectures for sentence en-

coding such as BiLSTM with max or mean pooling, LSTM and GRU, Self Attentive

network and Hierarchical Convolutional Network [5]. They show that Bi-directional

LSTM with max or mean pooling works best for sentence encoding.

NLI Classifier: After the sentence vectors are fed as input to this model, 3

matching methods are applied to extract relations between the premise text, u and

hypothesis v as shown in Figure 4.6:

concatenation of the two representations: (u, v) (4.3)
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element-wise product: |u ∗ v| (4.4)

and, absolute element-wise difference: |u− v| (4.5)

The resulting vector captures information from both the text, u, and the hypoth-

esis, v, and is fed into a 3-class classifier consisting of multiple fully connected layers

followed by a softmax layer [5].

Figure 4.6: NLI Training Scheme [5]

The paper concludes that an encoder based on a bi-directional LSTM architec-

ture with max pooling, trained on the Stanford Natural Language Inference (SNLI)

dataset, provides state-of-the-art sentence embeddings compared to all existing al-

ternative unsupervised approaches like SkipThought or FastSent, while being much

faster to train [5]. Another important feature is that the first version of InferSent
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uses GloVe vectors for pre-trained word embeddings [71]. A more recent version of

InferSent, known as InferSent2 uses fastText [72].

4.5.3 BERT

BERT stands for Bidirectional Encoder Representations from Transformers. BERT

is designed to pre-train deep bidirectional representations from unlabeled text by

jointly conditioning on both left and right contexts. As a result, the pre-trained

BERT model can be fine-tuned with just one additional output layer to create state-

of-the-art models for a large number of NLP tasks [6]. The model has been pre-

trained on Wikipedia and BooksCorpus and requires task-specific fine-tuning [73].

Bert architecture is deeply bidirectional, meaning that BERT learns information from

both the left and the right sides of a token’s context during the training phase.

The bidirectionality of a model is very important for understanding the true mean-

ing of a language. Let us illustrate the importance of bidirectionality using Figure 4.7.

There are two sentences in this example and both of which involve the word “bank”:

Figure 4.7: BERT captures both the left and right context [6]

If we try to interpret the predict of the word “bank” by only taking into consid-

eration either the left or the right context, then we are at an error in at least one of

the two given sentences. One way to deal with this is to consider both the left and

the right context before making a prediction. That is exactly what BERT does [74].

The BERT architecture builds on top of Transformer. The paper introduces two

variants, BERT Base with 12 layers (transformer blocks), 12 attention heads, and 110

million parameters. BERT Large with 24 layers (transformer blocks), 16 attention

heads and, 340 million parameters. BERT is pre-trained on two NLP tasks, Masked

Language Modeling and Next Sentence Prediction. After the initial release of BERT,
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several other versions were introduced each of which have their edge on different tasks.

We use most of these Bert variations to find out which works best for our trade data.

4.5.4 DistilBERT

The dominance of Transfer Learning (TL) in Natural Language Processing (NLP)

from large-scale pre-trained models also made it challenging to operate these large

models efficiently due to constrained computational training or inference budgets. Ad-

dressing such concerns, DistilBERT is a pre-trained smaller general-purpose language

representation model, which can also be fine-tuned with good performances on a wide

range of tasks like its larger counterparts [75]. While most prior work investigated

the utilization of distillation for building task-specific models, DistilBERT leverages

knowledge distillation during the pre-training phase and shows that it is possible to

to scale back the size of a BERT model by 40%, while retaining 97% of its language

understanding capabilities and being 60% faster. To leverage the inductive biases

learned by larger models during pre-training, the authors of the paper introduce a

triple loss combining language modeling, distillation and cosine-distance losses [75].

As a result, this smaller, faster and lighter model is much cheaper to pre-train.

4.5.5 RoBERTa

Robustly optimized BERT approach aka RoBERTa from Facebook AI is an optimisa-

tion of Google’s popular BERT system for pre-training Natural Language Processing

(NLP) systems. As stated by Facebook AI,“RoBERTa builds on BERT’s language

masking strategy, wherein the system learns to predict intentionally hidden sections

of text within otherwise unannotated language examples” [76]. RoBERTa was imple-

mented in PyTorch. Some of the key modifications from BERT includes:

1. Training the model longer, with bigger batches and over more data.

2. Training on longer sequences.

3. Removing BERT’s next-sentence prediction (NSP) task.

4. Introducing dynamic masking so the masked token changes during the training

epochs.
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5. The addition of CommonCrawl News dataset [77].

This allows RoBERTa to outperform BERT on the masked language modeling objec-

tive and on GLUE benchmark results. The General Language Understanding Eval-

uation benchmark (GLUE) is a collection of datasets used for training, evaluating,

and analyzing NLP models relative to one another [78].

4.5.6 XLM-RoBERTa-Multilingual

XLM-R or XLM-RoBERTa-Multilingual from FacebookAI shows that pretraining

multilingual language models at scale lead to significant performance gains for a

wide range of cross-lingual transfer tasks. The authors train a Transformer-based

masked language model on one hundred languages, using more than two terabytes

of filtered CommonCrawl data. “The model significantly outperforms multilingual

BERT (mBERT) on a variety of cross-lingual benchmarks, including +13.8% average

accuracy on XNLI, +12.3% average F1 score on MLQA, and +2.1% average F1 score

on NER” [79]. The performance of XLM-R is particularly effective on low-resource

languages, improving 11.8% in XNLI accuracy for Swahili and 9.2% for Urdu over the

previous XLM model [80]. The authors also present a detailed empirical evaluation

of the key factors that are required to achieve these gains, including the trade-offs

between (1) positive transfer and capacity dilution and (2) the performance of high

and low resource languages at scale. Finally, it’s shown that for the first time, it is

possible for a multilingual model to not sacrifice per-language performance.

4.5.7 Sentence-BERT

The downfall of computing sentence similarity using BERT is that both sentences are

required to be fed into the network causing a massive computational overhead. If we

use BERT for a sentence similarity task, finding the most similar pair in a collection

of 10,000 sentences requires about 50 million inference computations (≈ 65 hours).

The architecture of BERT makes it unsuitable for semantic similarity search as

well as for unsupervised tasks like clustering. As stated in the academic paper,

“Sentence-BERT (SBERT) is a modification of the pre-trained BERT network that

uses siamese and triplet network structures to derive semantically meaningful sentence

embeddings that can be compared using cosine-similarity” [7]. SBERT can reduce the
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65 hours of BERT or RoBERTa as mentioned above to 5 seconds (calculating cosine

similarity takes about 0.01 seconds) while maintaining the accuracy from BERT or

RoBERTa. The model uses combined SNLI (Stanford Natural Language Inference)

and Multi-Genre NLI data sets during training. SBERT was introduced in 2018 and

immediately took the top spot for sentence embeddings. The architecture has 4 key

concepts:

1) Attention

2) Transformers

3) BERT

4) Siamese Network

First, Siamese Network like architecture is used to provide 2 sentences as in-

put [81]. Afterwards, these 2 sentences are passed to BERT models and a pooling

layer to generate their sentence embeddings. Next, the embeddings for the pair of

sentences work as inputs to calculate the cosine similarity. Similarly, Sentence-BERT

also takes a sentence and corpus of sentences as input and then lists the top k similar

sentences based on the order of cosine similarity. The architectures of SBERT for

sentence similarity and classification tasks are displayed in Figure 4.8.
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Figure 4.8: Sentence-BERT architectures [7]

To summarize, in this chapter we have discussed several algorithms and models

with their working principles. Next chapter will use these concepts in our HS Code

classification methodology.



Chapter 5

HS Code Classification Methodology

The proposed methodology consists of three different steps each leading to the next:

1. EDI Parsing

2. Commodity description pre-processing, and

3. HS code classification

Due to the nature of the knowledge gap discussed above, these steps are novel ap-

proaches built to clean trade documents. Step 3 is called classification because it is

our objective in the step, although it consists of several experiments using different

core concepts for classification such as search, tagging, supervised classification using

ML and classification using recommendations based approaches. The approaches use

NLP concepts and state-of-the art ML and DL based models (base or fine-tuned). As

not all of the experiments were the best classification approaches towards a working

solution but were significant enough due to the knowledge gained to be able to reach

the final approach of semantic textual similarity, they will be discussed in order.

5.1 EDI Parsing

The first step to be able to utilize the highly unstructured EDI data was parsing.

Most of the cargo based rail, ports and airports in the world still use the file for-

mat EDI for their transactions. An EDI trade document can be defined as a data

file formatted using one of several Electronic Data Interchange (EDI) standards. It

contains trade or business data stored in a plain text format and is used for trans-

ferring that data between multiple organizations. The first goal was to look deeper

and extract relevant trading information from the trade document most importantly

the description of the content being shipped. A deeper part of parsing was to extract

commodity classification codes if there was one within the description. The challenge

38
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was to handle the randomness of the descriptions from different shippers for different

goods since no two files are exactly similar. The description often contains several

numbers such as postal code, phone no, fax no, etc. So distinguishing between them

to find out the commodity code also proved to be a challenge. All confidential and

proprietary information was redacted before the data was provided for experiments

reported in this thesis. Over 30,000 EDI trade documents were analyzed from differ-

ent shippers. Each document containing from one to hundreds of trade transactions.

To deal with this overwhelming amount of complex text data we tried a few different

parsing approaches before deciding on a final one.

5.1.1 Existing Open-source EDI parsers

Even though there are only a few EDI parsers available out there, none of them are

exclusively built to parse the trade data to the depth needed for research. We tried

two most popular EDI parsers, the NPM parser and Caliber Health’s EDI parser

[82]. Unlike XML, EDI uses almost same set of tags for different standards. Since

these parsers were more for Healthcare purposes they still did not provide sufficiently

accurate results on some of the trade standards such as EDI 310 and 311.

5.1.2 Enterprise Solutions

We looked towards trying some enterprise-level solutions for data cleansing such as

Data Ladder and Openprise but they were unable to handle the randomness of the

information contained within the EDI trade documents from different shippers [83,

84].

5.1.3 RegEX Parser

Finally, I decided to build my own EDI parser. I managed to combine a multitude

of regular expression-based methods to create a rule-based parser that can address

the variations of the EDI manifests from different shipping carriers. A set of another

107 regular expressions were needed to extract the harmonized commodity codes in

the raw description if any existed. The reason for that was the different wording

of commodity code by different shippers. For example, all these instances mean the

same: ‘H.S. CODE’, ‘Commodity Classification NO’, ‘NCM’, ‘Tariff NO’, ‘HTS’, ‘HC
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CODE’, ‘CODE’, ‘HS’ etc. Since the trade terminals such as airports, ports, railway

junctions process more than thousands of shipments every day, this novel approach

was designed with the intention to reduce manual human effort and error. This

results in checking of the shipping containers in time and reduce various risks that

we discussed before. However, this parser constantly needs to be updated if conflicts

arise due to unseen data format. The RegEx parser worked much more efficiently

with 87 percent accuracy and I was able to retrieve the set of information I needed

to proceed to the next step.

5.2 Commodity Description Pre-processing

Next, I needed to clean the description part of the transactions and remove irrele-

vant information. Primarily I only needed the information that stated what was the

commodity or the product that was being shipped. Several fields were discarded as

not beneficial. So, first I implemented basic pre-processing such as removing noise,

numbers, English stop words and then I did some high level pre-processing such as

text normalization, spell correction, translation to English with Google translate API

where applicable, removing repeated sentences and adding a new list of stop words

constructed through repeated observations. This new list of stop words contained

words that did not help in identifying the key commodity in the description. Some

examples are generic words when identifying bulk amount of a product such as: ‘con-

tainer’, ‘bags’, ‘kilograms’, ‘net’, ‘lbs’, etc.

Let us take a look at a sample example to better understand what information we

want to parse and pre-process from the EDI trade documents. If we apply the steps

of parsing on Fig 3.1 (sample EDI file) we extract the following description:

CARGO IS STOWED IN A REFRIGERATED CONTAINER SET AT THE

SHIPPER’S REQUESTED CARRYING TEMPERATURE OF -2 DEGREES

CELSIUS FREIGHT PREPAID WET SALTED SAITHE (POLLACHIUS

VIRENS) NET WEIGHT: 22.570,00 KGS HS-CODE: 03056980

and Commodity Code: “03056980”. After pre-processing we get the description as:

wet salted saithe pollachius virens

For the next step of the approach, the above information is exactly what we need,

only the product description and no other details about it. The example above is
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a very basic one for understanding, official every-day EDI trade data contains very

tangled product descriptions mixed with addresses, numbers and more out of field

information.

Since each transportation corporations aka shippers have their own way of writing

product descriptions in EDI trade documents, I had to build different description

cleaning script or a text-preprocessor for each of them. Out of all the available data

I had from different shippers, I was able to work with trade data from four of them.

They are mentioned as Shipper 1 to 4. For the rest of the shippers, the amount of

data was very minimal.

5.3 HS Code Classification

In this section, I will discuss different approaches that have been explored towards

the objective of correctly classifying commodity descriptions without a commodity

code into correct commodity codes or editing existing incorrect codes.

5.3.1 Classification Using Named Entity Recognition

Just like any other text document, there are particular terms that represent specific

entities that are more informative and have a unique context. For our project that

information is the product name in the description of a trade document. As our very

first approach with a beginner-level understanding of the entire problem as a whole,

we tried named entity recognition (NER) to correct or insert commodity codes in trade

documents. The plan was to use the ‘PRO’ tag in NER to identify product names in

both trade document and the UN comtrade sheet, then we match the product names

from both descriptions to find the commodity code from the UN comtrade sheet, since

that is an index for all types of traded goods. To accomplish this task, first, we tried

the in-built product tagger in Spacy. Next, we trained Spacy with product entities

from the UN comtrade sheet.

5.3.2 Classification Using Machine Learning with Historical Trade Data

Next I focused on machine learning-based approaches to building a classifier using

historical trade data. For this task, I needed a labeled data set. A labeled data set in
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this scenario are trade documents containing correct commodity codes in the prod-

uct description section. So, to employ text classification, the pre-processed product

description acts as the text and the commodity code within the description acts as

the label. With the client’s recommendation I went on to conduct experiments with

data from a shipper they trust to make the lowest amount of mistakes when enclosing

trade documents. I started the machine learning-based approach with non-neural

network-based classifiers.

According to the working principles of machine learning algorithms, they can be

divided into three categories: 1) Unsupervised Algorithms, 2) Supervised Algorithms,

and 3) Semi-supervised algorithms. To address our research problems, the classifiers

were implemented using only supervised machine learning approaches.

Using the supervised approach, the classifiers are trained with the text and their

respective labels. These models learn with the existing data and learn until optimal

performance is achieved on the training data. The classifiers are further evaluated on

the unforeseen data.

5.3.3 Classification using Semantic Textual Similarity via Deep Learning

A primary ambition of this research is to help the cargo terminals such as rail, ports,

airports to be able to automate their process of shipment validation and reduce risk.

A lot of the operations done at most of these cargo terminals in the world are manual

labor, including shipping container code assignment. Someone manually types in the

commodity code for a transaction and when done in thousands every day the process

is prone to human error which happens to be one of the major concerns for the ports.

An example would be a transaction with an apple in the description with a commodity

code that is of a bicycle. In this final step of the methodology, we deal with correcting

shipping manifests with incorrect or no commodity codes. We take a pre-processed

product description from a trade manifest and match it semantically against all of the

descriptions in the UN commodity reference sheet using sentence transformer models.

We then try to suggest the top k matched commodities based on the cosine similarity

score. Due to the sensitivity of the information, all recommended changes should

be validated by a human prior to changes being made in the trade document. For

the task of semantic textual similarity we used state of the art, pre-trained sentence



43

transformer models to date: Google’s Universal Sentence Encoder, Infersent 1 and

2 from Facebook research [5], Sentence Bert [7] and its base and large versions of

RoBERTa, XLM-R and DistilBERT.

A schematic diagram of our STS approach is shown in Figure 5.1. Document

preparation has two steps. First, parsing of trade documents is performed as per Sec-

tion 5.1. Second, we pre-process the trade document description and UN commodity

descriptions as per Section 5.2. The pre-processed commodity reference descriptions

become our corpus while the trade document description acts as a query. Next, we

use our STS models to generate query and corpus embeddings. We then compare

each corpus embedding against the query embedding based on cosine similarity. Top

k commodities are then recommended from the corpus with their respective HS codes

based on the cosine similarity score. The human expert picks the correct choice from

the recommendations and proceeds to the next.
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Figure 5.1: Schematic diagram of classification using Semantic Textual Similarity



Chapter 6

Results and Evaluation

In this section, I will present and analyze the results from Named Entity Recognition

approach and classification approach using supervised machine learning algorithms.

For classification using supervised ML algorithms, we have used the Term Frequency-

Inverse Document Frequency (TF-IDF) Model for text features extraction technique.

To evaluate the performance of the NER and Classification approach using ML train-

ing, we use precision, recall and F1-score that are in general used for binary text

classification. For classification using Semantic Textual Similarity (STS) approach,

we define our own evaluation criteria based on Precision at k due to specific needs of

the application task.

6.1 Evaluation Matrix

In this section, the methods to evaluate the performance of the classifiers are dis-

cussed. One of the most efficient tabular visualization models to represent the perfor-

mance of a classifier is a confusion matrix. A confusion matrix shows the combination

of the actual and predicted classes. Each row of the matrix represents the instances

in a predicted class, while each column represents the instances in an actual class. It

is a good measure for multi-class classification such as ours, to account for whether

models can account for the overlap in class properties and understand which classes

are most easily confused. A sample confusion matrix for multi-class classification is

shown in Figure 6.1.

45
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Figure 6.1: Confusion Matrix for Multi-Class Classification [8]

For a binary classification, there exist only two classes to classify, a positive and

a negative class. So, for such classification it is easier to define and calculate True

Positives, False Positives, True Negatives and False Negatives:

True Positive (TP): It refers to the number of predictions where the classifier

correctly predicts the positive class as positive.

True Negative (TN): It refers to the number of predictions where the classifier

correctly predicts the negative class as negative.

False Positive (FP): It refers to the number of predictions where the classifier

incorrectly predicts the negative class as positive.

False Negative (FN): It refers to the number of predictions where the classifier

incorrectly predicts the positive class as negative.

However, in our experiments of multi-class classification, there are no positive or

negative classes here. So, we find TP, TN, FP and FN for each individual class. Let’s

assume we have three classes, Apple, Orange and Mango. Let’s take a look at a sigle

class Apple and calculate it’s TP, TN, FP and FN values from the confusion matrix

in Figure 6.1.

TP = 7, TN = (2 + 3 + 2 + 1) = 8

FP = (8 + 9) = 17, FN = (1 + 3) = 4
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I found it efficient to use confusion matrix as evaluation criteria for the machine

learning models as it gives very simple, yet efficient performance measures for the

models. Here are the performance measures I have used from the confusion matrix.

Precision: Precision can be defined as the number of true positives divided by

the summation of true positives and false positives. Precision is a very useful metric

as it measures the correctly classified instances against all the original instances of

that specific class. Precision can be formulated as:

Precision =
TP

TP + FP

Recall: Recall can be defined as number of true positives divided by summation

of true positives and false negatives. Recall can be formulated as:

Recall =
TP

TP + FN

F1-score: It combines precision and recall into a single measure. Mathematically

it is the harmonic mean of precision and recall. It can be calculated as follows:

F1-Score =
2 · Precision · Recall

Precision + Recall

6.2 Hardware Requirements and Configuration

Most of the experiments were executed on a high-performing personal PC, however,

some testing scripts were executed using Google Colab which is a platform that allows

us to write and execute Python scripts in the browser and it does not require the

installation of dependencies separately. To calculate and compare the training or

execution time of the classifiers, I used a personal computer that has the following

configuration. In the personal computer, all of the experiments were performed using

Python installed on an Anaconda Distribution using TensorFlow-GPU 2.0 support

and NVIDIA CUDA 10.0 with cuDNN.

• Operating System: Microsoft Windows 10 Home 64-bit Operating system, x-64

based processor

• Version: 10.0.18363 Build 18363
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• Processor: Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz 2.59 GHz

• RAM: 16.0 GB

• GPU: NVIDIA GeForce RTX 2070 with Max-Q Design

6.3 Classification Using Named Entity Recognition Approach

NER was my first approach towards solving the problem of HS code classification.

However, both SpaCy’s built-in product entity tagger and trained entity tagger using

UN commodity names from the UN trade sheet (see section 2.1.3) turned up with

really poor results. The performance results are shown in Table 6.1.

Precision Recall F1-score
14.3214 27.2186 18.7678

Table 6.1: SpaCy NER results (trained) on shipper 1 data

One of the primary reasons for low evaluation scores is the difference between the

shipper’s way of identifying a product name and the UN comtrade sheet’s description

for the same product (as discussed in Chapter 1 – Terminological gaps). Shippers

would like to enclose their product as ‘MP3 player’ but according to the trade index

by the UN it belongs to ‘Sound recording or reproducing apparatus’.

6.4 Classification using Machine Learning with Historical Trade Data

for Training Approach

In this section, we present results of using the common supervised machine learning

algorithms. Although the odds were high, these methods were executed to test if they

work at all even for a low number of instances. We received poor evaluation results

which included a large number of misclassifications. The reason for such results can

be a few important things. First, due to the difference in data type, we test our

algorithms on different shippers. Our best data was shipper 1 which had 9684 labeled

instances and 9233 without labels. To improve our results we optimized our models

using cross-validation and hyperparameter tuning using methods such as grid search.

However, we have 6198 classes. Therefore, the number of classes are far too many
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in comparison with the amount of available data. The number of repeated classes

in the dataset are also very few thus resulting in far too many outliers. From the

evaluations, even if SVM got some of the classifications right, the importers can not

really afford misclassifications. Since in this method the classifier assigns a label to

every non-labeled instance in the test data, it is again costly to detect the errors and

revert back once a mistake has been made. This approach is not sufficient especially

when we are trying to minimize error, lower manual human effort and the time it takes

to process the trade documents. Another reason was confidence in classification, due

to the sensitivity of the data we could not just confidently assign a class from looking

at accuracy or F1-Score. Due to the amout of limited data we did not have a good

measure to confidently assign a classification score or a general confidence score in this

process. So, we could not afford to go with this approach. There are opportunities of

increasing the classifier accuracy over time with more accurate training data, however,

there’s still doubt about how well it is going to work for more than six thousand

classes. The next method relies on a text similarity approaches where we hope that

we can address some of the misclassifications in the supervised methods.

Precision Recall F1-score
Multinomial NB 31.4599 46.2208 37.4379
Random Forest 27.5685 34.1327 30.5014

SVM 37.2564 48.4151 42.1090

Table 6.2: Classification results using ML algorithms on shipper 1 data (trained)

6.5 Classification Using Semantic Textual Similarity (STS) Approach

To correctly identify the usefulness of our semantic-based approach, calculating simple

accuracy or precision and recall that we use for binary or multi-class classifications

was not enough. Since we are trying to suggest top k numbers of relevant commodity

matches based on similarity scores, the process is almost identical to a search engine or

a recommender system. To evaluate such systems the most common approach is to use

precision at k or recall at k. In an information retrieval system that retrieves a ranked

list, the top-k documents are the first k in the ranking. The previous supervised

methods could also be made to rank the likely classes but it is a less transparent
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process whereas the STS approach naturally introduces a similarity measure as a

way of ranking most likely classes and it is convenient and also motivated by similar

real-world applications to introduce these measures.

We define these measures in the next subsection.

6.5.1 Precision at k

Precision at k is the proportion of the top-k documents that are relevant.

Definition 6.5.1 (Precision at k). If r relevant documents have been retrieved at

rank k (among the first k documents), then

Precision at k =
r

k

In the above definition, ranked documents are defined as the top k documents

that are displayed as results by the recommender system. Relevant documents are

the expected classes that should appear as relevant in the top k result.

While this definition is accurate, for the problem we have at hand this measure-

ment is simply not good enough in terms of calculating precision. When we are trying

to identify the efficiency of our semantic models, we test them on labelled dataset.

Which means that we know the class (HS code) to expect in the top k recommenda-

tions. So, what we are most interested in, is to know if this correct commodity code

appeared in the top k suggestions by the model. Similarly, a relevant commodity

choice in this regard would be the commodity with HS code belonging to the same

code group as the correct commodity (detailed explanation with example in Section

6.5.3). When we are looking to be precise, that is the information we care about spe-

cific to this problem. So, for our scenario we define a new evaluation criteria called

recommendation precision.

Definition 6.5.2 (Recommendation Precision at k). If r relevant documents have

been retrieved at rank k, then recommendation precision at k is 1, if the correct

commodity code with commodity description i appears within rank k.

6.5.2 Recall at k

Recall gives a measure of how accurately our model is able to identify the relevant

data.
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Definition 6.5.3 (Recall at k). If r relevant choices have been retrieved at rank k

and total number of relevant choices is n, then

Recall at k =
number of relevant choices at rank k

total number of relevant choices
=
r

n

6.5.3 Example Evaluation of Recommendation Precision and Recall at k

For clarity let us look at an example evaluation. Note that, as mentioned before, our

approach is similar to the approach a search engine or recommender system takes

but is not exactly the same when it comes to evaluation. We do not really want to

rank the most relevant results, our intention is to have the correct commodity and

commodities within the same code group appear in top k results. We care about

at which position out of top k we are getting the correct commodity choice. The

intention is to help the appropriate authority to be able to easily correct or assign

a commodity code to a trade document where there exists a commodity description

without a commodity code or an incorrect one. Let us take a look at an example

trade manifest description:

114 BOXES RAW CUT LEAF TOBACCO PARTIAL MANUFACTURED RAW

LEAF FOR FURTHER PROCESS AT THE DESTINATION FOR SHISHA

TOBACCO PRODCUT INV NO: XX/XXX/X DT: XX/XX/XXXX CODE NO:

240399 P.O.NO:XXX ...

Here, we first use parsing to retrieve the product description and commodity code

which is 240399. We use the commodity code to look up the desired commodity

description in the UN provided commodity trade sheet in Table 6.3. In this process

we also find out that there are four different commodities within the 2403 HS code

group.
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Classification Code Description Code
Parent

Level isLeaf

H0 2309
Preparations of a kind used in animal

feeding
23 4 0

H0 230910
Dog or cat food; put up for retail sale,

used in animal feeding
2309 6 1

H0 230910
Dog or cat food; (not put up for retail

sale), used in animal feeding
2309 6 1

H0 24
Tobacco and manufactured tobacco

substitutes
TOTAL 2 0

H0 2401
Tobacco, unmanufactured; tobacco

refuse
24 4 0

H0 240110 Tobacco, (not stemmed or stripped) 2401 6 1

H0 240120
Tobacco; partly or wholly stemmed or

stripped
2401 6 1

H0 240130 Tobacco refuse 2401 6 1

H0 2402
Cigars, cheroots, cigarillos and

cigarettes; of tobacco or of tobacco
substitutes

24 4 0

H0 240210

Cigars, cheroots and cigarillos;
containing tobacco including the
weight of every band, wrapper or

attachment thereto

2402 6 1

H0 240220 Cigarettes; containing tobacco 2402 6 1

H0 240290

Cigars, cigarillos and cheroots;
containing tobacco substitutes

including the weight of every band,
wrapper or attachment thereto

2402 6 1

H0 2403

Manufactured tobacco and
manufactured tobacco substitutes;

n.e.s., “homogenised” or
“reconstituted” tobacco; tobacco

extracts, essences

24 4 0

H0 240310
Tobacco, smoking; whether or not

containing tobacco substitutes in any
proportion

2403 6 1

H0 240391
Tobacco; “homogenised” or

“reconstituted”
2403 6 1

H0 240399
Tobacco; other than
“homogenised” or

“reconstituted” or ”smoking”
2403 6 1

H0 25
Salt; sulphur; earths, stone; plastering

materials, lime and cement
TOTAL 2 0

H0 2501

Salt (including table salt and
denatured salt); pure sodium chloride
whether or not in aqueous solution;

sea water

25 4 0

Table 6.3: A section of UN approved commodities trade sheet



53

Next, we evaluate our results in terms of recommendation precision and recall. We

take a look at the recommendation results for our commodity description (defined as

Pre-processed manifest query) in Figure 6.2.

Figure 6.2: Universal Sentence Encoder results for semantic textual similarity

Based on the needs of the practical application we took the value of k = 10. We

notice that the desired commodity with HS Code 240399 appears in the very first

result out of ten recommendations which is ideally what we want. We also observe
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the other commodity recommendations with very similar meanings but different com-

modity code initials. From a product perspective and conditions based on practical

applications, the calculation of precision at 10 is not enough for evaluation since

we have semantically similar yet different commodities with different HS commodity

codes. So, instead, we set recommendation precision for this particular result to 1.

Then we calculate the average recommendation precision for all of the test data sets.

To calculate recall at 10, we calculate how many of the relevant commodities

appeared in our result. We observe, not all of the relevant commodities starting with

2403 code group (Table 6.3) appears in the results (Figure 6.2). We notice only 3

relevant commodities from the 2403 code group out of a total of 4 appeared in our

recommendation results. So for this instance,

Recall at 10 =
number of relevant choices at rank k

total number of relevant choices
=

3

4
= 0.75

When computing recall at k, in rare instances we might face a situation when the

total number of relevant items is zero. In that case, we set recall at k to be 1. We

cannot compute recall at k since we cannot divide by zero. This makes sense because

we do not have any relevant item that is not identified in our top k results.

6.5.4 Model Comparisons

Now that we know how to evaluate the models used, it is time to compare and pick

the best one. To recap, we want high recommendation precision and high recall but

we also care for our desired commodity to appear in the top-most results out of

the top k. We also compare the STS benchmark score for individual models. STS

Benchmark comprises a selection of the English data sets used in the STS (semantic

textual similarity) tasks in order to provide a standard benchmark to compare among

meaning representation systems.
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Results for Shipper 1 (total transactions = 9684):

Model

Recom-
mendation
Precision

at 10

Recall at
10

STSb
Performance

Bert
stsb-bert-large 51.2701 75.9963 85.29
stsb-distilbert-base 51.0016 71.7678 85.16
paraphrase-distilroberta-base-v1 41.4807 64.8868 81.81
stsb-roberta-base 44.7542 68.6843 85.44
stsb-roberta-large 48.2755 71.8032 86.39
stsb-xlm-r-multilingual 51.4766 77.2593 83.50

Infer-
sent

Infersent 1 (glove.840B.300d) 39.2399 62.6962 75.5
Infersent 2 (fast text crawl-300d-2M-
subword) 25.4646 46.0977 -

Infersent 2 (fast text crawl-300d-2M) 31.77 58.5228 78.4
USE Universal Sentence Encoder Large v5 53.1495 75.2437 74.92

Table 6.4: Comparison of the models used based on recommendation precision and
recall for shipper 1 data

For shipper 1, we can observe that four of the models are performing at a rec-

ommendation precision greater than 50 and recall greater than 70 (Table 6.4). Note

that we do not calculate F1 score since recommendation precision and precision are

not the same. To compare among these top models now we take a look at their rec-

ommendation distributions. The preferred one would be the one to have the desired

commodity appear in its top results maximum number of times. For shipper 1 we

present those results in Figure 6.3. For shipper 2, 3 and 4 we present the results

respectively in Tables 6.5, 6.6, and 6.7; and Figures 6.4, 6.5, and 6.6.
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Figure 6.3: Comparison of models used based on recommended choices for shipper 1
data

Results for Shipper 2 (total transactions = 6823):

Model

Recom-
mendation
Precision

at 10

Recall at
10

STSb
Performance

Bert
stsb-bert-large 64.3121 75.0320 85.29
stsb-distilbert-base 66.1487 77.3122 85.16
paraphrase-distilroberta-base-v1 39.9179 47.6408 81.81
stsb-roberta-base 52.0651 66.7329 85.44
stsb-roberta-large 66.7305 78.1038 86.39
stsb-xlm-r-multilingual 68.3380 80.3255 83.50

Infer-
sent

Infersent 1 (glove.840B.300d) 42.2399 59.7216 75.5
Infersent 2 (fast text crawl-300d-2M-
subword) 27.0012 48.0324 -

Infersent 2(fast text crawl-300d-2M) 41.2130 58.9861 78.4
USE Universal Sentence Encoder Large v5 70.0971 81.3562 74.92

Table 6.5: Comparison of the models used based on recommendation precision and
recall for shipper 2 data
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Figure 6.4: Comparison of models used based on recommended choices for shipper 2
data

Results for Shipper 3 (total transactions = 12248):

Model

Recom-
mendation
Precision

at 10

Recall at
10

STSb
Performance

Bert
stsb-bert-large 42.4574 59.7633 85.29
stsb-distilbert-base 43.6790 62.0234 85.16
paraphrase-distilroberta-base-v1 27.7547 39.2123 81.81
stsb-roberta-base 41.9041 66.7329 85.44
stsb-roberta-large 45.7305 65.0413 86.39
stsb-xlm-r-multilingual 50.1117 71.0478 83.50

Infer-
sent

Infersent 1 (glove.840B.300d) 30.4541 42.0151 75.5
Infersent 2 (fast text crawl-300d-2M-
subword) 18.8562 35.3203 -

Infersent 2 (fast text crawl-300d-2M) 28.2216 34.7421 78.4
USE Universal Sentence Encoder Large v5 43.9430 68.4054 74.92

Table 6.6: Comparison of the models used based on recommendation precision and
recall for shipper 3 data
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Figure 6.5: Comparison of models used based on recommended choices for shipper 3
data

Results for Shipper 4 (total transactions = 4264):

Model

Recom-
mendation
Precision

at 10

Recall at
10

STSb
Performance

Bert
stsb-bert-large 55.7634 73.2344 85.29
stsb-distilbert-base 56.6790 71.0234 85.16
paraphrase-distilroberta-base-v1 42.7851 63.3523 81.81
stsb-roberta-base 45.7896 66.1312 85.44
stsb-roberta-large 56.1433 69.2319 86.39
stsb-xlm-r-multilingual 55.8482 72.4667 83.50

Infer-
sent

Infersent 1 (glove.840B.300d) 40.5390 60.7113 75.5
Infersent 2 (fast text crawl-300d-2M-
subword) 26.0016 47.5331 -

Infersent 2 (fast text crawl-300d-2M) 38.1114 54.0466 78.4
USE Universal Sentence Encoder Large v5 58.3112 73.6810 74.92

Table 6.7: Comparison of the models used based on recommendation precision and
recall for shipper 4 data
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Figure 6.6: Comparison of models used based on recommended choices for shipper 4
data

Now to compare our models and pick the best one for the data from four primary

shippers, we first observe the top four performing models for Shipper 1 (Table 6.4):

1. Sentence BERT-DistilBERT-Base with recommendation precision and recall at

10 as: 51.0016 and 71.7678

2. Sentence BERT-BERT-Large with recommendation precision and recall at 10

as: 51.2701 and 75.9963

3. Sentence BERT-XLM-R with recommendation precision and recall at 10 as:

51.4766 and 77.2593

4. Google’s USE with recommendation precision and recall at 10 as: 53.1495 and

75.2473

So, we can see for Shipper 1, BERT Large, XLM-R and USE are performing

very close to each other while DistilBERT-BASE falls a bit behind on recall at 10.
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The purpose of a recommender system is to suggest relevant items to users. Even

though we prefer highest recommendation precision for our desired model, due to our

approach being close to a recommender system we also want the best recall at 10.

However, we cannot afford to pick the best model only on that criteria. Even if the

system works in a human-assisted way, due to our primary task being HS commodity

code classification, we care about which model shows the desired commodity on its

top-most recommendation result. So, for Shipper 1 we take a look at Figure 6.3. and

we observe Google’s Sentence Encoder outperforming every other model by far on

its first recommendation. So, even with a lower STS benchmark score, for Shipper 1

data we see USE as the top-performing model.

Next, we observe the top four performers for Shipper 2 (Table 6.5):

1. Sentence BERT-DistilBERT-Base with recommendation precision and recall at

10 as: 66.1487 and 77.3122

2. Sentence BERT-RoBERTa-Large with recommendation precision and recall at

10 as: 66.7305 and 78.1038

3. Sentence BERT-XLM-R with recommendation precision and recall at 10 as:

68.3380 and 80.3255

4. Google’s USE with recommendation precision and recall at 10 as: 70.0971 and

81.3562

So, we can see for Shipper 2, Google’s USE performs with higher precision and

recall at 10 values. XLM-R also performing almost at similar values but looking

at Figure 6.4 we can see USE performing best at recommending the majority of its

commodity choices at the top 2 ranks and XLM-R falling quite behind. Therefore,

for Shipper 2 we choose Google’s USE as the top performer.

Next, we observe the top four performers for Shipper 3 (Table 6.6):

1. Sentence BERT-DistilBERT-Base with recommendation precision and recall at

10 as: 43.6790 and 62.0234

2. Google’s USE with recommendation precision and recall at 10 as: 43.9430 and

68.4054
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3. Sentence BERT-RoBERTa-Large with recommendation precision and recall at

10 as: 45.7305 and 65.0413

4. Sentence BERT-XLM-R with recommendation precision and recall at 10 as:

50.1117 and 71.0478

So, we can see for shipper 3, XLM-R outperforms every other model in terms of

both recommendation precision and recall. We also observe XLM-R having a lead in

recommending most of the desired commodities in its first choice (Figure 6.5). Now,

to understand why XLM-R outperforms every other model by far in terms of rec-

ommendation precision we delve deeper. Sentence BERT’s XLM-R is a multilingual

supported model. Conveniently, Shipper 3 is a shipper from a foreign country where

the language is significantly different from English. While most of the dataset is in

English due to the trade products being imported in Canada, there are certain terms

in the commodities which are in this foreign language. Therefore, XLM-R with its

multi-language support performs better on foreign languages since every other model

is trained on English datasets. So, for Shipper 3 with multi-language data, we choose

XLM-R as the top performer.

Finally, we observe the top four performers for Shipper 4 (Table 6.7):

1. Sentence BERT-XLM-R with recommendation precision and recall at 10 as:

55.8482 and 72.4667

2. Sentence BERT-DistilBERT-Base with recommendation precision and recall at

10 as: 56.6790 and 71.0234

3. Sentence BERT-RoBERTa-Large with recommendation precision and recall at

10 as: 56.1433 and 69.2319

4. Google’s USE with recommendation precision and recall at 10 as: 58.3112 and

73.6810

We see for shipper 4, Google’s USE outperforms every other model in terms of

recommendation precision and recall at 10. USE also does better in recommending

most of the desired commodities in its first two choices (Figure 6.6). Therefore, for

Shipper 4 we choose USE as the top performer.
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6.6 Comparison With Most Recent Literature

As previously discussed in Section 2.2.5, even after conclusion of the research project

we tried to compare our approach with the recent HScodeNet in limited capacity [25].

Since, HScodeNet is hosted as a web application in Chinese language (Mandarin), we

had to convert our trade document descriptions from English to Mandarin to be able

to compare. However, we could not rely on the online translator (Google translate)

for accurate translation of longer text descriptions so we had to resort to trying short

text descriptions (max 3–4 words) manually one by one and compare the results. We

show a few examples in Table 6.8.

Commodity: ‘Frozen lobster’, Mandarin translation: ‘冷冻龙虾’
Recommendation Precision at 10 Precision at 10 Recall at 10

HScodeNet 1 (3rd choice) 2
10

= 0.2 2
10

= 0.2
USE 1 (1st choice) 9

10
= 0.9 9

10
= 0.9

Commodity: ‘Pet foods’, Mandarin translation: ‘宠物食品’
Recommendation Precision at 4 Precision at 4 Recall at 4

HScodeNet 1 (1st choice) 2
4

= 0.5 2
3

= 0.66
USE 1 (2nd choice) 3

4
= 0.75 3

3
= 1

Commodity: ‘Oranges’, Mandarin translation: ‘橙子’
Recommendation Precision at 10 Precision at 10 Recall at 10

HScodeNet 0 (no results) - -
USE 1 (1st choice) 5

10
= 0.5 5

5
= 1

Commodity: ‘Fishing nets’, Mandarin translation: ‘渔网’
Recommendation Precision at 10 Precision at 10 Recall at 10

HScodeNet 1 (4th choice) 1
10

= 0.1 1
3

= 0.33
USE 1 (1st choice) 3

10
= 0.3 3

3
= 1

Table 6.8: Comparison of different commodity descriptions with HScodeNet

Let us take a look at the first example of ‘Frozen lobster’ which has a HS code

30612 (Table 6.8). For this commodity description, we find that the expected choice

appears as third on HScodeNet while first for USE. We also find that, only two

relevant commodities out of a total ten from the 306 HS code group appear in the

suggestions given by HScodeNet, thus resulting in lower precision at 10 and recall

at 10 values. It is interesting to see that quite a few of the top 10 choices given

by HScodeNet are not relevant. The second commodity choice is handbags, fourth

commodity choice is books, fifth commodity choice is shirts and so on. In our case,
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USE displayed nine relevant commodity suggestions from the same HS code group

out of ten.

For the second example of Pet foods, we see that HScodeNet beats USE in pro-

viding the correct commodity in its first choice, however again falls a bit short on

precision at 4 and recall at 4 values. We have used the value of k as 4 because HSco-

deNet only provides 4 results for the given query in Mandarin. Also, to note that after

the first choice we get the second relevant choice from HScodeNet on choice number

four. The second and third choices for Pet foods are books and plastic products which

is completely irrelevant.

Next, if we take a look at the third example of oranges we observe that HScodeNet

provides no results for such commodity. We have also tried other synonyms for oranges

such as ‘mandarin’ but did not get any results.

Similarly, we have compared several other short description results with HSco-

deNet and found our approach to be superior for our given data. This comparison,

however, is very limited since HScodeNet utilizes hierarchical and global spatial in-

formation in text and the description we have provided lacks such depth. Here is a

sample description of Friction plate, as shown in the HScodeNet academic paper [25].

Friction plate | Can be used in various brands and models

of saloon cars, displacement: 1.4L to 2.0L | In the

automatic transmission of cars below 4th gear, clutch and

brake are used to fix any one or two of the three components

to achieve different transmission ratios | ......

The underlined text in the above description defines the hierarchical information

HScodeNet uses to classify a commodity into an HS code category. This makes a

full scale comparison extremely difficult since, the data we worked with lacks such

structure. None of the commodity descriptions are even closer in terms of structure

or hierarchy to what is shown above. The standard UN comtrade sheet we use to

compare with trade document descriptions also lacks such structure and contains very

short text descriptions for different commodities.

To explain further, HScodeNet is trained on the Chinese Customs data set, which

means it can not classify a newer commodity it has not previously seen in the training

data. This could be a reason for HScodeNet not displaying any results for oranges or

mandarins. Our semantic based approach based on transfer learning performs better
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in such cases.

So, to summarize the comparison with HScodeNet, we can state that a full scale

comparison was not possible due to the language barrier. However, for our data pri-

marily available in English language with short commodity descriptions, the seman-

tic based approach we proposed outperforms HScodeNet in terms of recommended

choices and evaluation values of precision at 10 and recall at 10. For longer and

structured commodity description texts such as the example of friction plate above,

HScodeNet might perform better.

6.7 Discussion

In this chapter, we have presented and analyzed the research results in detail from all

of the models used during experiments. We have compared the results and discovered

that the semantic based approach is a superior one to take for the associated authority

based on the data provided. From observations and model comparisons, we can also

conclude that Google’s Universal Sentence Encoder performs better than the other

models for Shippers 1, 2 and 4. Facebook’s XLM-R performs better for Shipper 3 with

foreign language mixed data. We also compared our approach with the most recent

and relevant research work in this domain: HScodeNet. While a full comparison was

not possible due to reasons discussed in Sections 2.2.5 and 6.6, we concluded that for

our dataset consisting of short commodity descriptions available primarily in English

language, our approach is superior in performance and in minimization of risks. In

the next section, we describe concluding remarks with limitations and possibility of

future research directions to continue the work.
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Conclusion

We have attempted to address the challenging task of parsing EDI files to extract HS

codes, cleaning the EDI description segment to extract the traded commodity descrip-

tion, and classifying HS a commodity code for the respective commodity description

using deep transfer learning and obtained encouraging results. We also explored other

methods such as named entities, elastic search, machine learning-based text classifica-

tion techniques (Näıve Bayes, Random Forest, Support Vector Machine) resulting in

poor results but ultimately evolving our approach to fill the observed shortcomings.

As we saw in the discussion Section 6.7, we can conclude that for the current standard

of the data from the four high-volume shippers, Google’s Universal Sentence Encoder

works the best for English-only data types while STSB-XLM-R-Multilingual works

better for foreign language mixed data. It is interesting to note that even though

the popular STS-benchmark has Google’s Sentence Encoder performing at a lower

benchmark compared to other STS models, it works surprisingly well in our unstruc-

tured and extremely noisy text data. The primary reason for USE to outperform

other models is because it was trained on a variety of unstructured English data (web

pages, articles, Wikipedia, discussion forums) while other models are trained on more

structured data such as SNLI, CC Crawl and Books corpus. It’s also important to

note that a key difference in the performance of the models lies in the pre-processing

of the commodity text description. We have obtained 40% improved relevant results

over the default text pre-processors of the transformer models. Furthermore, our ap-

proach accounts for safety as of utmost importance using a human expert to select

the appropriate result from the recommendations. A single misclassification in this

work field can cost an exporter or importer thousands, even millions of dollars and

is not a risk worth taking. Our system ensures that classification error during auto-

classification does not create that issue, which is why the involvement of a human

expert is of significant importance. Every selection the human expert makes results

65
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in a clean and labeled dataset over time.

We ensured scalability by introducing GPU accelerated support using TensorFlow-

GPU and NVIDIA CUDA for fast processing of EDI trade transactions. All of the

models we used took less than a minute to produce results for ten thousand trans-

actions. In terms of speed STSB-RoBERTa using NVIDIA CUDA was the fastest,

however, Google’s USE using TensorFlow-GPU was only 2 seconds behind in pro-

cessing ten thousand transactions. We have tested them on 2 physical environments

and one cloud environment. Furthermore, we also accounted for interpretability since

the early stages of our approach. The evaluation criteria we defined ensures that the

client understands how the system works and how to properly interpret results.

The challenge of HS code classification is a global one. Our system ensures a safer

classification approach to address that challenge. It can also be utilized in other

application areas with same parameters, mainly for unstructured short English texts

with large number of classes. One of those application areas can be the medical

domain, specifically clinical coding [85].

Finally, due to the technical feasibility our approach offers, it was adopted by the

client in their production system.

7.1 Limitations

Due to the nature of the approach being human-assisted, it relies on the knowledge

of the human expert. The approach minimizes manual human effort to minimize

error but is not immune to one. Since we had very limited data, the approach may

not work as well for other shippers. That would require more data from the specific

shippers. To keep document processing times even, the priority of better hardware

increases with larger volumes of data to process bulk amounts of trade documents at

once. The approach is built specifically for very noisy and unstructured data sets.

7.2 Future Work

As a future scope of the current work, it might be possible to build a better scoring

system to confidently classify HS commodity codes.

Further efforts can be spent on performance improvement and auto-assignment
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of commodity codes without recommendations by using a large amount of histori-

cal shipping data and developing a confidence scoring system. Adopting the current

recommendation-based approach in the working environment and working with more

data it is possible for the client to develop a clean labeled data set. Each choice the

human expert makes from the commodity recommendations can be fed to develop a

labeled data set for future to build our own classifier with a confidence scoring sys-

tem; i.e., we can associate a confidence score for each classification and possibly the

lower scores will need the human expert’s attention, thus reducing the effort consid-

erably and also have a way of improving the score with each selection. However, it

will require a large amount of data from the individual shippers considering the total

number of classes being more than six thousand and also the variance of information

in shipping manifests.

Since our data amount was very limited, we did not have enough repeated com-

modities to consider seasonality of the traded products which can be an important

aspect in the classification or detection of misclassification. For example, mangoes

are traded extensively during the Summer season.

Also, with more data, it is possible to create shipper profiles that can help boost

the confidence scoring for classification and towards reducing misclassification of HS

commodity codes. For example, a company whose primary product is water-pump

probably will not ship oranges.

In addition to the above, translation or support for languages other than English

in the trade documents such as French, Spanish, Chinese, Hindi, etc may also improve

the end results considerably.
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Appendix A

Initializing TensorFlow-GPU on a Local PC – Code Snippet

Figure A.1: Initialize, set memory growth and limit of TF-GPU
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Appendix B

Example Screenshot of a Section From the UN Comtrade

Sheet

Figure B.1: Screenshot of a section from the official UN commodity classification
sheet
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Appendix C

Additional Example Result for Commodity ‘Oranges’

Figure C.1: Example result for a pre-processed commodity description ‘Oranges’
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