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Abstract

Composite indices have been widely used in several domains as a measure to describe

abstract concepts through the combination of variables. The current approaches for

index creation and analysis do not have a comprehensive visual interface to enable the

use of external information to support interpretation. We propose a visual analytics

framework that places users in the loop for creating and interpreting indexes. It

helps users to compose an index with the flexibility of determining a weight for the

linear combination of indicators. For the interpretation, we use regression analysis

to provide explanations for indexes from both internal and external variables. we

demonstrated use-case scenarios using crime and demographic datasets to show the

benefits of our interface for decision-making tasks at the municipal level. we validate

our results through a comprehensive user evaluation, showing that most users reach

similar conclusions when using our framework to execute analytical tasks.
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Chapter 1

Introduction

Composite indexes have been widely used in various domains to compose the sets of

variables or indicators that reflects concrete information in to a single measure for

the purpose of summarizing the abstract concepts [42]. For instance, the well-known

Human Development Index combines life expectancy, education, per capita income,

and other factors [6, 44] to summarize and rank human development of the countries.

In most of the cases, the indicators used to specify an index are multidimensional and

complex. They can contain different types of data, like categorical, numerical and

ordinal [42, 32, 4]. The index composition is usually not a simple formulation and it

involves different procedures to compose indicators.

The most common technique applied to compose an index is the Principal Com-

ponent Analysis (PCA) [24]. PCA projects the multidimensional variables into latent

factors, called principal components, that can explain the maximum variance of the

data [20, 6, 41, 26]. Despite its popular application, PCA is not suitable to compose

indexes when the indicators are uncorrelated [44]. Further, the PCA does not support

user intervention, i.e., user defined weight for individual indicators is not captured

properly by PCA for index composition. Therefore, the indicator with maximum

weight and lower data variance is neglected in the process of index composition. Fur-

ther, the technique that applies PCA for index composition uses the weight obtained

from the eigen values of the principal components to compose the index and does not

consider the weight defined by the user [44, 6].

One recent aspect of a composite index field that has gathered attention to support

decision-making is interpretability. Interpretability is the analytical task of compre-

hending an index from the input indicators or external variables, also called explain-

ers [3, 38, 44]. Currently, the most common data mining strategy for interpretation is

clustering analysis. The indicators are grouped as clusters based on their similarities,

and those cluster groups are used to interpret the groups defined by the interval of

1
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index. Further, they also identify the indicators from the factor loadings with maxi-

mum coefficients and use them as input for clustering to interpret the index [38, 44].

Visualization techniques have also been applied to support interpretation, helping

the exploration and understanding of indexes in multiple geographical regions [3].

Although representing an evolution, these strategies only support the analysis of an

index from the indicators used in its composition. It is not possible to execute tasks

that involves external information. For instance, to interpret the violence index using

demographics information. [40] presented an approach for index interpretation from

external variables using regression analysis. Although an intriguing study, it is lim-

ited for the notion that it needs expert opinion to identify the appropriate external

indicator to interpret the index. Our system addresses this limitation with the inter-

active visual interface for the selection of any external variables to interpret the index

without the need for Machine Learning Expert. We used the AutoML approach [7]

to approximate the relation between explainers and index and LIME [36] to identify

the appropriate explainers.

In this dissertation, we propose a visual analytics framework to address the limi-

tations, placing users in the loop for creating and interpreting indexes. For the index

creation, we propose an interactive visual interface to compose an index from a linear

combination of indicators, with user defined weight for each indicator. For the index

comparison, we propose an interactive interface to help users to visually compare

two indexes with the support of piechart and geospatial choropleth visualization. For

the index interpretation, we use regression analysis supported by a machine learning

interpretability approach and visualization techniques to provide explanations for in-

dexes from the variables used in their composition and multiple external variables.

We use an Automated Machine Learning (AutoML) [7] approach to support those

tasks, so that there is no need for any machine learning expert for the process.

Hence, the Visual Interface will be effective in the composition of the index and

produces efficient model interpretation for the explainers. The interactive user in-

terface reduces the burden of choosing the right explainers for identifying the reason

behind the generated index. The intuitive nature of the user interface makes the tools

accessible for end users and help them to understand their generated index without

the aid of the expert.This makes the tool powerful and with some instruction and
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exposure to the interface, end users will find it comfortable to navigate through all

features of the interface.

In summary, the main contributions of this dissertation are:

• A strategy for index composition and analysis that takes into consideration user

knowledge;

• An approach based on AutoML and regression models to explain composite

indexes given a set of external indicators;

• A visual analytics framework to support users on designing, exploring, and

understanding indexes interactively.



Chapter 2

Related Work

An index is a composite measure to evaluate and understand multidimensional infor-

mation, aggregating multiple indicators to summarize different perspectives of com-

plex data sets. It helps to identify the strength and weaknesses of a system under

analysis, comparing large collections of data instances through a ranking strategy. In

general, indexes are deemed as the most relevant measure for comparing multivariate

data, especially when there is no standard tool for evaluation [42]. Their application

includes measurement of progress in human development, human poverty, and various

social and economic indicators [6, 44]. The index is also the most common tool for

communication among policymakers and municipalities [32, 4].

2.1 Index Creation

Principal Component Analysis (PCA) [24] is the most common technique to create

an index. PCA projects the multidimensional variables into latent factors, called

principal components, that can explain the maximum variance of the data. Princi-

pal components are obtained from the multiplication of the original indicators with

the corresponding eigenvectors generated from the covariance matrix of indicators.

The resultant principal components with eigenvalues greater than 1% are then linearly

combined with their corresponding eigen values as weights to produce the index [20, 6].

[41] used PCA through an alternate approach to compose an index. They followed

a similar procedure by identifying the principal components with eigenvalues greater

than 1% and linearly combined them using predefined loading weights for each indi-

cator to compose an index. [26] followed a similar approach, by reducing he number

of components in the factor loadings from the variance information captured by prin-

cipal components as a threshold measure, ignoring the components with associated

eigenvalues that are lower than 1.

4
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Although a commonly applied technique for index composition, PCA is not ap-

propriate when the input indicators are uncorrelated [44, 41, 21, 33]. PCA is a linear

transformation technique that transforms the group of high-dimensional variables

with certain correlation into lower-dimensional uncorrelated components. Hence, the

analysis requires a certain correlation among input indicators, of at least 0.3 [21].

Therefore, scenarios that present uncorrelated indicators demand a need for an alter-

native approach for index composition. In our case, as the user selects the indicators,

it is impossible to obtain the recommended correlation among all combinations of

indicators. Also, as PCA defines the importance of indicators according to the data

variance, the user is not able to include their knowledge in the index creation, which

may lead to results that do not match user expectations. Henceforth, in our frame-

work, we allow the users to select indicators and define their importance for the

index combination, with the flexibility to adjust the importance through visual in-

teraction and generate indexes for any combination of indicators without any impact

from correlation among them. We address this issue through a simple weighted linear

combination of indicators.

User-controlled weighted linear combinations have been used in literature [45, 18].

[45] used this strategy to identify agriculture vulnerability for climate change in

nordic countries. The generated index is visualized using a geospatial visualization

as followed in many index-based composition techniques for geographic areas [45, 18,

5].Once the index is composed, usually, there is a necessity for a visualization system

to understand the composition of indicators for each geographic area. [18] formu-

lated this principle of visualization of index composition to construct an interactive

integrated index. The user can visualize the final index based on their interaction on

indicator composition. The indicator contribution for the index is represented using

parallel coordinates [23]. They have also used the Sankey diagram [37] to present

the composition of an indicator for the generated index. They designed the system

with the capability to generate or visualize indexes based on user interaction. This

procedure of understanding index based on the user interaction with the geographic

area is similar to our approach of understanding index composition. Their system

lacked the functionality to compare the indexes generated by the users and the lacked

the ability to interpret the index from external sources. Our system addressed those
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limitations, with some advanced work having functionality implemented for index

comparison and index interpretation using independent external variables that are

not used in its composition.

2.2 Index Interpretation

A challenge often faced by researchers is the composite index interpretation, which

attempts to identify the appropriate measure to understand the generated index

scores [38, 44, 3]. Such interpretation supports the understanding of why a specific

instance (or geographical region) have lower/higher values given a set of indicators

(or attributes). In this context, many researches interpret an composite index using

clustering analysis applied to the original indicators [38, 5]. In this scenario, [38] used

a hierarchical clustering on the input indicators to cluster them into 4 different groups

of municipalities based on their well being. They found that municipalities grouped

using hierarchical clustering are identical to the municipality groups defined by the

composite index generated using the PCA technique. This interpretation helped them

to trust the generated well-being index for the municipalities.

Another study using hierarchical clustering was proposed by [44], which aims to

identify the groups of municipalities based on socio-economic indicators. They iden-

tified the crucial variables that make a maximum impact on the major principal

components for the index composition. After the identification of those indicators,

they applied the clustering to group the municipalities to interpret the index. The

index generated for the set of indicators could be interpreted using independent vari-

ables that are not used in the composition. This analysis requires the identification of

external variables that could explain the indexes generated for the geographic areas.

In some studies, index interpretation was conducted using regression analysis, for

instance, [40] presented a study for index interpretation using external variables. The

idea was to interpret the high-density crime areas of Halifax through the approx-

imation relation from demographics variables of the same city. They adopted the

least-squares regression method to analyze different demographics variables for rea-

soning about high and low crime density areas. They conducted multiple regression

analysis for each demographic variable and determined the variables that explained
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the maximum variance of the crime density areas. They were able to identify the de-

mographics characteristics, like income or education, that contribute to higher crime

rates in different neighborhoods. Although an intriguing study, they are limited to

the view that they need an expert opinion to identify the suitable external variables

that can explain the approximation relation with crime density areas.

In order to address this issue, we advanced that limitation by generating the

approximation model for any combination of external variables with the generated

index without the need for expert intervention. We adopted an AutoML strategy [17]

to identify the best approximation model for the selection of external variables with

the index. AutoML automates the process of identifying the best approximation

model for selected independent external variables and composed index through the

pipeline combination of different machine learning algorithms like Support Vector

Machine [31], Decision tree [39], and others. On the identification of the right model

for the scenario, we employ the LIME [36] approach to figure out the contribution of

external variables for the generated model. That contribution information is presented

visually on top of the corresponding geographic area based on user interaction. This

interpretation strategy can help users to interpret the index from the external variable

perspective.This technique makes the interface more advanced than other techniques

proposed for index interpretation using clustering analysis [38, 44, 3].

2.3 Index Comparison

Visualization techniques have been applied to understand the impact of different

indicators for an index and to compare indexes generated using same indicators for

different years. [3] compared different visualization techniques for understanding

the index composition of six different cities generated for a specific period of years.

They found that Radial Coordinate Visualization (Radviz) [3] requires more time

and effort to interpret the indicator composition for those composite indexes than

the Circle Chart [8] and Flower Chart [8]. They concluded it based on the study

conducted among users for the identification of the best visualization model for index

composition. However, the approaches mentioned above have some issues in terms

of visual scalability, especially with the addition of more geographic areas. It makes

them limited to compare and display only a few instances at a single time.
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We address that limitation by limiting the index comparison to two indexes at

a single time. The selected index differences are displayed on the geospatial visual

interface, that is flexible enough to represent any number of geographic areas. Then,

the pie chart will be displayed to visualize the indicator composition for the selected

indexes. This specific technique using pie chart to visualize the indexes was suc-

cessfully adopted before to visualize the indicator composition of different well-being

groups [18]. This visualization makes the understanding of the composition of differ-

ent indexes easier, as indicated by [18, 19]. Hence, our framework with this combined

approach of a proper index composition technique and various interpretation strate-

gies will make the decision-making process more convenient.



Chapter 3

Methodology

In many scenarios, the evaluation and understanding of multidimensional data are

performed using indexes, which are composite measures that summarize different

perspectives of variables or indicators [42, 20, 6, 41]. In this context, the proposed

methodology aims to support the creation of indexes and the interpretation of the

relation of a given index and external indicators, that is, indicators not used to

compose the index. The goal is to assist the understanding of why specific instances

(or geographical regions) have lower/higher indexes from a set of indicators [38].

Many researchers explored clustering analysis to conduct this interpretation [38, 44].

Our approach is different from them for the reason that our goal is to understand

how external information can explain an index.

To implement the interpretation, we use regression analysis to model the relation

between the given index and a set of user defined external indicators [34, 22, 29, 43,

13, 12, 11], followed by interpretation strategies to understand the model. As most

users of our platform are non-experts in Machine Learning, an Automated Machine

Learning (AutoML) framework is applied to compute the appropriate model and its

optimal parameters without the need for expert or user intervention [17, 16, 7, 35, 14].

In this context, we use the Tree-based Pipeline Optimization Tool (TPOT) [35] to

generate the regression models. In sequence, to support the analysis of the produced

model, we use the Local Interpretable Model-agnostic Explanations (LIME) [36] as

the interpretation tool.

Figure 3.1 presents an overview of our approach. Initially, an index composed of

various indicators is created, in which a user selects indicators and weights to specify

their importance (1). The user can then analyze the created index, exploring how

each indicator contributes to the index value assigned for a specific geographical area

(2). The user can compare a pair of indexes to explore the differences between two

different compositions (indicators + weights) (3). Then, the TPOT tool is applied

9
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to approximate a model that represents the relation between the produced index

and external indicators selected by the user, in this dissertation called explainers

(4). In this process, the index is the dependent variable, and the explainers are

the independent variables used to create a regression model that approximates (or

predicts), as much as possible, the given index. Finally, LIME is applied to explain

the relation of the index value and explainers for a specific geographic region(5). In

the following sections, we detail each of these components.

Select factors to 
compose
the index

Compare pairs of
indices

Analyze the 
index

Select external 
explainers

Analyze the 
explainers

➊ ➋

➌
➍

➎

Interpretation Index Creation

Figure 3.1: Overview of our approach to create and explore composite indexes. The
user starts combining indicators to create an index. Then,our system applies regres-
sion analysis to model the relationship between the index and external indicators or
explainers. Such relationships can then be evaluated using a model agnostic strategy
for model interpretation.

3.1 Index Creation

In our system, the indicators used to generate an index are selected by the user, who

can evaluate different combinations to check the contributions of each indicator for

the index value of a geographical area. The user assigns the weight associated with

each selected indicator, indicating their importance for the final index.

Principal Component Analysis (PCA) [24] is the commonly applied technique to

produce an index [20, 6, 41]. However, after some experiments, we observed that the

principal components’ data variance might not explain the user expectations, leading

to indexes that do not match users’ perspective and knowledge. Further, according to

[21, 44], PCA is not an appropriate technique for uncorrelated indicators, i.e., when
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the correlation among indicators is less than 0.3, proving that PCA is not suitable

for all inputs. These studies led us to devise a simple linear combination strategy to

produce an index, since this allows users to define the importance of each indicator

and can be used in any domain under analysis.

In our approach, the data set is a frequency matrix, in which the rows denote

geographic areas and columns denote the indicators selected by the user for the ge-

ographic area. Based on the selection of indicators, the frequency of the indicator

occurrence for each geographic area is computed and updated as the input data ma-

trix. Equation 3.1 defines the linear combination used to compose an index, in which

Ii is the index for the geographical area i, xi,j represents the instance i of indicator j

normalized by the maximum value of the indicator max(xj), wj is the weight associ-

ated for indicator j, and k represents the size of selected indicators. The threshold of

the weight is determined from two different procedures: i) if the input data source has

information related to the importance of indicators, it can be imported as a weight

threshold after applying normalization; ii) otherwise a uniform normalized weight

threshold is applied for all indicators.

Ii =
k∑

j=1

xi,jwj

max(xj)
∑k

j=1 (wj)
(3.1)

Equation 3.1 produces the composite index Ii for all the geographic areas i, where

Ii is in the range [−1, 1]. The user can determine the direction of weight before the

index composition, which can be either positive or negative to signify the impact

of the specific indicator for the final index score. It is worth mentioning that this

strategy allows the user to select negative weights to select an indicator that impacts

negatively for the final index.

3.1.1 Index Visualization

To visualize the generated index we use the well known choropleth metaphor, repre-

senting the geographic areas in specific patterns or shades based on the index values.

For our interface, we use a color pattern from red (negative values) to green (positive

values), with white for zero value. Also, we divide our interval [−1, 1] into nine bins,

4 for positive values, 4 for negative values, and 1 for zero. The continuous values of
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Ii are then assigned to these bins so that all values in one bin receive the same color.

It makes the visual interface more interpretable to diagnose the low and high index

areas appropriately.

In addition, a bar chart is used to represent the rank of the geographic areas for the

generated index. The user can interact with the rank chart to identify the geographic

area that belongs to a specific index value based on mouse hover operation. Then,

the appropriate geographic area is highlighted in the map visualization. The user

interaction on that highlighted area pops-up a bar chart that explains the contribution

of each indicator for the index Ii that belongs to the area i. The size of the bars in

the bar chart for the specific geographic area is computed as

Gi,j = (xi,j ∗ wj) (3.2)

where Gi,j is the bar size of the indicator j in the geographic area i, wj represents

the weight of each indicator j, and xi,j represents the frequency of occurrence of the

indicator j for the geographic area i.

This gives an additional perspective of how an index I is composed for each

geographic area, helping users to break down the generated composite index and

identify each indicator contribution. Such visualization also assists the users in the

reasoning of why a specific index is higher/lower for that geographic area. Such

visualization improves the interpretation of the index, making it more transparent

and easier to identify the reason behind the index score for any specific area.

3.1.2 Index Comparison

Another feature for the index analysis is the pairwise index comparison, which makes

the interpretation of index composition more convenient. Users can compare two

composed indexes I and I ′ produced by different indicators or/and weights, visualizing

the differences between them. Two different visual representations assist this process.

First, the pie chart shows how each index is composed, and the second, choropleth

map visualizes the difference between the selected indexes, i.e., mapping the difference

I − I ′ to color. For the geographic areas with identical values of indexes I and I ′,

the choropleth pattern is white; otherwise, the shades of colors indicate its difference

strength and to signify if it is a positive or negative difference. The patterns of red
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indicate the region where Selected Index I has higher values than Index I ′. Similarly,

patterns of green indicate the geographic regions with higher values for the selected

Index I ′.

After the choropleth visualization, the user can further explore each geographic

area to interpret their composition for the two different indexes. After the user click

interaction on a specific geographic area, a small screen is popped up with the overlay

bar chart representing an indicator contribution for the composition of two different

indexes for that area. The bar chart shows the proportion of all indicators for the

two different indexes with different color representations to differentiate them. The

indicators that are unique to each index are stacked alongside them without any

overlap. This visual representation further reinforces users to understand the index

(or indexes), helping identify the proper combination of indicators and to study the

spatial distribution of any two indexes with minimum effort.

3.2 Index Interpretation using Explainers

The interpretation of the generated index I from the selection of external indicators,

also known as explainers, uses regression analysis to create a model that approximates

the relation between the explainers and the index. Regression models calculate the

function that uses independent variables to approximate the dependent variable, em-

ploying statistical methods [34, 11]. If there is an approximate function that can

relate the explainers with the index, they are chosen to explain the index. From

the approximate function, the independent variable’s contribution in a positive or

negative direction for the dependent variable index is used to explain the index [12].

3.2.1 Regression Analysis

To support the regression analysis, we design an adaptive system that accepts any

selection of external variables from the user for the explanation of the generated com-

posite index. As the user may not have enough knowledge to select the best model

or parametrization for the regression analysis, we include in our framework an Auto-

mated Machine Learning (AutoML) tool, an automated process to identify a suitable

model for the data. It conducts a function approximation and hyper parameter opti-

mization for different models, evaluating them with cross-validation. Eventually, an
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suitable model is produced that can fit the independent variable to the dependent

variable.

In our approach, the AutoML technique applied was the Tree-based Pipeline Op-

timization Tool (TPOT) [35], which uses genetic programming to identify the most

suitable model for the data under analysis. Such a technique presents good results

for the regression task compared to other AutoML techniques, which motivates its

application in our scenario [17]. TPOT evaluates different models for a given data

set, with the goal of minimizing the error given by the negative value of the mean

squared error (MSE) [35]. Equation 3.3 defines the MSE, in which y is the observed

value represented by the index produced, ypred is the prediction provided by the model

considering the explainers, and n represents the size of instances associated with the

region. Such measurement corresponds to the model residuals, indicating the ex-

pected value for the error loss. Thus, we decide to use MSE to measure all models

applied for this task [25, 11, 22].

MSE =

∑n
i ((yi − ypred)

2)

n
(3.3)

The coefficient of determination R2 is also used to verify the produced model that

defines an approximation relation between the independent and dependent variables,

indicating how much variance of the index can be explained by the external vari-

ables [28]. Equation 3.4 defines such coefficient, in which ȳi is the average of the

observed value yi represented by the index. It indicates how much the model main-

tains the variance of the data, providing a good explanation of the data variability

when R2 is closest to 1 [25, 11, 22]. It is worth mentioning that, in some cases, good

models can provide lower R2 values, meaning that the variance of the input data was

not kept [28].

R2 = 1 −
∑n

i ((yi − ypred)
2)∑n

i ((yi − ȳi)2)
(3.4)

3.2.2 Regression Model Interpretation

Identifying the contribution of the external variables for the approximation model

is the final stage involved in the interpretation process. The presentation of how

explainers can be associated with the indexes of each dissemination area improves
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the user understanding of the generated index. We apply the Local Interpretable

Model-agnostic Explanations (LIME) [36] method to support this postulation since

it is a good approach to calculate the explainers [30], providing secure information and

auditing facilities to the users of machine learning models. Through LIME, we can

identify the positive and negative impact of each explainer for the generated index.

LIME was proposed to interpret any machine learning model, exploring the local

area of a prediction through a surrogate model. LIME conducts a local minimization

of the loss function `(f, g, wx)+Ω(g) to recover an instance in the original representa-

tion, in which f represents the model to be interpreted, g corresponds to a surrogate

model, Ω(g) is the complexity of model g, x is the instance under analyzes. In this

case, ε is used to measure the proximity between x and the instance z provided by the

surrogate model, which is the recovery sample used in the original model to obtain

the label associated to it. Then, the goal is to minimize this loss function locally to

learn the local behavior of the interpretable inputs. In our scenario, x represents the

explainers for a specific geographic area, and z corresponds to the explainers recon-

struction that should be approximated to the index, which is provided by a simpler

surrogate model improving the understanding of the local regression model produced

by TPOT.

In general, LIME selects a set of instances around the area of a query sample

to generate a new explainable model for that local area, which permits to expose

the local behavior of a complex model. Moreover, the loss function is based on

the surrogate model’s ability to replicate the global model. Then, when the loss

function is minimized, it indicates the trust level achieved by the local surrogate

model for the global model. LIME presents excellent potential in terms of helping

users and developers to explore and understand machine learning models, increasing

its reliability. In our scenario, after passing the required information to the LIME, it

generates the probability of the contribution of each external variable for the model.

Those probability scores are based on the weight of each explainer that are used as

parameters in the local surrogate model.
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3.2.3 Interpretation Visualization

After calculating of explainers’ contribution to the index using LIME, there is a need

for an appropriate visualization to represent the information for each geographic

area. Like the visualization for interpreting the index composition, the explainer

visualization is implemented on top of each geographic area. The map interface has

two switchable layers, named “Index Composition” and “Interpretation”. For the

“Index Composition”, the bar chart visualization displays the indicator proportion

for the index. For the “interpretation”, the bar chart visualization represents the

probability score obtained from LIME for the approximation function that relates

the explainers to the index. So the user can visualize both the index composition and

its explainer composition, switching the two map layers like the metaphor adopted by

Google Maps[2]. The user click interaction on the specific area displays the bar chart

that represents the indicator or explainer composition as per the layer selection.



Chapter 4

Results

In this section, we present the use case of our tool, and few scenarios that can demon-

strate the efficiency of the tool showing how it can support index creation and index

interpretation. For the first part, we describe the data sets used in this dissertation.

4.1 Data set

We tested our tool on different data sources for the Halifax Regional Municipality. Of

the two data-sets, one was used to create the composite index and another one was

used as the source for external indicators to interpret the index. For the composite

index indicators, we used the data-set of Halifax Regional Police Crime (HRPC)

for the year from 2005 to 2017. For the explainers, we used the open dataset from

Statistics Canada which contains the demographic information of the Halifax Regional

Municipality for the year 2016. To maintain the uniform geographic area for both

the data sets, the data transformation technique is applied on the input variables

to update the point wise location information in to the dissemination area defined

by the statistics Canada for the year 2016. The point inside a polygon algorithm is

applied to transform those point wise location information in to specific geographic

boundaries. After the transformation, the total unique dissemination areas for both

data-sets stand around 601 [9].

The Halifax Regional Police Crime (HRPC) dataset is gleaned from the Uniform

Crime Reporting Incident source [10] organized by the Canadian Center for Justice

Statistics [1]. HRPC was created to measure the incidence of crime in Canadian

society, containing detailed information on crime incidents, accused persons, and

victims. In our work, crime incidents and their occurrence are the variables used in

experiments, ignoring the other information about the accused persons and victims.

The dataset contains the following attributes: i) date and time of incident; ii) the type

of crime committed represented by a 9 series of numbers, for instance, 1000 represents

17
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the crime committed against a person; iii) the severity weight for each crime with a

minimum of 5 and a maximum weight of 7554.942; iv) the description of the crime

incident reported; and v) the dissemination area of the reported crime location. In

this dissertation, we structure the data as a matrix, in which rows represent the

DAUID, columns correspond to the different crimes reported, and the values are the

total occurrence (frequency) for each crime reported in an associated dissemination

area.

The second dataset is gathered from the Statistics Canada website [9] that de-

scribes the demographic information of the Halifax Regional Municipality Demogra-

phy (HRMD). The dataset contains the demographic information of the 601 dissemi-

nation area in the Halifax Regional Municipality. They are categorized as Population

and Dwelling, Age, HouseHold and dwelling, marital status, family details, languages,

income and immigration details, education, labor force status, work activity, commute

details, transit mode, and mobility status. Each category has subdivisions detailing

the data distribution. Like the HRPC dataset, we structure the HRMD as a matrix,

in which the rows represent the DAUID, whose columns correspond to the categories,

and the occurrence values that are featured along with the subcategories for each

dissemination area. It is worth mentioning that, in the case of the variables with

hierarchical structures representing its position, their identity is maintained in the

data-set with the merged annotation name describing its hierarchical structure. The

necessary transformation is applied to recognize those variables in the data-set after

the request from the user.

In summary, the crime data-set is used to create the index. And, the demographic

dataset is used to interpret those generated indexes, so that we can identify any

possible relation between these two data sets. To evaluate the results produced by

the system, we consider the baseline produced by Statistics Canada 1 to understand

the crime density of the Halifax Regional Municipality for the year 2001 [40]. In this

study, they used regression analysis to verify if there is an approximation between the

specific independent variable and crime density value of a geographic area. They used

the null hypothesis formulation to relate those independent variables with the crime

density values and identified the corresponding independent variable that matches the

1Statistics Canada produces statistics about Canada to support a better understanding of the
country stats. More details can be found in https://www.statcan.gc.ca/eng/about/about?MM=as
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probability value, part of the statistical hypothesis test. They recognized the impact

of those independent variables from the function parameters of the regression model

to explain the index. We will be simulating two scenarios for the evaluation of tools

like the scenarios used by the statistics Canada to understand the high crime density

areas of the Halifax Regional area for the year 2001[40].

We start our discussion with the use case of our tool, followed by the three sce-

narios to evaluate the efficiency of the tool in index creation and interpretation. As

mentioned earlier, the first two scenarios replicate the experiments conducted by the

Statistics Canada to interpret the high crime density areas of Halifax for the year

2001 [40] and the last scenario simulates the tool usage by the expert to understand

the drug related crime index of Halifax.

4.2 Index Creation

Some existing strategies for index composition depend on Factor Analysis or Principal

Component Analysis (PCA) [41, 44, 21]. PCA [24] is one of the commonly applied

technique for Index Composition [41, 44, 20, 6]. Shortly, PCA combines indicators

according to their variance, generating indexes that represent distribution aspects of

the data. Despite its popularity, in our scenario, PCA is unsuitable because unlike

other approaches we determine the weight for our indicators from knowledge of ex-

ternal users and not from the principal component explaining maximum variance. In

our scenario, the weights associated with crime indicators, called severity indexes, are

defined by experts through the interaction with the system.

Moreover, PCA works best when the collection of indicators has a certain correla-

tion among them before applying the dimensionality reduction operation [21, 44]. In

our scenario, the indicator selection is dynamic and determined by the end-user, which

does not guarantee a reasonable correlation, being contrary to the most application

of index composition where they considered the correlation of input indicators before

applying PCA. From this aspect, we decide to calculate the correlation degree among

selected indicators and proceed with the PCA if there is some reasonable correlation

among them, in which 30% is considered acceptable[44]. Such a concept aligns well

with the procedure of the PCA, where the goal is to orthogonally transform the set

of possibly correlated indicators into the set of linearly uncorrelated components.
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Some experiments support that correlation assumptions, HPRC indicators that

are correlated provide the index like linear combination. However, in some cases,

the indicators do not present a substantial correlation, confirming that our linear

combination is more adequate for the purpose. The addition of user-defined weight

to the input indicators could change the correlation factor. Most PCA based Index

Composition doesn’t consider this user-defined weight, they either used Eigen values

as weights or the combination of Eigen values and predefined indicator weights [21, 44].

We attempted different approaches to compose the indexes, including variations

of PCA and simple linear combinations. We observe that the PCA technique tends to

ignore crime indicators with low frequency but high severity (e.g., murders), which do

not represent the user expectancy in most cases. Such behavior occurs, because the

occurrences of high severity crimes are small when compared to low severity crimes,

tending the PCA components to prioritize low severity crimes.

Table 4.1: correlation obtained for the selected indicators Murder,1st degree, Robbery
of firearms,Shipping Act,Luring a child and Sex Aslt-wpn/CBH. The values that are
greater than 0.30 represents the good correlation between indicators.

Murder
1st de-
gree

Robbery
of
firearms

Shipping
act

Luring a
child

Sex Aslt-
wpn/CBH

Murder
1st De-
gree

1 −0.041225 −0.08327 −0.10732 −0.11462

Robbery
of
firearms

−0.04122 1 −0.01328 −0.03837 −0.05242

Shipping
Act

−0.08327 −0.01328 1 −0.07752 −0.10589

Luring a
child

−0.10732 −0.03837 −0.07752 1 −0.14652

Sex Aslt-
wpn/CBH

−0.11462 −0.05242 −0.10589 −0.14652 1

Therefore, a simple linear combination to produce the index is more suitable for

this particular scenario. In this experiment, we presented a set of indicators that

did not achieve a reasonable correlation. The indicators are Murder,1st degree, Rob-

bery of Firearms, Shipping Act, Luring a child, and Sex Aslt-wpn/CBH for the year
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Figure 4.1: Composite index produced by our simple linear combination with the
Indicators Murder, 1st degree, Robbery of Firearms, Shipping Act, Luring a child and
Sex Aslt-wpn/CBH. Light to dark green areas indicate the intensity of Index Value.
The Bar chart represents the rank of all geographic areas in ascending order.

2008-2017.Their weights are 1,2,1,1 and 6 respectively.Table 4.1 represents the cor-

relation between the selected indicators. We applied the two different methodologies

to generate the composite index for the selected indicators.

We found that there is a substantial difference in composite index generated for

PCA and our simple linear combination. We identified the area with the higher

index value to compare the results produced by our linear combination technique and

PCA. Figure 4.1 illustrates the index value (0.298) with Sex Aslt-wpn/CBH as the

indicator that contributes most for this value. Figure 4.2 represents the crime index

generated for the same geographic area produced by PCA. The index value is 0.20, and

Robbery of Firearms is the indicator with the maximum contribution. It ignores the

contribution of the high priority indicator Sex Aslt-wpn/CBH. This demonstrates the

limitation of PCA when there is not a reasonable correlation between input indicators

and its inability to prioritize a given indicator. According to the police severity index,

the indicator Sex Aslt-wpn/CBH is a severe indicator. In general, PCA might not be

the appropriate technique if the input selection contains indicators having correlations

of less than 0.3 [21, 44]. This demands us to adopt an approach with more flexibility

to handle any indicator combination and expert-defined weights. Therefore, despite

its simplicity, the linear combination shows to be an ingenious approach for scenarios

where there is a dynamic selection of input indicators and input weights determined
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Figure 4.2: Composite index produced by PCA with the Indicators Murder, 1st degree,
Robbery of Firearms, Shipping Act, Luring a child and Sex Aslt-wpn/CBH. Light to
dark green areas indicate the intensity of index values. The bar chart represents the
rank of all geographic areas in ascending order.

by the expert.

4.3 Index Comparison

Once different indexes are created, they can be analyzed to check the differences and

similarities. Figure 4.3 shows an example of such analysis, revealing the differences

in the distribution of the previously generated indexes. This visualization can aid

in understanding the index composition in two different ways. The first scenario is

to identify the index distribution for the geographic area that are generated across

the years. In the case of composite index generated for the different years with

the same indicator combination, this procedure helps identify the geographic areas

with similar distribution and areas with both increasing or decreasing values for that

specific index composition. So, it narrows down the identification of areas, which

needs more attention for that specific index. The second scenario is for the index

comparison between two indexes composed of different combinations of indicators.

This helps identify the areas that are more sensitive to specific patterns. Figure

4.3 represents the index comparison feature for the selection of two different indices.

From the selection, pie chart visualization is displayed to show the composition of two

different indices. The map interface shows the difference between those two indexes.

The user click interaction on the geographic area will display the overlay bar chart
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Figure 4.3: Illustration of Index Comparison feature for the selection of two different
indexes. The pie chart represents the indicator composition for two indexes. The
map shows the difference between Index B and Index A. The areas in the shade of
green demonstrate the region with Index B having higher value and the areas in the
shade of red indicates the the region of Index A having higher value. The overlay bar
chart represents the indicator composition of Index A and Index B for the selected
geographic area.

with the indicator composition information for two indices. It also helps narrow down

the geographic area that has more concentration of different indexes. This flow of

visualization makes it easier to interpret the composite index and stands unique on

its approach than the existing visualization techniques for index [38, 44, 3].

The last usage scenario of our tool is the comparison of the different crime indexes

generated for the years 2007 and 2008. Figure 4.4 represents the Comparison graph

that shows the difference in index composition for the indexes generated for two

different years. The pie chart define the indicator composition for the selection of two

indexes. In the map, the areas that are non-white represent differences between Index

A and Index B. Green areas indicate the region where the index for the year 2008

having higher values, and red areas indicate the regions where the index for the year

2007 is higher. Through this comparison, geographic regions with crime distribution

growth or decline can be identified. This measure can also help in identifying the

differences between two different indexes for the same year, and crime distribution

spread for those dissemination areas. So, the dissemination area with a typical pattern

of two crime indexes can be identified easily.
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Figure 4.4: Illustration of Index Comparison feature for the selection of indexes gen-
erated for the year 2007 and 2008. The two pie chart shows the similar indicator
composition for both indexes for different years. Green areas in the map indicates
where 2008 index has higher impact than 2007 index. And Red areas represent the
higher impact regions of 2007 index.

4.4 Index Interpretation

In general, index interpretation is performed using the indicators that are used to

compose an index [44]. But, our proposed approach explores the relation between

external indicators and a given index, allowing users to identify other aspects that

can describe the index values. In this process, firstly, we employ regression analysis

to approximate the external variables to the index using an AutoML tool called

TPOT[7]. After that, the interpretation is conducted using the LIME strategy[36],

which provides the impact of each indicator to the regression model.

As TPOT employs a genetic algorithm to identify the model that better represents

the data relationships, it requires setting the number of population and number of

generations. In our tests, we decided to set both parameters to 25, because TPOT

presents a high processing time, and this value already present reasonable results.

In this scenario, the regression took around 10 minutes to produce the results in a

machine with Intel(R) Core(TM) i7-7820X CPU (3.60 GHz) and 64 GB of RAM.

Figure 4.5 shows an example of index interpretation. In this figure, the map
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Figure 4.5: Illustration of the interpretation produced by the Approximation model
for the composite index with the explainers No certificate degree or diploma, 20 to 24
years, $$10000to$$19999, Unemployed, Class of Worker not applicable and Married.
The barchart represents the difference between predicted index and original com-
posite index for all geographic areas.The values closer to zero indicates the perfect
approximation relation.

is colored according to the difference between the original index and the prediction

produced by the regression model. The lighter colors indicate a marginal difference,

meaning that the association between the selected external indicators and the com-

posite index created is high. Based on the color distribution, it is possible to identify

the geographic areas where the selected explanatory variables best correlate with the

given index. In our framework, users have the opportunity to choose the explanatory

variable, allowing them to explore and analyze the data according to their knowledge.

It is worth to mention that our framework uses an AutoML strategy to compute the

regression model, avoiding the manual search for a good model.

The proportion of the explanatory variable to the approximation model produced

for a specific geographic area is shown in Figure 4.6, in which LIME [36] is applied to

explain the approximation model under analysis. Through this method, explanatory

variables’ contribution to a dissemination area can be visualized.The bar chart is

visualized on top on each area to represent the contribution of explainers. The Rank

chart represents the strength of the association between explainers and index. The

values that are closer to zero indicate the stronger association.

To conclude, our approach enables us to identify the correlation of the explanatory

variables with the composite index through regression analysis similar to the strategy
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Figure 4.6: Illustration of explainers contribution from the interpretation model for
the composite index.The user interaction on geographic area displays the popup with
bar chart representing the explainer proportion. The regular bar represents the ex-
plainer with positive contribution and inverted bar indicates the explainer with neg-
ative contribution for the index.

used in literature [40], making the process convenient and easily accessible for end-

users. Our framework helps to identify the specific geographic areas that are best

described by the explanatory (external) variables and reduces the time needed to

identify the right variables which makes the decision-making process more convenient.

4.5 Use Case: Property Crime Index

In this section, we present a use-case similar to the study conducted by Statistics

Canada in 2001 to understand the crime density distribution of Halifax Regional

Municipality [40]. Similar to this study, we create a Property crime index using the

indicators Arson, Motor vehicle Theft, Break and Enter Home Invasion, Break and

Enter Business, Break and Enter Residential, Theft other than Motor Vehicles >

5000, Theft other > 5000 and Theft other < 5000. We employ our simple linear

combination using the weights as 4, 3, 4, 4, 5, 3, 4, and 3, respectively. Figure 4.7

illustrates the variable selection for the index composition and the composed index

for the 601 dissemination areas of the Halifax Regional Municipality.

After the index composition, the property crime distribution can be analyzed using

the map visualization, which explains the spread of crime for the 601 dissemination
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Figure 4.7: Illustration of Property Crime Index generated using indicators Arson,
Motor vehicle Theft, Break and Enter Home Invasion, Break and Enter Business,
Break and Enter Residential, Theft other than Motor Vehicles > 5000, Theft other >
5000 and Theft other < 5000 with weights 4, 3, 4, 4, 5, 3, 4, and 3 respectively.

areas of Halifax Regional Municipality. The bar visualization ranks the dissemina-

tion areas based on the index score, while the dissemination areas can be identified

based on the hovering of the Rank Chart. Dissemination areas index composition is

explained by the indicator proportion chart for each geographic area, in which fig-

ure 4.8 illustrates the indicator proportion for one dissemination area. In this figure,

the indicator Break and Enter Business is the maximum impact indicator for the

generated index, while indicator Arson is the minimum impact indicator.

Next, we compare the proposed index interpretation approach with the methodol-

ogy adopted by the Statistics Canada [40], considering the explainers variables from

the demographics of Statistics Canada of the year 2001. However, in our study, the

explainers are from the demographics of the year 2016, which comprises the informa-

tion from 2011 to 2016. Even so, the explainers variables used in this evaluation are

similar to the study of Statistics Canada, which are Median total income of house-

holds in 2015, Median after-tax income of one-person households in 2015, Percentage

of Households spending more than 30 percentage on shelter costs, Population propor-

tion that did not work, Not in the Labor Force, UnEmployed, No certificate; diploma

or degree, High School Diploma certificate and University Certificate or diploma.

In this scenario, we select the dissemination area with the higher crime index,
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Figure 4.8: Illustration of the indicator contribution for the index composition of high
property crime Index with value 0.5927.Dark green color pattern represents the area
with high index.The indicator Break and Enter Business is the maximum impact
indicator for the generated index, while indicator Arson is the minimum impact
indicator.

equals to 0.59. The interpretation model for such area are correlated with the indica-

tors Secondary high school Diploma, Unemployed, Did not work in the work activity,

No certificate or diploma, and Median Household income. Besides, the only indicator

with a negative correlation considering the same area is percentage of owner house-

holds spending more than 30 percentage income on households. Figure 4.9 illustrates

the area with the higher crime index value and the indicators correlated to it.

Besides, we also evaluated the dissemination area with a low crime index in South

Street, with the crime index equals to 0.07. For the interpretation, the positively

correlated variables are Median total income of households in 2015, Unemployed,

Tenant households spending more than 30 percentage of income on shelter costs and

negatively correlated variables are No certificate, Secondary High School Diploma

and Owner households spending more than 30 percentage of income on shelter costs.

Figure 4.10 illustrates the area with the low crime index value and the indicators

correlated to it.

For the high property crime areas, Statistics Canada found that “commercial zon-

ing” and “unemployed” are the significant reasons for the high property crime rate

neighborhoods. It agrees with some of The interpretation variables “unemployed”,
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Figure 4.9: Illustration of the interpretation obtained using explainers. Secondary
high school Diploma, Unemployed, Did not work in the work activity, No certificate
or diploma, and Median Household income.The areas in white and lighter color rep-
resents the strong association between explainers and index. the Positively correlated
variables are Secondary high school Diploma, Unemployed, Did not work in the work
activity, No certificate or diploma, and Median Household income.
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Figure 4.10: Illustration of interpretation obtained using explainers for the geographic
area with low property crime index.The positively correlated explainers are Median
total income of households in 2015, Unemployed, Tenant households spending more
than 30 percentage of income on shelter costs and negatively correlated variables are
No certificate, Secondary High School Diploma and Owner households spending more
than 30 percentage of income on shelter costs.
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“No certificate diploma or degree” produced by our tool for the most positively cor-

related variables for high crime index areas. Further, The statistics Canada [40]

found that the variables “Median household income” and “proportion of population

spending more than 30% of their income on shelter” correlates positively with the

South-End region of Halifax. It matches with The indicators “Median total income of

households”, “unemployed and % of tenant spending 30%” produced by our system

as positively correlated variables for the South-End region. Through these results,

it is possible to observe that both high and low index areas and their interpretation

results are similar to the observation produced by Statistics Canada [40], allowing us

to conclude that our system is efficient enough to predict the appropriate external

variables for the index interpretation. This agreement between our interpretation

results and the findings provided by Statistics Canada indicates that our approach

can successfully support the composition and interpretation of indexes.

4.6 Use-case: Violent Crime Index

For the second use-case scenario, we consider the indicators from the crime dataset

that falls under the Violent crime category. The use-case simulates the study con-

ducted by Statistics Canada to understand the high and low-density violent areas in

Halifax for the year 2001 [40]. The indicators chosen for violent crime are Assault

Level 1, Assault Level 3, Assault Weapon/Bodily Harm, Murder 1st Degree, Murder

2nd Degree, Sexual Assualt, Robbery Firearms, Death/Harm-Other and Explosives.

We used the linear combination technique applying weights 3, 5, 4, 6, 7, 3, 3, 4, and

5, respectively.Figure 4.11 illustrates the variable selection for the index composition

and the index distribution for the 601 dissemination areas of the Halifax Regional

Municipality.

Figure 4.12 represents the indicator contribution for the high violent crime index

area. Aggr Assault Level 3, Assault Weapon/Bodily Harm, Murder 1st Degree and

Assault Level1 are the list of indicators that contributed more for the high violent

index.

To understand the violent crime index areas, we used the following explainers,

Bachelor’s degree, Dwelling with Major repairs needed, Lone parent Family with female

gender, Lone Parent family with children, Lone parent family with two children, 20 to
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Figure 4.11: Illustration of Violent Crime index generated for 601 dissemination
areas.The selected indicators are Assault Level1, Aggr Assault Level 3, Assault
Weapon/Bodily Harm, Murder 1st Degree, Murder 2nd Degree, Sexual Assualt, Rob-
bery Firearms and Death/Harm-Other and Explosives with weights 3,5,4,6,7,3,3,4and
5 respectively. The indicator proportion for crime index is represented for each geo-
graphic area.

Figure 4.12: Illustration of the indicator contribution for the index composition of
high violent crime area among the 601 Dissemination areas of the Halifax Regional
Municipality.The indicators with maximum impact are Aggr Assault Level 3, Assault
Weapon/Bodily Harm, Murder 1st Degree and Assault Level1.The dark green indicates
the areas with high violent index.
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Figure 4.13: Illustration of interpretation obtained for the geographic area with high
violent crime index.The positively correlated explainers are 1 person and 20 to 24
years. The negatively correlated explainers are Bachelor’s degree and Female Parent.
The white and light colored areas represent the stonger association between explainers
and index.

24 years, and Household size of one person to interpret the generated index.

Figure 4.13 describes the explainers relation with the generated index for the

Northeast region of the Halifax Regional Municipality. The selected region represents

the high violent crime index. The explainers that are positively correlated with

the index are 1 person, 20 to 24 years. The negatively correlated explainers for

that area are Bachelor’s degree and Female Parent. Statistics Canada identified the

Northeast region of Halifax as high violent crime area. They found the proportion of

the population with a bachelor’s degree negatively correlated with the high violent

crime for the North-End region. This finding matches with our system explanation

for the high violent crime index area. The Bachelor’s Degree is negatively correlated

in both the Statistics Canada results and the results produced by our system.

Figure 4.14 represents the explainers for the violent crime index generated for

the Southwest regions of the Halifax Regional Municipality. The most positively

associated explainers are Household size of 1 person, Dwelling with Major Repairs

needed, Lone parent family with 1 child, Lone parent family with Female Parent. For

the Southwest region, Statistics Canada found that the proportion of population living
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Figure 4.14: Illustration of interpretation obtained for the south west region of Hali-
fax.The most positively associated explainers are Household size of 1 person, Dwelling
with Major Repairs needed, Lone parent family with 1 child, Lone parent family with
Female Parent. The light colored areas in the map represents the stronger association
between index and explainers.

alone produced the largest positive contribution to the explanation of violent crimes

for that region. The second positive contribution is the lone parent mother family.

Finally, the proportion of dwellings with major repair also associated positively with

the violent crime for the Southwest region. Therefore, Statistics Canada’s observation

matched with the interpretation produced by our system. Thus, the similar agreement

between our results and statistics canada observations demonstrates the efficiency of

our tool in interpreting the violent crime indexes generated for the Halifax Regional

Municipality.

4.7 Use-case: Drug-related Crime Index

Initially, an index was created considering some indicators from HRPC dataset, which

are related to drug crimes. In this scenario, categories selected were production of

heroin, production of cocaine, production of other drugs, importation of cannabis,

importation of other drugs, traffic of heroin, traffic of cocaine, traffic of cannabis,

traffic of other drugs, traffic of crystal meth, break and enter other places, human

traffic, explosives, break and enter firearms, and instruction of terrorism, having 5,
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Figure 4.15: Illustration of indexes produced for the drug crime index with indicators
production of heroin, production of cocaine, production of other drugs, importation
of cannabis, importation of other drugs, traffic of heroin, traffic of cocaine, traffic of
cannabis, traffic of other drugs, traffic of crystal meth, break and enter other places,
human traffic, explosives, break and enter firearms, and instruction of terrorism
having weights 5, 5, 4, 4, 4, 5, 5, 4, 4, 5, 5, 3, 5, 5, 6 respectively.The Color pattern in
the map ranges from light green to dark green indicating the intenstiy of the index.

5, 4, 4, 4, 5, 5, 4, 4, 5, 5, 3, 5, 5, 6 as combination weights, respectively. Figure 4.15

shows the attained index. Using this visual representation, it is possible to analyze the

impact of each indicator to the index in a specific dissemination area. For instance,

Figure 4.16 presents the analyze of a particular area, in which the index value is

0.3529 and has instruction of terrorism as the most relevant indicator.

Next, the weights of indicators was modified to 4, 4, 3, 1, 3, 4, 4, 1, 3, 4, 5, 3, 3, 4,

6, respectively, in order to evaluate the impact of the weights in the composite indexes,

as presented by Figure 4.17. In this example, we select the same dissemination area of

the previous example for analysis, with value equals to 0.362. Figure 4.18 presents a

comparison between both composite indexes, revealing regions where indicators affect

the index value significantly. In this visualization, the map illustrates the impact in

all dissimination areas, in which blue color means that the new index is lower than

the original index, while the red color shows the opposite.

As a next step, explainers extracted from the HRMD dataset were selected to
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Figure 4.16: Illustration of an index produced for dissemination area with high crime
index, having a value of approximately 0.368,instruction of terrorism is the most
indicator with maximum impact for the generated index.

Figure 4.17: Illustration of indexes produced for the drug crime index with indicators
production of heroin, production of cocaine, production of other drugs, importation
of cannabis, importation of other drugs, traffic of heroin, traffic of cocaine, traffic of
cannabis, traffic of other drugs, traffic of crystal meth, break and enter other places,
human traffic, explosives, break and enter firearms, and instruction of terrorism
having different weights 4, 4, 3, 1, 3, 4, 4, 1, 3, 4, 5, 3, 3, 4, 6, respectively.
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Figure 4.18: Illustration of index comparison. In the up-left corner of the screen, the
menu of the index is presented, a pie chart on the bottom left shows the percentage of
each indicator used to produce the composite index, and the map on the right shows
the difference between them. Green color means that the index on the right is higher
than the index on the right, while the red color shows the opposite.

interpret the first index. Demographic information such as income, householder, and

civil status was used to evaluate if these characteristics are related to the drug crime

index.The Explainers selected are Canadian citizens aged 18 and over,Household size

with 5 or more persons, Low income population with 18 to 64 years,population that

are never married, Occupation named Natural and applied sciences and related occu-

pations, Population that are married, Household size with 3 persons, After tax income

under 10000, Without after tax income, After tax income with 20000 to 29999, Age

characteristics under 25 to 29 years and Age characteristics under 30 to 34 years.

Figure 4.19 shows the results of such index interpretation, providing the reliability

of these explainers, indicating the difference between the original indexes and the

predicted indexes. The values that are closer to zero in the Rank chart indicates the

better approximation achieved by the model explainer to original index.

Figure 4.20 presents the explanation obtained for a dissemination area with high

crime index. In this figure, the variables that are more positively related to the index

in the area are Low income in 2015, 18 to 64 years and proportion of population that is

never married. The most negatively correlated explainers are Canadian citizens aged
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Figure 4.19: Illustration of the explanation obtained for the composite index using
the explainers Canadian citizens aged 18 and over, Household size with 5 or more per-
sons, Low income population with 18 to 64 years, population that are never married,
Occupation named Natural and applied sciences and related occupations, Population
that are married, Household size with 3 persons, After tax income under 10000, With-
out after tax income, After tax income with 20000 to 29999, Age characteristics under
25 to 29 years and Age characteristics under 30 to 34 years. Light colors on the map
represent high reliability, while dark colors correspond to low reliability.
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Figure 4.20: Illustration of the explanation obtained for a specific dissemination area
which has high index value and a reliable explanation. The variable that is most
positively correlated to the composite index in that area is Low income in 2015 18
to 64 years and the most negatively associate explainer is Canadian citizens aged 18
and over.

18 and over and Household size with 5 or more persons. This concludes the reliable

explanation obtained for the high drug and violent crime index of that dissemination

area. This analysis helps the expert to identify the potential reason behind the specific

crime happening for the dissemination area.

The above three scenarios illustrate the use case of our tool in the index compo-

sition and interpretation. As observed in the first two scenarios, the tool has been

effective in the composition of the index and produced efficient model interpretation

for the explainers. The interactive user interface reduces the burden of choosing the

right explainer for identifying the reason behind the generated index. The intuitive

nature of the user interface makes the tools accessible for end users and help them

to understand their generated index without the aid of the expert. This makes the

tool powerful and with initial training for the tool, end users will be comfortable with

the complete flow of the user interface. This concludes the motive of the tool to be

an powerful interactive user interface for index composition, which could help in the

process of making better decisions.



Chapter 5

User Study

The initial requirements for designing the interface has been gathered in the early

stages of development of interface. To determine the features required to accomplish

the task, we had group meetings with the people from Halifax Regional Municipality

and Halifax Regional Police. There were periodical discussion with them during

the development phase to identify and evaluate the visual interface to make sure it

matches the expectations. Their suggestions in those meetings helped us to identify

the appropriate feature for designing the interface. Further, they provided valuable

comments to improve the comprehensive nature of the interface. This helped us to

design the accessible visual interface that helps the end users to easily navigate across

the features built for Index Composition and Interpretation.

An exploratory user study was conducted to evaluate the performance of our

tool and determine whether it is comprehensible for the users. The assessment was

designed with the intent to determine whether the users could accomplish specific

tasks. Through task accomplishment, the level of agreement among different users

is computed to determine the accessibility of the tool. The assessment had further

components to gather feedback from the users on the interface design and software

quality.

Fifteen participants took part in the study. Eleven participants are male, and 4

participants are female, comprising 10 undergrad students and 5 masters students

from the computer science program at Dalhousie University. All the students were

encountering the tool for the first time, though they had an extensive background

in Data Visualization and Machine Learning (13 moderate to high familiarity and 2

moderate familiarity). Seven individuals rated their familiarity with composite index

high, and the other 8 individuals declared their familiarity moderate to low. Although

the participants had a similar computer science background, they represented various

skills regarding the familiarity with map-based interactive user interfaces and the

40
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understanding of dissemination areas.

The study experiments were conducted in a remote procedure. The participants

were given a demonstration video of the tool for 10 minutes. Each individual has

an opportunity to play around with the tool and ask questions after the demonstra-

tion. After that, participants were asked to fill the demographic questionnaire. The

tasks were designed to let users use the tool’s components and interactive functions in

practice, for example, navigating through the indicators to make a selection, setting

indicator weights, using the map interface, rank charts, and the index comparison

feature. After completing the questionnaire, the participants were directed to take

the session, which was composed of three parts. For the first part, they were asked

to create a composite index given a set of indicators. They were asked to answer

questions based on their interaction with the map interface for the generated index.

For the second part, the participants were asked to select specific explainers to inter-

pret the generated index. The tasks were structured to coerce participants answering

questions for their interaction with the explainer output on the map interface. For

the last part, the participants were asked to create another index by changing the

weights of the selected indicators for the previous stage. They were directed to answer

questions for their interaction with the comparison feature for the two indices. The

questions are ordered from easy to difficult tasks. This helped participants to build

their skills as they progress in the study. After the end of the task, the participants

were asked to respond to 5 point Likert scale questions about their subjective opinion

on the functionality, quality, and usability of the interface. Each study session lasted

for 35-50 minutes.

5.1 Study Results

Fourteen different questions comprise the study. The questions are structured so that

the first 2 questions cover the index generation task, the next 6 questions are related

to the index interpretation task, and the last 6 are related to the index comparison

feature.The descriptive statistics is computed for the participants response and it is

presented as follows. For the first two sections of the questions, the participants are

asked to identify the distinct locations in the map, specifically the North-End and

South-End regions of Halifax Regional Municipality. The participants were asked to
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identify the indicator with maximum and minimum impact for those two regions.

100% of the participants responded with the indicator Explosives for the South-End

region and 86.7% responded similarly for the North-End region.

For the next section of questions, the participants were asked to interpret the

generated index by selecting specific explainers from demographics indicators. They

were asked to identify the same location in the map used for the index generation task

and identify the variables that positively and negatively impact those regions. The

participants responded with 100% for the determination of a positively associated

explainer for the region. For the negatively associated explainers for the South-End

region, participants responded similarly with the rate of 93%. The participants were

then asked to identify the positively associated explainer for the highest and lowest

index regions. They responded similarly with the score of 80% for the interpretation

of the highest index area, and 66% for the interpretation of lowest index regions.

Since the AutoML configuration was minimized to facilitate the study faster, the

results obtained for the interpretation stage of some study varied slightly. That

might explains the reason for lower agreement among the users for the lowest index

regions.

For the last stage of this section of questions, the participants were asked to

identify the impact of adding/removing indicators to the generated index. They

were instructed to remove a specific indicator called Explosives for generating the

new index. They were asked to identify the impact of this removal operation on the

North-End region. They responded similarly with 100% for the impact identification

task. The participants responded similarly with 93% for the identification of the

impact of adding a new indicator B&E Home Invade to the previous index.

The final section of questions asks the participants to generate new indices with a

set of given weights to be applied to the previously chosen indicators. They were asked

to select the new index and the previous index for comparison, here called Index B

and Index A, respectively. They responded with 100% for the recognition of indicator

composition for the selection of both indices. Next, the participants are instructed

to identify the region near Downtown Halifax where Index B has higher precedence

over Index A. 93% of participants recognize the same area. The participants were
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asked to identify the indicator composition for the two indices for a directed dissem-

ination area in the map interface. They were asked to choose the indicator with the

maximum difference between Index A and Index B values. 100% of the participants

responded similarly with the selection of the appropriate indicators. The final tasks

are directed towards the opinion-based question with the statement of Index A having

higher/lower values than Index B for the dissemination area. 100% of the participants

agreed with the statement of Index A having higher values than Index B, and 93.3%

of the participants disagreed with the statement of Index A having a lower impact

over Index B.

The agreement of users for all the questions is calculated using standard statis-

tical analysis for the inter-rater agreement among multiple users. We consider two

statistical analysis measures for multi-rater based agreement models, Kripendorff al-

pha measure [27] and Fliess Kappa Coefficient [15]. The user responses for all the

questions are encoded for all before applying those statistical measures.

After the application of those measures for the 15 users and 14 questions, we

obtained the Krippendorff score of 0.8534, that is, a perfect agreement according to

the interval of Krippendorff alpha[27]. And, we obtain the Fliess Kappa coefficient

score of 0.8527, a perfect agreement score among multiple raters as per the interval

of Fleiss Kappa [15].

After the completion of the study, users responded to close-ended questions to

evaluate the functionality, user interface design, and usability of the tool. The data

was collected using a 5 point Likert scale for all the post-evaluation questions.

The table 5.1 presents the functionality questions and a summary of the answers

submitted by the users. Most participants agreed with the non-complicated function-

ality of index creation. Unexpectedly, only two participants agreed with the compli-

cated process for generating indices. Furthermore, most participants confirmed it is

easier for them to identify the geographic areas with higher/lower indices through the

bar chart visualization functionality. The participants disagreed with the complexity

of the interpreting feature.

Regarding index comparison, the pie chart feature was found to be useful for

comparing indexes (53.3% strongly agree, and 33.3% agree). Almost all of them

agree with the intuitive nature of the index comparison feature (40% strongly agree,
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Table 5.1: Post Evaluation Questionnaire review of the 15 users for the functionality
of the interface.

Question
Strongly
Disagree

Somewhat
Disagree

Neutral
Somewhat
Agree

Strongly
Agree

Is it complicated to cre-
ate Index

6 4 3 0 2

Is it complicated to iden-
tify the dissemination
area with higher and
lower index in map from
the rank bar chart?

8 4 1 1 1

I find it challenging to use
interpretability function-
ality.

5 6 3 1 0

Index Comparison fea-
ture does not look that
intuitive to me.

6 5 2 1 1

Pie chart feature makes it
easy for me to compare
the index in a better way.

0 2 0 5 8

Overall, I find the design
of the system interesting
and accessible.

0 0 1 8 6

and 33.3% agree). Finally, almost all participants agree with the functionality of the

visual interface intriguing and more accessible (40% strongly agree, and 53.3% agree).

Table 5.2 summarizes the participants’ ratings for the user interface design. The

diverse response is obtained for the comprehensive nature of the map interface used

in the system. This could be improved by restricting the navigation of the map

interface to only geographic areas relevant to the dataset. Only a few participants

have disagreed with the color pattern used for the index visualization (6.7%, strongly

disagree, and 13.3% disagree). Almost all participants agreed with the click func-

tionality of the map to identify the indicator/explainer composition more accessible

(40% strongly agree, and 46.7 % agree). They also found that switching map layers

between Index and Interpret layers more accessible (53.3% strongly agree, and 26.7%

agree) and intuitive to comprehend the index (53.3% strongly agree, and 40% agree).

Participants agreed on the intuitive nature of visualization (53.3% strongly agree,

and 40% agree) and found rank chart visualization to be more convenient to identify
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the high index geographic areas in the map (53.3% strongly agree, and 40% agree).

Most participants agree with the statement it is easy to navigate to create an index

(40% strongly agree, and 46.7% agree) and switching to explainers to interpret the

generated index (46.7% strongly agree, and 40% agree). They also mostly agreed

with the purpose of index comparison features to make the understanding of different

indices easier (53.3% strongly agree, and 33.3% agree).

Table 5.3 presents the rating submitted by the users for the usability of the in-

terface. Most participants did not find the system to be unnecessarily complex(Fir

System complexity, 26.7% strongly disagree and 60% strongly agree). There is a

diverse response from the participants for the statements that the users needed to

learn more before accessing the system, and most users would learn to use the sys-

tem easily. These inconsistencies might have been caused by the participants’ diverse

expertise and background. Most participants agreed that the system navigation is

accessible(33.3% strongly agree and 53.3% agree) and felt comfortable in accessing

all the features of the system(40% strongly agree and 40% agree). They were also

satisfied with the consistency maintained by the system for all processes(For system

inconsistency 40% strongly disagree and 60% agree).Thus the final study results was

satisfactory that most users find the user interface accessible and effective in regards

to the visualization of index composition and interpretation.
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Table 5.2: Post Evaluation user review of 15 users for the User interface Design of
the tool.

Question
Strongly
Disagree

Somewhat
Disagree

Neutral
Somewhat
agree

Strongly
Agree

I prefer the map interface
of the system to be more
comprehensible.

2 2 6 2 3

I like the color scale used
for the Map interface.

1 2 3 5 4

I find it straightforward
to switch between layers
in the map interface

0 2 1 4 8

The visualization-based
system is intuitive to use.

0 0 1 6 8

Map-based UI with dif-
ferent layers is so intu-
itive to comprehend the
index.

0 0 1 6 8

Rank chart makes it easy
to identify the dissemina-
tion areas with higher in-
dex score

0 0 2 5 8

Index comparison feature
makes the process of un-
derstanding index easier.

0 1 1 8 5

I find it easier to navigate
through the indicators to
create the index.

0 0 2 7 6

I find it straightforward
to switch to explainers
to interpret the generated
index.

0 1 1 6 7

I find it easier to identify
the indicator proportion
on the click functionality
of the map interface.

0 0 2 7 6
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Table 5.3: Post Evaluation user review of 15 users for the Software Usability of the
system.

Question
Strongly
Disagree

Somewhat
Disagree

Neutral
Somewhat
agree

Strongly
Agree

I found the system unnec-
essarily complex.

4 9 1 0 1

I needed to learn a lot of
things before I could get
going with this system.

4 2 4 3 2

I would imagine that
most people would learn
to use this system very
easily.

0 3 2 8 2

I find that overall naviga-
tion of the system is quite
accessible.

0 0 2 8 5

I felt so comfortable in
accessing all the features
of the system.

0 0 3 6 6

I thought there was too
much inconsistency in the
system.

6 9 0 0 0

I thought I would need
the support of the tech-
nical person to be able to
use the system.

4 5 2 3 1



Chapter 6

Conclusion

Composite Index Generation is widely employed to provide a representation of an

abstract concept being a composition of a set of indicators related to a geographic

area. Such composition faces various challenges, including the importance of specific

indicators and different perspectives to interpret it. In this context, we propose an

approach that aims to improve the interpretation of an index composition using a

visual analytics strategy, allowing the user to conduct comparisons between differ-

ent pairs of indices and associating external variables (explainers) for interpretation

to an index under analysis. In this context, the proposed framework uses informa-

tion from the Halifax Regional Municipality, which contains information about 601

dissemination areas, including demographics and crimes.

In our system, we decided to devise a simple linear combination strategy to com-

pose an index, instead of using PCA given two main reasons. First, we aim to address

situations where an index does not match the user expectation since, in our case, we

allow users to define the combination weights while PCA uses data variance. Sec-

ond, this also avoids the errors produced when uncorrelated indicators are used. It

is worth mentioning that the selected weights can be positive or negative, something

that is also not supported by PCA. In our system, once an index is created, it is

presented using a map metaphor, where users can interact to see the contribution of

each indicator for each dissemination area.

After index creation, interpretation tasks can be performed using regression anal-

ysis. In this case, the map visualization shows the correlation of explainers variables

with the generated composite index. Also, the user can select an area in the map to

see the relationship of each explainer with the index for a specific region. Moreover,

different indices can be compared through a pie chart, indicating the contribution

of each indicator. In summary, the proposed approach permits to produce and ex-

plore composite indices according to the importance of indicators defined by the user,

48
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providing an interpretation of indices with support of external variables. Such explo-

ration helps in the identification of findings or reasons for the obtained index values

for specific regions considering information not contained in the data used to generate

the index.

The system is evaluated using the baseline scenarios presented by Statistics Canada

to understand the high crime density areas of Halifax Regional Municipality for the

year 2001 [40]. They conducted the study to understand the violent and property

crime regions of Halifax. They applied a simple linear regression model for selected

demographic variables to identify the reason behind the density of crime happening

in Halifax. We simulated their experiment by generating indexes for property and

violent crime. The explainers predicted by our system for index interpretation is like

the results produced by Statistics Canada for the high-density crime areas. This val-

idated our system capability to interpret any indexes without the expert intervention

for identifying the appropriate machine learning model and feature selection. We

presented one more scenario demonstrating the usability of our system in real-time to

generate and interpret the indexes that represent the severe crime related to drugs.

A formal exploratory user study was conducted to assess the accessibility of the

interface and to understand if the visual interface incorporates necessary features so

that the most uses agree to with a similar conclusion for the index composition and

interpretation. The users are guided with a scenario for their interaction with the

user interface and are asked to answer questions from their interaction. Two standard

Statistical Levels of Agreement, viz., Krippendorff’s alpha, and Fleiss Kappa, were

applied to measure the level of agreement between different users. The study outcome

was satisfactory since a perfect agreement is achieved among different users according

to the interval defined by the two statistics measures with the score of 86% for the

Krippendorff’s alpha and 85% for Fleiss Kappa. Most importantly, almost all users

gave positive feedback regarding the usability of our Visual Interface. Users have

stated that our tool is easier to navigate and that there is no inconsistency observed

in its logic flow. They further identified the tool to be useful for generating and

comprehending the index. The overall functionality of the interface was identified as

intriguing and accessible by the users. The interface design and usability were rated

positively by most users. Finally, the interface was found to be useful and easier to
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learn so that users can get along with all the functionality of the system for the purpose

of an index creation and interpretation. This concludes our purpose of designing an

accessible interactive user interface for composing and interpret composite indexes

using visual analytics and interpretability strategies.

6.1 Future work

Besides the positive feedback from the users, we have observed some limitations of the

user interface that could have been improved to make the visual interface more ac-

cessible. And more importantly, many users have provided some valuable suggestions

regarding the possible improvements to our interface. Further, we have identified

some limitation regarding the interpretation technique for explainers. In this section,

some future directions of the research are discussed.

First we found that some users had felt the need for the map interface to be

restricted only to the area under the study. Therefore, in the future iteration of

implementation, the map interface could be improved by restricting the accessibility

of the location as per the boundary requirements of the loaded dataset. The next

improvement could be made in the direction of indicator selection for composing

indexes. The feature, that helps the user to choose indicator from the list of indicators,

was recommended to have adaptability to select multiple indicators with minimum

interaction. It can be improved in the future iteration of work. Third improvement

could be made in the direction of adopting the best strategy for functionality or

feature distinction. So the users could view only the appropriate visual components

for their selection of operation like index composition or index interpretation from

explainers. The same improvement could be applied for the area selection in the map

interface. So the users could view only the interested geographic area in the map

interface.

Selecting the appropriate indicators from the huge collection of data sets might

require some easier procedure to identify the specific indicator. This improvement

could be achieved by bringing in the new functionality related to the search bar to

restrict the loaded indicators as per the query. This search bar with filter option

could also improve the accessibility factor of the tool for the general user with limited

knowledge about the organization of indicator hierarchy structure. In the current
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interface, the user could compare their index with the previously generated indexes.

But the user interface could have some additional option for the user to view the most

commonly selected indicator for each category of the dataset from the previous user.

The pattern recognition algorithm can be adopted to identify the indicators that are

preferred often by the users for each category or sub category across the time for

index composition. Similarly, for interpretation the similar pattern recognition could

be applied to find the most preferred explainer selection for the specific combination

of indicators.

Our final limitation of the system that could be improved is in the process of

identifying the appropriate Machine Learning model for the purpose of Index Inter-

pretation. With the current implementation, the perfect model generation from Auto

ML technique is excellent in terms of finding the approximation relation between the

dependent variable and the selection of independent variables, also called explainers.

But, it takes more time for the task to identify the correct model. In the future, we

could improve this technique by finding the correct strategies to generate the perfect

approximation model with lesser time. With lesser time and better approximation, it

will improve the usability of the visual interface and help users to reach conclusions

at a faster rate.

The Endeavor of Using Visual Analytics and Interpretability strategies to under-

stand the impact of input variables on Indices derived from Municipality Data Sets

has received some positive and encouraging responses from the participants. Those

comments appreciated our system for the interesting visualization system, balanced

working of internal algorithms, user-friendly interface, and well-designed interactive

and accessible interface. Although the thesis part is completed, the interface would

be available for the real world application with next releases and improvements.



Appendix A

Ethics

A.1 Recruitment Document

Subject: Invitation to participate in a Research Project for Visual Interface

Hello Everyone,

We are recruiting participants to take part in a research study to evaluate the

visual analytics application. The study involves the interaction with the Visual Inter-

face tool designed to interpret the pattern of index generated for the Halifax Regional

Municipality. We are looking for students/staff/professors at Dalhousie University.

The research study is one session. The study will be conducted online through Mi-

crosoft Teams Platform. You will meet the lead researcher online who will elaborate

on the study and ask you to send the signed consent form through email and fill in

a background questionnaire. After that, you will have a short demonstration video

of interacting with the user interface for about 5-10 minutes. After the completion

of the study, you will fill out and submit an evaluation questionnaire about the ex-

perience with the system. You should be able to complete the study in 50 minutes.

Compensation is CAD 15 for participation in the study. The study will be expired

in a week from today. If you are interested in participating, please contact Balaji

Dhakshinamoorthy (balajid@dal.ca).

The link to the consent form is attached to this email. If interested, Participants

are recommended to read the consent form, sign upon the agreement of conditions

and email to the principal investigator Balaji Dhakshinamoorthy (balajid@dal.ca)

before the beginning of the Study.

A.2 Ethics Approval

The user study of this dissertation requires the approval from Research Ethics Board.

The application process takes about 2 months that includes review of the submitted
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Figure A.1: Ethics Approval Email

application. Once approved, the user study can be initiated with the condition listed

in the application. This section displays the application submission and approval

obtained from REB. Further, the details of the consent form and questionnaire are

attached for the reference. FigureA.1 indicates the approval obtained from the REB

for user study. Figure A.2 illustrates the application submitted for the REB.

Attached are the screenshots of the email conversation that describes the submis-

sion of application and Approval of the REB Board.
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Figure A.2: Email indicating the submission of Ethics Application



Appendix B

Consent Form

Using Visual Analytics and Interpretability strategies to understand the

impact of input variables on Indices derived from Municipality Data Sets.

Principal Investigator: Balaji Dhaskhinamoorthy balajid@dal.ca(902-430-7106)

Supervisor: Dr. Fernando Paulovich (paulovich@dal.ca) (902-494-1986)

Faculty of Computer Science, Dalhousie University, 6050 University Ave., PO Box

15000, Halifax, NS, B3H 4R2, Canada.

Contact: balajid@dal.ca(902-430-7106)

You are invited to participate in a research study being conducted by Balaji

Dhakshinamoorthy who is a Master of Computer Science student at the Faculty

of Computer Science, Dalhousie University. This study is being done as part of a

research project.

The information in this consent form will outline any possible risks, inconvenience

and discomfort that you might experience.

Participation is voluntary, and participants are free to withdraw at any time with-

out repercussions. If you have any concerns and questions about the study, please do

not hesitate to ask the principal investigator.

Purpose The study is an exploration to determine the accessibility of the Visual

Interface and to evaluate its interpretability among different users.

Study Design The principal investigator will analyze the operations the partic-

ipants use during the experiment in order to design a better interface to aid decision

making process. The principal investigator will also analyze the participant’s final

selected results.

Who can Participate in the study You may participate in this study if you

are a Dalhousie University student/staff/faculty. You should be able to play around

with interfaces like Map based UI (Google Maps), bar chart and pie chart. The study

will evaluate the interpretation of the visual interface.
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Who will conduct the research Balaji Dhakshinamoorthy, an MCS student

from the Faculty of Computer Science, Dalhousie University, will be conducting the

research, i.e., distributing and collecting questionnaires, introducing and demonstrat-

ing the software, and answering questions.

Possible risks and discomforts No extraordinary risks are anticipated in the

present study. The risk is expected to be no more than that of every day’s life. The

prolonged duration of 50 minutes might make you little exhausted. But there will be

breaks in between sessions. Your name will not be connected to the data collected

from you.

Possible benefits You will be given $15 CAD for compensation. In addition,

your participation will be greatly appreciated, and we expect that it will help us to

learn better how users can interact with the Composite Index Generator systems and

develop new technique to aid people in understanding the complex data better.

What you will be asked for You will answer a demographic questionnaire, re-

ceive a short training on the task and systems used in the study, then you will perform

three tasks and answer the questionnaires about the tasks you performed. The study

requires Participation time of 50 minutes which includes the system demonstration

time of 5-10 minutes.

• You will sign the consent form.

• You will complete a demographic questionnaire.

• You will be given a tutorial on how to use the Interface.

• You will be given a practice session to use the software.

• You will be given evaluation (post-condition) questionnaire.

• You will perform three tasks of generating Indices, interpreting indices and

comparing indices.

• You will submit the post-study questionnaire and comments and get your com-

pensation.

If you wish to participate in the study, please:
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• Sign the consent form, and

• Email it to the principal investigator balajid@dal.ca.

The principal investigator will keep the copy of this consent form.

Confidentiality Your name and address will not be required when answering

any of the questions. Any of your contact information will be discarded right after

the study. All your non-sensitive anonymized data will be treated confidentially and

stored in a secure location. Non-sensitive anonymized data gathered from this study

may potentially be used in the publications. Those data will be retained for five years

after publication and then destroyed. Your personal documents will not be stored in

the system

Possible follow-ups There will be no follow-ups after the end of the study. No

Personal Identification will be retained and will be completely discarded after the end

of the study. In all cases, all your data will be treated anonymously in all publications.

You will use and test a new system which is of private intellectual property and you

agree to not disclose any details about the systems that you test.

Questions Please feel free to ask the principal investigator (Balaji Dhakshi-

namoorthy balajid@dal.ca) about anything to do with the study before (or after)

you give consent to participate.

By signing and emailing this form, you are agreeing to the following statements:

• I understand that I may discontinue my participation at any point during the

study and withdrawal cannot be accepted after the end of the study.

• I have read and understood the procedure and nature of this study.

• I have had a chance to ask any questions I have about the study, and they have

been answered.

• I am aware that all research material will be kept confidential

• I agree to not disclose any detail about the tested systems to any other entity.

• My quotations will be used for the evaluation and improvement of the user

interface and will not be quoted in any presentations/publications.
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• I understand that if I have any complaints about the experiment that I may

contact

Office of Research Ethics, Dalhousie University. Email:catherine.connorsdal.ca

Phone: (902) 494-1462

• I hereby consent to voluntarily take part in the study

Name: —————

Signature: —————

Date: —————

Study Results

I want / do not want to receive the study results.

Email: —————



Appendix C

Questionnaire

1. In the dissemination area (as directed in the map), which indicator makes a

maximum impact for the generated index?

• Terrorism-Instru

• Import Cannabis

• Explosives

• Product Heroin

• Import OTH Drug

2. In the dissemination area (as directed in the map), which indicator makes a

minimum impact for the index?

• Traffic OTH CDSA

• Human Traffic

• Import OTH Drug

• Traffic cocaine

• B&E other

3. Based on the interpretation module for the dissemination area (as directed), which

explainers tend to associate positively with generated index?

• without children in a census family

• 2006 to 2010

• Natural and applied sciences and related occupations
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• 20000 to 29999

• 25 to 29 years

4. Based on the interpretation result for the dissemination area (as directed), which

explainers tend to associate negatively with generated Index?

• 2011 to 2016

• 25 to 29 years

• 5 or more persons

• 2006 to 2010

• without children in a census family

5. Identify the explainer that is more positively associated with the dissemination

area that has higher index?

• without children in a census family

• Natural and applied sciences and related occupations

• 2006 to 2010

• Married

• 25 to 29 years

6. Identify the explainer that is more positively associated with the dissemination

area that has lower index?

• 25 to 29 years

• 20000 to 29999

• 2011 to 2016

• without children in a census family

• Never married
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7. In the index Comparison module, which indicator impacts more for the selection

Index 1?

• Explosives

• Terrorism Instru

• B&E Firearms

• Traffic cocaine

• B&E other

8. In the index Comparison module, which indicator impacts more for the selection

Index 2?

• Terrorism Instru

• Human Traffic

• B&E other

• Traffic cocaine

• Product heroine

9. In the index comparison module, identify one dissemination area where index

1 selection has more impact than index 2 selection?

• 12090588

• 12090590

• 12090623

• 12090733

• 12090871

10. In the dissemination area (as directed) Which indicator proportion has a

maximum difference between index B than index A?
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• B&E other

• Traffic cocaine

• Traffic OTH CDSA

• Terrorism Instru

• Arson

11. In the Dissemination area (as directed) how the addition of indicator impacts

the index?

• Positively

• Unchanged

• Negatively

12. In the Dissemination area (as directed), how the removal of indicator impacts

the index?

• Positively

• Unchanged

• Negatively

13. In the index comparison module, I find Index 1 has lower values than Index 2

• Agree

• Neutral

• Disagree

14. In the index comparison module, I find Index 1 has higher values than Index 2.

• Agree

• Neutral

• Disagree
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