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Abstract

Supervisory Control and Data Acquisition (SCADA) systems are used for monitoring

industrial processes such as power grids, water supply systems, traffic control, oil and

natural gas mining, space stations and nuclear plants. However, their security faces

the threat of being compromised due to the increasing use of open access networks.

Furthermore, the emergence of quantum computing has exposed a new type of threat

to SCADA systems. Failure to secure SCADA systems can lead to catastrophic con-

sequences. For example, a malicious attack can take control of the power supply to a

city, shut down the water supply system, or cause malfunction of a nuclear reactor.

The primary goal of this thesis is to classify attacks on SCADA systems, identify

the new type of attack based on quantum computing, and design a novel security

scheme to defend against traditional attacks as well as the quantum attack. The

proposed ‘Signcryption’ scheme provides both encryption and intrusion detection.

In particular, it detects the man-in-the-middle attack as this intrusion can lead to

others. The signcryption scheme is built on the foundation of the fundamental BB84

cryptographic scheme and does not involve computationally expensive third party

validation. We simulate the proposed scheme using the Quantum Information Toolkit

in Python. Furthermore, we validate and analyze the proposed scheme using security

verification tools, namely, Scyther and Prism.
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Chapter 1

Introduction

SCADA systems are used as control systems for monitoring industrial processes such

as oil mining, electric grids, traffic control systems, water treatment plants, space

stations, and nuclear systems. Modern SCADA systems have been exposed to a range

of cyberattacks since they use open-access networks to leverage efficiency. Failure to

secure SCADA systems can be catastrophic [49]. For example, a malicious attack can

take control of the power supply to a city, shut down the water supply system, or

cause the malfunction of a nuclear reactor[37].

Current SCADA systems have a number of added features which increase the

system complexities and are thus difficult to maintain. Some of the added features

include control logic, communication protocols, user interfaces, and security. For

example, many organizations do not tolerate data delay or data loss. Added features

like firewall function and anti-virus software processes can lead to delayed delivery of

data [92]. The systems must operate continuously and in tight timing [67]. Moreover,

the communications are vulnerable to various threats. In the past few years, the

number of cyber-attacks, in general, is rising and has been affecting the power station,

water, gas, and nuclear control systems. The pattern of cyber-attacks has also evolved

beyond the simple attacks such as Denial of Service or Man-in-the-Middle[67][37].

In December 2015, due to a successful cyber-attack on SCADA, 2,30,000 people

were left without power for hours in Ukraine. After a year, another similar attack

hit the country. This attack was launched by using spear-phishing emails and is still

in practice against industrial organizations. According to the U.S. Department of

Justice, there was an attack on a small dam in Rye Brook, New York in 2013. The

hackers gained access to the core command-and-control system by using a cellular

modem. Although the breach occurred in 2013, it remained unreported until 2016.

Furthermore, according to FBI and Homeland Security last year’s joint report [22],

there have been cyber-attacks on nuclear power plants throughout the U.S., in which

1
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the control systems were targeted. The main motive and severity of the attacks are

not known, but the method used for the attack was spear phishing[37].

SCADA networks also comprise of resource-constrained devices such as Remote

Terminal Units or Programming Logic Units, and these devices require lightweight

ciphers. Traditional intrusion detection systems (IDSs) such as firewalls are now un-

able to protect from new threats [66]. Robust security schemes involving machine

learning to detect intrusions and encryption algorithms are essential to ensure secure

encrypted communication between nodes in SCADA networks. These threats and at-

tacks have motivated researchers and organizations to develop new robust and secure

techniques for SCADA networks[37].

Although there are several survey papers on the security threats, key manage-

ment schemes, and intrusion detection systems in SCADA networks [77][79][59], the

reviews do not specify a comprehensive comparison of the various schemes., Sajid et

al.[83] have provided an excellent survey on the security and challenges of the SCADA

systems. However, the paper does not provide a comparison of all the security pro-

tocols and standards for SCADA systems. Motivated by this, the thesis includes an

extension of the survey provided by Sajid et al. [83]. It gives a review of the SCADA

communication structure and the recent threats faced by them. It then provides a

classification and comparative study of the existing security protocols used and pro-

posed to date. Based on the analysis, it also provides the limitations of each of the

standards and protocols[37].

Furthermore, the emergence of the quantum computer is not only valuable but

also a risk to cyber field. According to Shor’s algorithm and Grover’s algorithm, a

quantum computer can crack classical encryption schemes, including Elliptic Curve

Cryptography (ECC) [26][34]. The existing standards and protocols are not only

vulnerable to traditional attacks but also quantum attack[37].

The microchip circuits developed at QETLabs can generate and distribute keys

encoded in qubits by using the quantum properties of superposition and entanglement.

This chip presents an opportunity to apply Quantum Key Distribution (QKD) to

resource-constrained devices[89].
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1.1 SCADA Communication Architecture

SCADA systems consist of several entities organized in a hierarchical structure [66].

They are used in monitoring various kinds of infrastructure and industries. They

comprise the integration of data acquisition systems, data transmission systems and

Human-Machine Interface (HMI) [66]. The HMI is a user interface that connects

a person to a device. It is mainly used to visualize data, and monitor production

time, machine inputs and outputs. Figure1.1 illustrates a generic SCADA network

communication architecture [35][84][26]. The HMI is a software interface while the

hardware components are as follows[84][26][37].

• Master Station Unit or Master Terminal Unit (MSU/MTU) is the control center

of a SCADA network.

• Sub-MSU or Sub-MTU acts as a sub-control center. However, it is not needed

in some cases. The MSU can connect to the remote station units directly.

• Remote Station Units are Remote Terminal Unit (RTU), Intelligent End Device

(IED) and Programmable Logic Controller (PLC). They are used to monitor

sensors and actuators to collect data values.

A communication link is shared between the MSU and Remote Station Units. Vari-

ous types of communication links may be used, such as Ethernet, optical fiber line,

satellite, and wireless.

SCADA system architectures have four typical architectural styles as follows

[9][37]:

• Monolithic: In 1970s, controlled units or MTUs were hardwired to RTUs.

• Distributed: In 1980s to 1990s, MTUs and RTUs communicated using commu-

nication protocols and servers. However, they did not allow Internet connection.

• Networked: In 2000s, SCADA architecture started using external networks like

the Internet.

• Web-based SCADA: Currently, users can access SCADA systems using web

browsers and mobile devices.
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Figure 1.1: SCADA network communication architecture

The evolution of SCADA has led to increased complexities. Some of the features

responsible for this are the following[37] [92][9].

• Addition of new components such as computers, operating stations, communi-

cation servers and other types of resources.

• Increase in amount of data exchange between units with the increase in the

number of components.

• Increase in the amount of interactions between the system components.

• Usage of firewalls and anti-virus software that consequently slows down the

processing power of the system and leads to delay in data transfer to other

units.

Thus, as the size of the SCADA architecture and added features increase, the

complexity of the SCADA architecture also increases. This makes managing a large

amount of data more difficult, leading to loss of data availability. Furthermore, it

makes the SCADA architecture susceptible to cyber-threats[92][9][37].

1.2 Security threats faced by SCADA networks

Like any other system or network, a SCADA network faces the following threats[49][26][37].
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• Loss of availability can cause power outages and can have a negative impact

on the efficiency of power supply chains. The operation, if completed after a

deadline, may have a cascading effect in the physical domain. Thus, achieving

availability as a security goal should be one of the primary objectives of a

SCADA network.

• Loss of integrity is a scenario when the attacker modifies the data, and thus,

the receiver receives the changed data. This type of scenario is achievable

by launching a Man-in-the-Middle(MiM) attack, which can further result in

malware injection and IP spoofing.

• Loss of confidentiality can be achieved by eavesdropping on a channel. It leads

to the loss of privacy and stealing of data as private data is exposed.

• Repudiation is where the sender denies they have sent the data at that time.

• Lack of authentication in the Distributed Network Protocol 3.0 (DNP3) used

in SCADA systems which can lead to an impersonation attack [42].

1.3 Attacks on SCADA networks

The usage of Internet connectivity, cloud computing, wireless communications, and

social engineering on SCADA networks have made its architecture vulnerable [49].

One of the main reasons for the vulnerabilities in SCADA is the lack of strong en-

cryption and real-time monitoring[37].

Attacks can occur at all layers from the supervisory level to the field instrumenta-

tion level [100]. The most common attacks are described as follows [100][94][44][40][38][37].

Eavesdrop: It can be of two types: Passive eavesdropping and Active eavesdropping[64].

The communication network can be wired or wireless. By accessing the network

between the MTU and sub-MTUs or RTUs, the invader can install eavesdropping

equipment in the network [99]. The tools that can be used to launch this type of

attack are Wireshark, tcpdump and, dsniff [93].

Man-in-the-Middle (MiM): This occurs when the attacker is in between two units

and fetches the private information. The most common MiM attacks are the following
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Figure 1.2: Classification of SCADA attacks in terms of security requirements and
OSI layers.

[64]: Session Hijacking network server, IP Spoofing and Replay attack. In MiM attack,

the intruder monitors the traffic and injects abnormal data during the transmission

and sends it to the receiver [99]. In case of a successful session hijacking and IP

spoofing, it takes over the session and maintains the connection. The spoofing helps

the attacker to go undetected [6]. A few tools that can be used are Ettercap, SSLStrip

and,Evilgrade [1][37].

Masquerade: The attacker uses a fake identity to pretend to be a legitimate user

and steals information from the system or the network. By launching IP Spoof-

ing and a brute force password attack, they can use stolen passwords and logins to

gain unauthorized access [99]. A few examples of tools are Ettercap, Arpspoof and

Brutus[1][37].

Virus and worms A malware is a malicious software or a program that corrupts

the data stored in the computer. They can also lead to Distributed Denial of Service

attack. Virus and worms are types of malware [51]. The intruder can send a file
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containing malicious code to the MTU after launching MiM or masquerade attack.

For example, the virus or worm can spread through sending e-mail attachments,

web link and peer-to-peer file sharing networks [51].Any malicious code which is self-

replicable and attached to .exe file in the device [51].

Trojan Horse: This is a type of malicious program disguised as a harmless file.

However, unlike a virus, a trojan horse is not self-replicable. Therefore, hackers

use social engineering tactics to transfer this type of virus [80]. After launching IP

Spoofing or social engineering, the intruder can inject innocent looking malicious and

executable code and send it as a web link or a free download to the target system.

Thus, the hacker can gain access and hack the control systems[80]. Social engineering.

For example, web links offering free software download.

Denial of Service (DoS): This is a type of attack where a legitimate user is denied

access to a resource. It attacks the availability requirement of a network [48]. An

infected RTU by virus or worm can send random IP packets to the MTU and thus

consume network bandwidth. It further leads to resource starvation. For example,

Slowloris, GoldenEye for operating system Kali Linux. And, another tool named Low

Orbit Ion Cannon (LOIC)name=LOIC,description= Low Orbit Ion Cannon[88].

Fragmentation: Fragmentation attack is a type of DoS leading to unavailability

of resource [2][85]. It involves sending of over-sized datagrams. In this type of attack,

the sizes of the sent datagrams are greater than network’s maximum transmission

unit[85]. Tools used to launch DoS attack can be used for Fragmentation attack.

Cinderella: The objective of this type of attack is to expire the security software

license. The hacker disguises their ID as a legitimate user and gains access to system

by using a brute-force attack. Then the internal network clock is changed to ex-

pire the security software prematurely, thus increasing the network vulnerability[56].

Attackers can use the tools that are used to launch masquerade and brute-force at-

tack. For example, Ettercap for masquerade [43]. Ncrack, Hydra and Hashcat for

brute-force attack [43].

Doorknob rattling: The type of attack when the failed attempts of a brute-force

remains hidden from the detection system of the network[100]. At first the attacker

will launch masquerade attack. Then, they try to attempt a random combination

of username and passwords repeatedly on different devices to gain access. So, this
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leads to a few failed attempts. If the failed attempts are going undetected, this

kind of attack can be successful[100]. Few tools that can be uses are: Ettercap for

masquerade [43] and Ncrack, Hydra and Medusa for brute-force attack [43].

They can also be categorized based on attacks on hardware, software, and network

connection [100].

• Attack on hardware: This is a scenario where the hacker gets unauthenticated

access to the units and tampers with them or their functions. The primary

challenge in securing hardware is access control. For example, the doorknob-

rattling attack [100].

• Attack on software: The SCADA system utilizes a variety of software to enhance

its efficiency by fulfilling the functional demands. However, due to poor imple-

mentation, it is vulnerable to SQL injection, trojan horse and buffer overflow.

These are a few examples of attack on software [100].

• Attack on network connection: The attack on communication stack can be

on the network layer, transport layer, and the application layer. Figure 1.2

mentions a few attacks on the layers of the Open Systems Interconnection (OSI)

model[100]. The Application and session layers perform network processes to

applications. The Transport layer manages transportation concerns between

host and confirms data transport reliability. The Network layer routes data

packets and decides the best path for data delivery. The Datalink layer defines

the format of data to be transmitted. The Physical layer is responsible for

binary transmission.

1.4 Possible Attacks Using Quantum Computer

In recent years, the rapid development of quantum computers has poised a threat to

cybersecurity. A quantum computer can solve and crack mathematical operations.

For example, the problem of factoring enormous numbers which is the core of any

encryption scheme. The primary two types of attack a quantum computer can launch

are:
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• Man-in-the-Middle(MiM) attack between two victims to fetch the information

passing over the communication channel.

• Brute-force attack launched to decrypt the fetched cipher over the channel.

Currently, a quantum algorithm can be used to launch only these two main attacks

on the existing security structure of SCADA networks.

1.5 Defense against Attacks

Modern SCADA networks relies on internet connectivity, cloud computing and wire-

less communications. These has made its infrastructure susceptible to various attacks.

Mostly, the Man-in-the-Middle (MiM) attack is the source of every other attack. Thus

the proposed quantum resistant security scheme mainly focuses on the prevention of

the MiM attack. It also provides security against the following attacks discussed in

the Table 1.1.

1.6 Research Problem

• Existing standards do not provide strong confidentiality,integrity and availabil-

ity.

• Existing intrusion detection systems do not provide confidentiality.

• Existing key management protocols fails to provide confidentiality and avail-

ability.

• Current security scheme does not provide resistance against an attack launched

by a quantum computer.

1.7 Contributions of the thesis

The primary contributions of the thesis are the following:
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Table 1.1: Attacks defended

CLASSICAL ATTACKS Description
Attack
against
Confi-
dential-
ity

Packet
Sniffing

The intruder intercepts the two-way traffic and fetch sensitive
data. By using Wireshark and Tcpdump, sniffing can be at-
tained.

Eavesdrop
The intruder can install an eavesdropping equipment in the wired
or wireless network between the RTU and MTU. Tools that can
be used are Wireshark and dnsiff.

Attack
against
In-
tegrity

Man-
in-the-
Middle
attack
(MiM)

In MiM attack, the intruder monitors the traffic between the
nodes. The data packets traded between two victim nodes are
captured. The intruder then injects abnormal data and sends
it to the receiver. It can launch IP spoofing and Session Hi-
jacking attack. Few tools used to launch MiM attack: Ettercap,
SSLStrip and Evilgrade.

Session
Hijack-
ing

After a successful MiM attack, the intruder accesses the informa-
tion and services in the MTU an RTU. It accesses the session ID
and launches replay attack. A few examples of tools are Ettercap
an Evilgrade.

Data In-
jection

The intruder can successfully alter the data after launching MiM
attack. Few tools that can be used are Wireshark and Ettercap.

Replay
Attack

The attacker can launch replay attack by performing session hi-
jacking and IP spoofing. By imitating as a friendly unit and
using the session id, it stores the old data and send it to other
units later. Tools that can be used are Ettercap, Evilgrade.

Attack
against
Authen-
tication

Masquerade

By using IP spoofing, the attacker uses a fake identity to pretend
as a original unit and, steals essential data from the system.Tools
that can be used for launching this type of attack are Ettercap,
Arpspoof and Brutus.

Attack
against
Avail-
ability

Denial
of Ser-
vice
(DoS)

This kind of attack occurs when a compromised unit is used
to target a system by sending huge traffic or large amount of
junk data. A unit can be compromised in several ways after a
successful MiM attack. The examples of DoS attack tools are
Slowloris and GoldenEye.

QUANTUM ATTACK

Quantum
Attack

Brute
Force
Attack
by a
Quan-
tum
Com-
puter

The emergence of quantum computer brings with it benefits as
well as risks to the cyber field. A quantum computer is way
faster and efficient than traditional computers. Using Shor’s and
Grover’s algorithm, a quantum computer can launch brute force
attack and crack the traditional encryption schemes in a brief
time. One such problem is Elliptic curve cryptography (ECC).
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• It provides researchers and organizations with a report that discusses and ana-

lyzes the schemes and efforts proposed to secure the SCADA networks. It also

gives a comparative study of the existing standards and schemes.

• It identifies a new threat based on quantum computing faced by SCADA.

• A new security scheme been proposed for SCADA networks has to protect

against traditional as well as the quantum attack. Furthermore, the proposed

scheme acts as both encryption and intrusion detection system. The scheme

generates a signcrypted message by using BB84 protocol and one-time digital

signature. Unlike other signcryption schemes, this scheme does not depend on

a third-party.

1.8 Thesis Outline

The rest of the thesis is organized as follows; Chapter 2 describes the background

work that was beneficial to understand the proposed scheme. Chapter 3 provides

the existing standards and protocols developed and used for SCADA systems. It

also gives a comparative study of the current security schemes. Chapter 4 describes

the proposed scheme for SCADA networks. Chapter 5 displays the formal analysis

and the experimental results of the proposed scheme. Lastly, Chapter 6 provides the

conclusion and future work.



Chapter 2

Background

This thesis proposes a novel signcryption scheme which involves BB84 protocol, error

correction protocol, and one-time digital signature. This chapter provides a back-

ground survey on existing procedures used in existing quantum key exchange proto-

cols as well as contributed to developing the proposed scheme.

2.1 Existing Error Correction Protocols used in Quantum Key

Exchange Systems

This section provides a survey on the existing error correction protocols used in

quantum key exchange protocols. A quantum channel in the presence of an intruder

or the cause of any environmental factor can create noise. This disrupts the key

exchange via the channel. To resolve these errors, error reconciliation protocols are

used. After the quantum key exchange, the system follows a process called Key

Sifting. The sender and receiver discuss their choice of basis via the public channel

with dubious security. After the discussion, they estimate the errors present in their

respective keys. To reconcile the errors while preserving security in the exchanged

key, the following protocols have been proposed and used[46].

Parity bits: All of the protocols use parity bits or check bits. They are

adhered to a binary stream to denote the total number of 1-bits in that stream is

even or odd. There are two types of parity bits: Even parity bits and Odd parity

bits[41].

• Even Parity Bits: The number of 1s are counted. If the count is odd, parity bit

is 1. Else, it is 0.

12
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• Odd Parity Bits: The number of 1s are counted. If the count is odd, parity bit

is 0. Else, it is 1.

2.1.1 Cascade

The Cascade protocol is the most famous error reconciliation protocol developed

and used by Bennett and Brassard[46]. In this scheme, the sender and the receiver

agree on a block size and seed based on the error estimation. Then, both of them

segments their keys into agreed sized blocks. They exchange the 2-bit parity of each

of their blocks. When there is a parity mismatch, they perform a binary search in the

corresponding block to find a single bit error. After the search, the error is detected

and resolved. This is the first complete pass of the protocol. In each succeeding pass,

the block size is doubled, and the same process is repeated[46].

It is a simple protocol which is computationally efficient but with large

amount of interaction between sender and receiver.

2.1.2 Winnow

In 2003, Butler et al. [46][96] proposed a protocol named Winnow, which significantly

reduces the interaction between the sender and receiver. Instead of using binary

search, it uses hamming code to identify and correct single-bit errors. Furthermore,

this protocol introduces errors in the key during the process in case of non-uniform

error distribution[46][96].

In the Winnow protocol, the initial key is segmented into blocks. Prior to

segmentation, the sender and receivers perform error estimation. Based on the error

rate, they agree on size of the blocks. The block size is determined in increasing

powers of 2. For example, 8,16,32,64,128. They exchange and compares the parity

of each block. In case the parity does not match, they compare the syndrome de-

duced by using Hamming hash function. The number of passes depends on the error

rate[46][96].
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Hamming Code Structure[46]: A Hamming Code follows even parity bits.

They are used to detect two-bit errors and resolve single bit errors. In a Hamming

codeword, all bit positions that are power of 2 are denoted as parity bits. The rest

bits is data. For example, when Hamming function is applied on a message with four

binary digits, three parity bits are added to the digits. It gives a (7,4) codeword as

shown in the figure ??. D7, D6, D5 and D3 are the data bits. P4, P2 and P1 are the

parity bits.

Figure 2.1: Hamming Code Structure

Hamming Code Algorithm[46][96][90]:

Step 1: To determine the value of parity bits, the sequence of bits is alternatively

checked and skipped. For example, a sender sends data of binary digits 1101 to the

receiver.

For P1, check 1 bit and skip 1 bit. That is, check for these positions: (1, 3, 5,

7, 9 . . . ). For P2, check 2 bits and skip 2bits. That is check for these positions: (2,3;

6,7; 10,11; . . . ). For P4, check and skip 4 bits which gives the follow bit positions:

(4,5,6,7; 12,13,14,15; . . . ).

For P1, the parity for D3, D5, D7 or 101 is 0. This is because it follows even

parity. Since the number of 1 is even, the parity is 0. Else, it will be 1. Therefore,

P1 is 0.

For P2, the parity for D3, D6, D7 or 111 is 1. Thus, P2 is 1. Similarly,

the P4 for D5, D6, D7 or 011 is 0. Therefore, the obtained Hamming codeword is

1100110 for the message 1101.

Step 2: At the receiver’s end, the bits on positions (1,3,5,7), (2,3,6,7) and

(4,5,6,7) are checked using even parity. If P1, P2 and P4 is 0, then no error is present

in the received codeword.
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Step 3: If there is error present in any of the parities, the parity value will

be 1. For example, if P1 and P4 is 1, then the received codeword is wrong. The error

word will be P4, P2, P1 which gives 101. The decimal value of 101 is obtained which

is 5. This depicts that fifth bit of the codeword is incorrect and thus, it is flipped.

As per the property of Hamming code, it can detect and correct one error

per block. If that block contains a large number of errors, it introduces a new error to

the block. To avoid this situation, the smaller block size can be used, but it results in

a large number of blocks. This consumes more parity bits to exchange and increases

the amount of information leaked. However, if larger block size is used, a new error

is introduced[46].

2.1.3 Low Density Parity Check (LDPC)

The LDPC is defined by parity check matrix H and a generator matrix G. The

dimensions of both the matrices is m∗n such thatn∗k = m∗ j. The ‘j’ is the number

of 1s in each row and the ‘k’ is the number of 1s in each column. The ‘n’ is the block

length. The Generator matrix is denoted as G and the Parity matrix is denoted as H.

The j and k are small compared to the number of rows and code length. Therefore,

H has a low density of 1s. The H is called a low-density parity check matrix. And,

the code defined by H is called low-density parity check code[46].

In quantum transmission, the Generator matrix is not required, and the

Parity matrix can be perceived as a Tanner graph[46]. In H matrix, each row is

Check node and each column is Variable node. The check node signifies the parity

check based on syndrome calculation. The variable node represents the single bits of

the message[46].

In a single information exchange, the LDPC can resolve all the errors in the

transmitted key. Unlike Cascade and Winnow, no parities or no segmentation of the

key is followed. The sender calculates the syndrome for the key and sends it to the

receiver. The receiver calculates the syndrome based on his obtained key. It then uses

the sender’s syndrome to detect and resolve the errors in the key. The receiver uses
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a decoding algorithm to detect the location of errors in the key. The most common

algorithm used in LDPC is the Sum-Product algorithm[46].

In Winnow, the hamming code is implied on small message segments and

it can only correct single-bit errors. In LDPC, the syndrome is larger. Thus, it can

correct multiple errors with less communication overhead as compared to Winnow

and Cascade. However, the computational complexity is significantly higher than

that of the other two protocols.

2.2 Error Correction Protocol proposed for future wireless networks

application

2.2.1 Low Complexity Parity Check (LCPC)

In 2018, Salah A. Alabady et al.[46][11] proposed a low complexity parity check code

for wireless network applications. The LCPC has less complexity and requires less

memory as compared to that of LDPC. The LDPC performs better when larger code-

word and a low-density parity matrix is used. A larger codework consumes means

memory and computational requirements. It also leads to complex decoding. Further-

more, the LDPC performance depends on the characteristic of a parity matrix[46][11].

In LCPC, the message in the binary form is segmented into equal bits. Then,

LCPC is applied on that segmented source data and a codeword is obtained. This

codeword is transmitted through public channel. The receiver upon receiving the

codeword checks for errors and resolve them in the codeword by using syndrome.

Then, the codeword is decoded[11].

The LCPC has the following methods to encode and decode the codeword[11].

Step 1, Segmentation: The source data is segmented into equal bits. In

this thesis, LCPC (9,4) is discussed implied of the source data of 56-bits. The source

data will be segmented into 4-bit length blocks. The segmented data will contain

fourteen 4-bit blocks.
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Step 2, LCPC encoding: : LCPC (9,4) is imposed on each 4-bit block

that is xi. In this step, the codeword is generated by using parity-check matrix and

generator matrix. For example, source data (SD) = xi is 1010.

For xi = 1010, each bit is represented as ß1 = 1, ß2= 0, ß3 =1, ß4= 0. The

LCPC follows even parity. The parities are obtained using the following equations.

P5 = ß1⊕ß2⊕ ß3⊕ß4

P6 = ß1⊕ ß2⊕ß3

P7 = ß1⊕ ß2⊕ß4

P8 = ß1⊕ ß3⊕ ß4

P9 = ß2⊕ ß3⊕ ß4

⊕ is the xor operator symbol.

Thus, deduced parity bits are P5 =0, P6 = 0, P7 = 1, P8 =0 and P9 =

1. When parity bits are added to the xi, it gives the codeword CD = 101000101.

This codeword is sent to the receiver. Furthermore, the Generator matrix G and the

Parity check matrix H obtained are as shown in Figure2.2, 2.3 [11]:

Figure 2.2: Parity Check matrix

Figure 2.3: Generator matrix

Step 3, LCPC Decoding: The receiver receives the codeword with or
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without error. It performs three sub-steps. Sub-step1: It detects any error present in

the codeword. Sub-step2: If error is detected, it checks and determines the error

pattern. Sub-step3: Finally, it corrects the error and decode the codeword. Let

the codeword ‘c’ is transmitted and vector ‘r’ is the received codeword such that it

satisfies the following equation.

r = c+ e (2.1)

where ‘e’ is the error vector.

For detecting and correcting errors, it uses syndrome vector which indicates

whether the equation is satisfied for that particular codeword. If the value of syndrome

‘s’ is zero, it denotes that no error has occurred, and r is the correct codeword c.

Otherwise, it detects that the codeword is received with an error.

If H is the parity-check matrix of c, then,

HrT = H(c+ e)T = HcT +HrT (2.2)

Since, HcT for any codeword is 0. Thus,

HrT = HeT = s (2.3)

HrT is the syndrome of r.

When the syndrome has a non-zero value, the column of H matrix which is

a scalar multiple of the ‘s’ is searched. If no such column is found, the code contains

more than one error and it fails to correct multiple errors. Else if the syndrome is

‘α’ times that particular column ‘j’, then the vector is added with ‘−α’on the jth

bit-position and with 0 on the rest bit-positions.

When the error is corrected, the codeword is decoded using a masking pro-

cess for the last left four-bits of codeword. The logic operator AND is used between

the corrected codeword and 111100000.

Although LCPC is way more efficient in respective of computational cost

and memory requirement as compared to other protocols, it fails to correct burst
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errors. In quantum transmission, there are chances of burst errors in the quantum

key transmitted and sifted. Cascade and Winnow protocols can correct single-bit

errors and LDPC can correct multiple bit errors.

Error Correction Protocol used in the Proposed Security Scheme: In the

proposed security scheme, Reed-Solomon(R-S) protocol is used for error reconciliation

in the key[27]. Due to high computational and complexity cost, LDPC requires and

exhausts more hardware resource which hampers the system applications. Reed-

Solomon is a multi-bit error correcting protocol with low computational overhead as

compared to LDPC[27].

2.3 Existing research that uses Quantum computing to solve security

problems

Researchers have proposed and developed various quantum cryptography protocols —

for example, B92, Six-State, and SARG04 protocol[71]. In our thesis, we are deploy-

ing BB84 in our security scheme since it is a feasible option for resource-constrained

devices[81]. Various researchers and organizations are practicing and evolving quan-

tum key distribution. The following points are a few examples[71][50].

• In 2017, M. Karpinski et al.[50] proposed a cryptographic scheme for computer-

aided voting system using quantum bit commitment and quantum secret sharing

protocol.It also uses BB84 protocol where Alice generates a random series of

qubits to Bob based on voter’s decision.

• BBN Technologies, funded by US Defense Advanced Research Projects Agency(DARPA),

deployed the DARPA Quantum network in Massachusetts, USA. Researchers

practice Quantum Key Distribution(QKD) protocol for traffic processing on

the internet. They have deployed a Virtual Private Network (VPN) based on

quantum properties[71].

• A group of industrial and research organizations, collaboratively, developed
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a project named The SEcure COmmunication based on Quantum Cryptogra-

phy(SECOQC) in Europe. It is a quantum network which utilizes the QKD

protocols as well as key distillation authentication schemescite[71].

• In 2014, The U.S. National Security Agency (NSA) reported that they are

developing a quantum computer skilled in breaking the widely used encryption

algorithms[71].

2.3.1 Post-quantum Digital Signature: One-time Digital Signature

One-time Digital Signature (OTS) scheme is based on hash-based signatures. One

of the well-known OTS schemes is the Lamport-Diffle scheme where the key used

for signing (sk) is randomly generated and the verification key (vk) is generated

by applying hash function on the sk[60][10][28]. This feature of Lamport Signature

scheme has been used in the proposed scheme to generate signcrypted message.



Chapter 3

Existing SCADA Security Schemes

An attack on a SCADA system may have many adverse effects. Due to this reason, or-

ganizations and researchers have been putting much effort into developing standards,

protocols, and security schemes. The existing security schemes can be categorized

based on: current standards, detection of SCADA attacks, and prevention of SCADA

attacks[37].

Classification 1: Current standards can be divided into two categories:

Standard Providing Guidelines and Standards acting as crypto-suites. These stan-

dards are used in practice depending on the particular industry’s requirements. How-

ever, the mechanisms of thwarting attacks in the standards are either not clearly

discussed or, are not strongly secure.

Thus, to add more security in the existing standards for SCADA, many

researchers have proposed novel schemes. In this thesis, the academic effort has been

further classified into two following categories.

Classification 2: Detection of SCADA attacks consists of all the proposed

intrusion detection systems for SCADA networks. The main objective is to overcome

the lack of availability that is one of the security requirements.

Classification 3: Prevention of SCADA attacks consists of all the key

management protocols proposed to secure the communication between the units.

21
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3.1 Current Standards

Throughout the world, over 10 countries have proposed more than 40 standards and

protocols. The available standards are described as follows[73][82]. Few of the stan-

dards provide guidelines to secure an infrastructure from physical and cyber-attacks.

Furthermore, the remaining standards include a major part that acts as a crypto-

suite. In this thesis, they are categorized into two [37]: 1) Security guidelines-based

Standards and 2) Crypto-suites based Standards.

3.1.1 Security Guidelines based Standards

IEEE 1402

Institute of Electrical and Electronics Engineers (IEEE) 1402-2000 is an IEEE Guide

for Electric Power Substation Physical and Electronic Security. The Power Engineer-

ing Society/Substations of IEEE sponsors the standard. It discusses security issues

caused by human intrusion at power supply substations along with methods and

schemes to mitigate physical and electronic intrusions[7].

In the guide, the intrusions are classified into four main categories: pedes-

trian, vehicular, projectile, and electronic intrusion[82][7]. The thesis also categorizes

the security methods used at power control substations[82][7].

The computer security systems include using passwords, dial-back verifi-

cation, selective access, virus scans, and encryption. The guide also explains the

substation security plan and categorizes it into three questions: Why is the plan re-

quired? Who may monitor the plan? What security methods are needed? According

to the guide, these are the main criteria on which the security plan should be executed

[82][7].

IEEE 1402 does not solely focus on the information security. Rather, it gives

a broad and general guideline for physical as well as cyber security.
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ISO 17799 – “Information Teachnology- Code of paratice for Information

Security Management”

The International Organization for Standardization (ISO) published ISO 17799 in De-

cember 2000. The ISO 17799 is an international guideline for monitoring information

security management of any organization [82]. The standard refers to information as

an asset that is valuable to industry. The main objective of the standard is to protect

the asset by preserving confidentiality, integrity and availability[20]. ISO 17799 pro-

vides a structured guideline to control security and perform security risk assessment.

It provides the following benefits[20].

• Organizational Security

• Asset Classification

• Personnel security

• Physical and environmental security

• Network management that involves media handling, backup schedules and log-

ging.

• Access control

• Maintenance of cryptographic controls and system integrity.

ISO 17799 is the one standard that is dedicated to Information Security Manage-

ment. However, ISO 17799 does not provide any evaluation methodology of a secu-

rity scheme. It also does not deal with the requirements of functional and security

components in an organization. ISO 15408 was developed in 2004 to alleviate some

of these issues.

ISO 15408 – “Common criteria for Information Technology Security

Evaluation”

ISO developed the “Common Criteria got Information Technology Security Evalua-

tion” in January 2004 [45]. The criteria are used to evaluate various functional classes

as listed as follows [33].



24

• Audit

• Communication

• Cryptographic support

• User data protection

• Identification and authentication

• Security Management

• Privacy

• Security functions protection

• Resource Utilization

• Access

• Trusted path/channels

It has three sections. ISO 15408-1 provides the introduction and general

model. ISO 15408-2 provides the functional security components, and ISO 15408-3

discusses the security assurance components [82].

However, the report does not focus on the utilization of cryptographic de-

signs in communication and control applications[82]. Furthermore, it does not uniquely

focus on the need of physical security in SCADA structure.

NERC Security Guidelines – “Security guidelines for the electricity

sector: PHYSICAL SECURITY”

On June 14, 2002, North American Electric Reliability Council (NERC) releases a

version 1.0 of NERC Security Guidelines discusses physical and cyber security along

with the general practices for protecting the power supply infrastructure systems [82].

The general guideline focuses on the need of the physical security to main-

tain the integrity and availability of electric power systems, for example, promoting

and deploying the security standards and procedures, periodic evaluation of the secu-

rity measures, monitoring and reporting threats to the operating section, and quick

recovery of the delivery services if damaged[68].
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The report also guides to follow a strategy ‘Protection in Depth’. The

objective of this strategy is to delay the progress of an attacker. This buys time to

the organization to defend and recover against the attack[68].

However, the security guidelines focus mainly on physical security. In 2003,

NERC produced a report that deals with cyber security parameters.

NERC 1200 – “Urgent action standard 1200 – cyber security” and

NERC 1300 – “CYBER SECURITY”

NERC developed a temporary standard named “Urgent Action Standard 1200” for

setting a set of security requirements for the energy industry infrastructure. NERC

adopted this standard on August 13th, 2003 for a one-year period and later, it ex-

tended the standard till August 2006[82].

NERC developed NERC 1300 to replace NERC 1200 by addressing the se-

curity requirements and recommendations mentioned in NERC 1200 [82][8]. NERC

1300 focuses on both physical and cyber security. The report has a section that im-

plies that a responsible industry should follow the System Security Management to

prevent any malicious cyber activity. The Management section mainly involves the

following security measures [8] :

• Account and Strong Password management.

• Using anti-virus monthly.

• Performing vulnerability assessment at least annually.

• Preserving and auditing system logs quarterly.

• Using operating status monitoring tools.

• Back-up of information on computer systems.

• Disabling unused ports.

NERC 1200 and NERC 1300 are security guidelines for the energy industry

infrastructure. They do not provide security features for the oil and pipeline infras-

tructure. Therefore, the American Petroleum Institute developed a standard that
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Table 3.1: Concerns addressed in API 1164

API 1162 Concerns/Areas Addressed
Access control

First edition Secure communication
Classification of data dis-
tributed
Physical complications for
example disaster recovery
Operating systems
Network Designs
Management systems
Field devices configuration
and local access

provides security guidelines for control systems of oil and pipeline systems.

API 1164 – “Scada Security”

API 1164 has three editions. The first edition was released in September 2004. It spec-

ifies guidance to secure the SCADA system used in the oil and pipeline infrastructures[82][69].

It addresses the following issues mentioned in the Table 3.1[82].

The second edition is the API – “Security Guidance for the Petroleum In-

dustry.” Oil and gas infrastructures utilize this standard to prevent terrorist attacks

[82].

The American Petroleum Institute(API) and the National Petrochemical

and Refiners Association mutually developed the third edition named API- “Secu-

rity Vulnerability Assessment Methodology for the Petroleum and Petrochemical In-

dustries”. It is utilized for evaluating various kinds of threats, vulnerabilities, and

aftereffects of terrorist attacks [82].

The above-discussed standards are general guidelines to protect the infras-

tructure of an organization. They do not involve any in-depth discussion of crypto-

graphic algorithms or any technical methodology to detect or protect from any attack.
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However, the following standards use crypto-suites.

3.1.2 Crypto-suite Standards

IEC 62210 – “Data and Communication Security”

In 1999, IEC 62210 was developed by the International Electrotechnical Commission

(IEC) as the report of IEC TC 57 AHWG06. Later, AHGW06 was systemized into

Working Group (WG) 15 upon Data and Communications Security. Later, it was

published in 2003. The IEC TC57 WG15 developed the cybersecurity standards for

power control system communications [82].

The working group report describes the security process for the power con-

trol systems which involves the corporate security policy, network security protocol,

and the end to end application security. The security scheme was also utilized for

encrypting communication in the network[82].

AHWG06 issued the report recommending establishing the following tasks[82]:

• Consequence analysis combined with ISO 15408

• Attention to the application layer

• Address key management

• Address end-to-end security

However, the above recommended tasks were challenging to resolve at that

time[82]. Therefore, the following standard was developed as an extension of IEC

62210.

IEC 62351 – “Data and Communication Security”

International Electrotechnical Commission (IEC) developed IEC 62351 to address the

deficiency in IEC 62210. The standard is classified into as shown in Table 3.2[86].
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Table 3.2: Classification of IEC 62351

Sections Schemes used

Security for profiles
including TCP/IP

It uses Transport Layer Security (TLS)
for secure transactions over the inter-
net. It provides confidentiality, in-
tegrity, and authentication.

Security for profiles
including MMS

For Transport Layer which includes
layer 1 to layer 4 of the OSI Refer-
ence Model, Transport Layer Security
is used.,The report describes a set of
protocols, how to use them, and the re-
quirements for Application Layer which
includes layer 5 to layer 7 of the OSI
Reference Model.

Security for deriva-
tives (DNP 3.0)

For network versions which run over
TCP/IP, the standard uses TLS en-
cryption. For the serial version, it uses
an authentication mechanism named
Hashed Message Authentication Code
(HMAC).

Security for IEC 61850
peer-to-peer profiles

For client/server, the standard utilizes
TLS and MMS. For Generic Object-
Oriented Substation Events (GOOSE),
it uses analog and digital multicast.
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Using TLS security, IEC 62351 provides defense mechanisms against vari-

ous attacks including spoofing, message replay attack and to some extent Denial-of-

Service (DoS) attacks. However, it involves simple encryption schemes.

Immediately after the 9/11 attack, the American Gas Association (AGA)

decided to improve the security mechanism which can protect SCADA communication

from malicious users. The primary purpose of the standard was to develop a security

scheme which can provide security as well as save time and computation cost [73].

AGA-12 – “Cryptographic Protection for SCADA communications and

general recommendations”

Traditional security protocols used in SCADA systems such as IEC 60870, DNP3,

IEC 61850 and Modbus lack proper security services [42]. However, the new protocol

AGA-12 provides security features to the SCADA systems. It uses cryptographic

suites to secure the wireless communication between field devices and the MTUs

[42][82]. The steps in AGA-12 is described in Table 3.3[73].

AGA-12 provides confidentiality, integrity and authentication. However, it

fails to provide availability. It does not defend against DoS attacks. Furthermore,

AGA-12 uses RSA as the key management protocol which has been cracked recently

[95].

Furthermore, the current standards including IEC 62210, IEC 62351 and

AGA-12 fail to provide two main security requirements, namely, defense against DoS

attacks and a strong key exchange protocol.

The aforesaid studies have research gaps that fail to address availability and

secured communication channel. Therefore, researchers have proposed schemes to

overcome these limitations in SCADA networks.

In this thesis, the proposed schemes are categorized based on limitations

addressed.
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Table 3.3: Steps in AGA-12 standard

Steps Sub – Step(s) Description

Perform system
security audit

• System-wide net-
work audit must
be done

• Following the au-
dit, risk assessment
is required.

• Security goals must
be set.

During risk assessment, cost-
benefit analysis is done. When
benefits outweigh the cost, the
AGA-12 is implemented in the
SCADA network.

Agreement
of Hardware
and Software
Modules to be
used

• Guidelines are pro-
vided for testing of
hardware and soft-
ware modules.

• The guidelines
must also provide
the cryptographic
process agreement.

The algorithms which are ac-
cepted and permitted by National
Institute of Standards and Tech-
nology (NIST), AGA 12 are as
follows.

• Advanced Encryption Sys-
tem (AES) Encryption with
a key length of minimum
124 bits.
• Rivest-Shamir-Adleman

(RSA) with a key length of
minimum 1024
• Elliptic Curve Digital Sig-

nature Algorithm (ECDSA)
with a key length of mini-
mum 160 bits.
• Secure Hash Algorithm

(SHA-1).

Performing a
post-deployment
security audit )

• Implement AGA-
12
• Post Implementa-

tion audit

After implementation, it involves
a detailed audit throughout the
network. If any security threat
is detected, the necessary compli-
ance level should be approached.
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• Detection of SCADA attacks: It involves the security schemes addressing the

availability issue in the SCADA networks. Most of the schemes are based on

machine learning algorithms.

• Prevention of SCADA attacks: The discussed schemes address the key exchange

and management issue in SCADA networks.

3.2 Detection of SCADA attacks

Traditional standards and Intrusion Detection Systems (IDSs) such as firewalls used

in SCADA are not strong enough to cope up with emerging attacks [66]. To increase

the immunity in SCADA, machine learning algorithms, such as Näıve Bayes, Random

Forest, C4.5 decision tree algorithm, Support Vector Machine, etc. are used to detect

intrusion in the network[16][37].

3.2.1 Rule-Based Intrusion Detection System for SCADA networks

The proposed IDS uses a rule-based in-depth protocol analysis along with a Deep

Packet Inspection (DPI) method. The model establishes a new set of intrusion recog-

nition rules. The rule-based scheme contains two sub-schemes; namely, signature-

based detection and model-based detection [97]. Signature-based detection utilizes a

blacklist approach and is used for detecting a more significant amount of false spon-

taneous messages, unauthorized commands between nodes, and buffer-overflow. The

model-based detection builds a model based on an in-depth analysis of the protocol.

The created models portray the expected behavior of the protocol. It uses protocols

and traffic pattern to generate the expected behavior[97]. It can detect known attacks

as well as its source. Using the proposed IDS along with IEC/104 protocol, unknown

attacks may be diagnosed in the SCADA network [97]. However, the proposed rule-

based IDSs do not ensure the detection of novel or unidentified intrusions that pass

through traditional IDS in open access networks.
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3.2.2 Network Anomaly Detection for m-connected SCADA networks

Usually, IDSs and security schemes are for SCADA systems using open access net-

works. However, there is no intrusion detection mechanism for closed and isolated

SCADA networks. This kind of SCADA architecture is referred to as an ‘m-connected’

SCADA network [52].

The model uses a dynamic detection for detecting intrusions with a packet

logger and packet sniffer followed by a pattern matching algorithm. It generates new

rules and stores them in a database. It further uses new rules for the next round[52].

The proposed scheme is based on rule-based intrusion detection and further research is

needed for accurate implementation [52]. Furthermore, the scheme does not guarantee

detection of unidentified attacks.

3.2.3 lp - norms in one-class classifications for intrusion detcetion in

SCADA systems

In 2014, an intrusion detection system was proposed to detect abnormal activity in

the network that is not detected by the traditional IDS or firewalls. It uses a machine

learning based on the one-class classification algorithm for live detection of unnoticed

cyberattacks [66].

The thesis analyses two approaches: the support vector data description

(SVDD), and the kernel method[66]. It uses kernel principle as non-linear methods

to detect patterns, and interdependencies within the real-world data. SVDD maps

the data to the subspace which is optimized for one-class classification. The thesis

concludes that the proposed method showed the highest error detection and the lowest

false alarm rates after conducting tests on a real dataset with several cyber-attacks

[66].



33

3.2.4 One-Class Support Vector Machine (OCSVM)

In 2014, Leandros et al. [62] developed a One-Class Support Vector Machine(OCSVM)

model for detecting new attacks in the SCADA network. The proposed model ad-

dresses the following issues:

• The research community has developed many IDS algorithms for SCADA net-

works. Most of them are rule-based algorithms which make them incapable of

detecting any new intrusions. In a real-time application, when any new anomaly

is present, it fails to predict the behavior of the system [62].

• Other algorithms such as K-nearest neighbor (KNN), Hidden Markov models,

and Support Vector Machines are used for detecting intrusion. However, they

require learning of expected anomaly. Thus, these schemes may be sensitive to

noise present in the training dataset [62].

• Negative selection algorithms can fail in the case of real-time application because

of enormous diversity in real time data[62].

The proposed IDS is an algorithm to detect anomaly without any labeled data for

training. Network traces train the OCSVM model without the use of open access

networks. These features help the proposed IDS to perform in real time. Table 3.4

outlines the steps in the detection process[62].

However, the OCSVM model does not manage false positive results.

3.2.5 OCSVM model combines with k-means recursive clustering for

intrusion detection in SCADA systems

One-class classifiers suffer from false positives and overfitting. False positive is a

scenario when the IDS detects abnormal behavior but there is no intrusion in real.

Overfitting is a case when the model begins to learn the details and errors in the

training data. These two factors decline the performance of the model on the new

data [63].
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Table 3.4: Steps to detect intrusion using OCSVM

Step Description
Step 1 Data analysis.

Step 2
Attributes in the network traces are ex-
tracted. The attributes, rate and packet size,
are used to train the model.

Step 3 Integration of OCSVM Module.

Step 3.1
The network traces data, and the extracted
attributes are used to train and generate the
model.

Step 3.2
The model is tested for real-time anomaly
detection.

Step 3.3
The detected anomalies are classified based
on the severities.

Step 3.4
The main correlator is alarmed regarding the
detected anomalies.

To address these two issues, Leandros et al.[63] developed an intrusion de-

tection model to detect the malicious network traffic in SCADA. The model includes

the One-Class Support Vector Machine (OCSVM) with Radial Basis Function (RBF)

kernel and recursive k-means clustering [63]. OCSVM is an extension of support vec-

tor machines and is used to detect the outliers in the data. The k-means clustering

algorithm is used to cluster the outliers and sort them with two clusters. OCSVM

obtains two values, namely, maximum and minimum negative value [63]. The cluster

which is near to minimum negative value represents severe alerts, and therefore, the

cluster is used as input when there is recalling of k-means clustering. This step is

repeated till the after-k means clustered are in a single cluster. After the completion

of K-OCSVM phase, the model distributes the severe alerts among the nodes in the

SCADA structure [63].

3.2.6 A Hybrid Model for anomaly-based intrusion detetion in SCADA

networks

Usually, intrusion detection systems when deployed in real time lead to high com-

putational and time costs. These two factors affect the performance of a SCADA
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network[94].

In 2017, anomaly-based intrusion detection was developed using a feature se-

lection model after removing redundant data. Irrelevant data can affect the efficiency

of SCADA systems. This proposed scheme is time-saving, has low computational

complexity and has 99.5% accuracy of detecting specific-attack labeled[83]. At first,

the J48 classifier is used to train the dataset and then, to develop the model, Bayes

Net classifier is utilized. The proposed model is tested on a database with three types

of labeling as follows[83].

• Case 1: binary-labeled

• Case 2: categorized-labeled

• Case 3: specific attack labeled

The above-mentioned scheme focuses on the availability limitation in the

SCADA networks. The schemes propose novel IDSs that detect any abnormal net-

work behavior, which can lead to DoS attacks. However, the scheme fails to secure

the communication channel. The following section on the prevention of SCADA at-

tacks focuses on securing the communication channel with novel key exchange and

management schemes in SCADA networks.

3.3 Prevention of SCADA attacks

The existing standards use vulnerable key management protocols that do provide a

strong secure communication channel.

Encryption and key management are crucial in communication between

nodes in a SCADA architecture. Key management schemes developed for SCADA

can be categorized into two, namely, centralized key distribution and decentralized

key distribution[77]. They can also be categorized into symmetric key cryptogra-

phy, asymmetric key cryptography, and hybrid key cryptography[79]. In this thesis,

another classification concerning self-healing property is added[37].
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3.3.1 Symmetric Key Cryptography

Scada Key Establishment(SKE)

SKE categorizes SCADA communication into Controller -Subordinate (C-S) which

uses symmetric key cryptography and Peer to Peer (P-P) which uses public key cryp-

tography. The controller is the sub-MTU or sub-MSU, and the subordinate is the

RTU. Peer-to-peer communication is between two sub-MTUSs or two RTUs[79].

For C-S communication, SKE uses four kinds of keys: Long-Term key, Gen-

eral Seed Key (GSK), General Key (GK) and Session Key (SK). The Long-Term Key

(LTK) is manually distributed between the controller and subordinate [32]. The con-

troller stores the GSK and is used by Cryptographic Authority (CA) to produce GK.

By using two keys, GSK and LTK, the GK is generated and is then shared between

the controller and the subordinate. While transmitting GK, it is encrypted by LTK.

The session key is generated by using GK, sender’s identity and TVP (Time-Varying

Parameters). TVP field involves timestamp and a sequence number[77][32].

For peer-to-peer communication, SKE uses four different keys: Crypto-

graphic Authority Public Key (CAPK), Public key Signature Key (PKSK), Common

Key (CK) and Session Key (SK). The CAPK is shared among sub-MTUs while the

PKSK is shared among the sub-MTUS, MTU and Cryptographic Authority (CA).

The common key is generated by following a key exchange algorithm. The method-

ology to generate session key is the same as that of C-S communication. The session

key is used to encrypt the messages transmitted[77][32].

However, the RTU to RTU communication is not directly allowed. Since

the communications are treated differently in different conditions, it increases the

overall overhead and complexity. Furthermore, the long-term keys are managed

manually[77][32].
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SCADA Key Management Architecture (SKMA)

In comparison to SKE, the implementation of SKMA name=SKMA,description=CADA

Key Management Architecturearchitecture is more simplified. The architecture es-

tablishes the key exchange protocol among the Key Distribution Center (KDC), and

any two nodes. The long-term keys are accumulated only on the required nodes and

on the KDC which is the third party. The design uses three main keys[26][38]:

• Long-Term Node-KDC key is used to yield keys for communication and is man-

ually shared between a node and the KDC.

• Long-Term Node- Node key is distributed between the nodes that require to

communicate with each other.

• Session Key is used for encrypting the information transmitted from one node to

another. Once the key establishment is completed, the session key is generated

by using pseudo random number function, nonce-key and a time stamp[26].

The SKMA scheme does not use GSK. The key exchange in SKMA only

happens when a new node joins the SCADA network[26].

Nevertheless, the SKMA does not provide the following security features[32].

• SCADA systems mostly use broadcast communication. However, the SKMA

cannot provide such a mechanism.

• This protocol does not provide any confidentiality and integrity.

Logical Key Hierarchy (LKH)

To address one of the issues, the LKH protocol was developed. LKH protocol provides

secure broadcast communication [77][79]. It is based on an architecture of the logical

tree of keys [26]. It maps all the nodes of the SCADA network as the leaves of a
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structure tree. Each node stocks the entire symmetric keys from the root to its leaf.

When a node leaves or joins, the node keys from its leaf to the root is updated so that

the security of the network is preserved[26]. For example, Figure 3.1[26] explains the

mechanism when a node joins the network.

Figure 3.1: Update Mechanism of LKH protocol when a new node joins

Adavanced Key-Management Architecture(ASKMA)

To enhance the efficiency of SKMA and LKH, the ASKMA was proposed [77]. It pro-

vides both message broadcasting and secure communication. It also keeps a minimal

load on the resource-constrained nodes [77][26].

In ASKMA , the LKH protocol is used by Choi et al. [26] for message

broadcasting in 2009. The nodes of the SCADA networks such as RTUs, sub-MTUs,

and the MTU are organized in two tree structure: binary tree and n-ary tree. The

MTU to sub-MTU follows a binary tree structure whereas the sub-MTUs to RTUs

follows n-ary tree structure [77].

The ASKMA protocol evenly spreads the computations to the sub-MTUs
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and MTUs which are high power nodes and keeps a minimal load on the low power

nodes like RTUs. Therefore, the nodes are arranged logically in a tree structure, n-ary

or binary tree, depending on their computational power[26].

When a new node is added to the SCADA network, the ASKMA follows a

Join Protocol. Any key received by a new RTU must be independent of any existing

keys in the nodes of the tree. It preserves backward confidentiality. When a new node

joins the tree, the KDC updates all the keys from its leaf to the root on the freshly

joined RTU’s path. It uses a hash function for renewing the keys. The Join Protocol

has the following steps[26].

Step 1: The KDC renews all Ki,j to K/i,j where K/i,j = H(Ki,j). Step 2:

In case the RTUs have keys belonging to Ki,j, each RTU updates their key Ki,j to

K/i,j. Step 3: With Km, the KDC encrypts all K/i,j and transmits the encrypted

information to the newly joined RTU which is Nm.

When a node leaves the SCADA network, the ASKMA follows a Leave

Protocol. Similar to the Join Protocol, all the keys throughout the key path updated

with new keys [12]. However, the leaving node Nm should not be able to use the

updated keys. This makes the Leave Protocol a little more complicated than Join

Protocol. The following are the steps of Leave Protocol[26].

Step 1: The KDC removes the RTU which is parting. Step 2: It then

updates the remaining keys by executing a key generation algorithm such that the

leaving RTU does not know the updated key. Consequently, the departed RTU is

unable to compute the new keys. Step 3: Each RTU updates its keys by using the

hash function. Step 4: If the RTUs are unaware of their sibling keys, KDC encrypts

the new keys and sends them to those RTUs. Step 5: The departed node knows all the

ancestor keys of the sibling RTUs. Therefore, the KDC encrypts all the updated keys

with sub-MTU’s private key and transmits to the sub-MTU. The sub-MTU encrypts

the received keys with the child RTU’s key and then sends it to each child RTU.

ASKMA supports broadcast and multicast communication. However, it

does not offer efficient multicast communication. To solve this issue, ASKMA+ was
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proposed[77]. By reducing the number of stored keys, it provides efficient multicast

and broadcast mechanism [77]. However, ASKMA and ASKMA+ do not address the

availability issue in SCADA[77].

3.3.2 Hybrid Key Cryptography

Hybrid Key Management Architecture(HKMA)

To satisfy the availability requirement, Choi et al.[25] proposed a Hybrid Key Man-

agement Architecture (HKMA) which supports a replace scheme [25]. The scheme

includes an operation of the replace protocol in case of compromised or broken main

device. It uses a public key cryptosystem in MTU to sub-MTU communication which

has high performance, and symmetric key cryptosystem in sub-MTU to RTU which

has low performance. Thus, it reduces the number of keys to be stored in the MTU

[25].

Adavnce Hybrid Key Management Architecture(AHSKMA)

Rezai et al. [77][76] proposed a scheme based on hybrid key management architecture

to tackle the availability issue in SCADA networks and to increase the performance

and security of HKMA. It follows ECC for MTU to sub-MTU communication. Since

RTUs have limited computational resources, symmetric cryptography is used for sub-

MTU to its RTUs communication. This scheme makes the architecture suitable for

the environments with resource constrained devices and supports unicast, multicast

and broadcast communications[76]. Figure 4 shows the mechanism of the protocol.

The Iolus Framework[65] is used while connecting the MTU and RTUs. The

MTUs act as the Group Security Control (GSC) and the sub-MTUs act as the group

security intermediary (GSI). The architecture consists of four phases: Setup phase,

Join Phase, Leave Phase and Replace phase[65][76].

• Setup Phase: In the first phase, the group key is generated by the MTU and is
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Figure 3.2: Mechanism of AHSKMA.

shared with RTUs and IEDs.

• Join Phase: Similar to LKH and AHSKMA, the MTU updates all the keys of

the remaining nodes in the SCADA network as soon as a new node joins.

• Leave Phase: This phase is also similar to the leave protocol of the AHSKMA.

• Replace Phase: In case the MTU is damaged, it is replaced by its backup device.

Each MTU and sub-MTU has a backup device. While backing up the broken

device, the Join phase and the Leave phase are performed concurrently.

The Replace Phase resolves the availability issue in SCADA networks. In

this scheme, the session is produced using a hash function, a key, and TVP with a

sequence number and timestamp [76]. So, HSKMA also guarantees the freshness of

key along with availability.
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Both HKMA and AHSKMA provides replace scheme to satisfy the availabil-

ity requirement, but the affected devices stop working during the replacement. To

solve this issue, LiSH+ was proposed[77][45].

3.3.3 Self-Healing Key Distribution

Lmited Self-Healing Key Distribution(LiSH+)

LiSH+ is an efficient group key management scheme which utilizes a self-healing pro-

cedure having collusion resistance capability and effective revocation[45]. The scheme

involves five phases: initialization, rekeying, self-healing mechanism, the addition of

new nodes, and reinitialization. It uses a bivariate polynomial to lower the storage

burden from RTUs[45]. It also uses intrusion detection system to detect compromised

and eliminate users. These features provided helps LiSH+ to enhance the security of

SCADA networks[45].

However, the LiSH+ focuses on only two requirements: availability, and

efficiency[45]. It does not focus on the authentication mechanism.

3.3.4 Asymmetric Key Cryptography

ID-based Key Management Architecture

Lim[57] proposes an ID-based key management architecture (ID-KMA) based on pair-

ing algorithm based on elliptic curves. The architecture addresses the issues of the

public key cryptography with a digital signature. It involves fast and efficient session

key establishment along with session key recovery protocol. It removes the concept

of the digital certificate which minimizes the overhead.

The architecture involves the role of three units of SCADA: Key Manage-

ment System (KMS), MTU and RTUs. The KMS is linked with the MTU, and

the MTU is connected to the RTUs. The KMS communicates with RTUs through
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MTU[57].

The ID-based Key Management architecture uses four main keys[57] as de-

scribed in Figure 3.3.

Figure 3.3: Architecture of ID-KMA

The ID-based key management protocol is composed of four phases[57].

• EK setup: The EK is stored in each component of the architecture in advance.

• Initialization: The initialization has two stages. In the first stage, the KMS

produces system parameters (SP) which are public and generates MTU’s and

RTU’s LTK. The SK and LTK are encrypted with EK. The KMS shares the

encrypted SP and LTK with the MTU. In the second stage, the KMS distributes
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a UK and LTK to each component so that the MTU can share an SK with RTUs.

The first stage is LTK distribution and the second stage is the UK distribution.

• RTU-RTU session key establishment: This phase focuses on the secure com-

munication between the RTUs with the usage of session key (SK) and initially

shared update key (UK).

• MTU-RTU session key establishment: The session key is distributed among

MTU and RTU to have a secure communication. The MTU sends a session key

request to the RTU.

• RTU-MTU session key establishment: Similarly, the session key is established

between MTU and RTU. The RTU sends a session key request to the MTU.

All the afore-mentioned key management protocols are based on traditional cryptog-

raphy schemes which are vulnerable to quantum attacks[21]. Furthermore, public key

algorithms tend to increase the computational and time cost[74].

Therefore, the following scheme named as Nth Degree Truncated Polynomial

Ring (NTRU) is proposed to defend against quantum attacks.

NTRU cryptographic Algorithm for SCADA networks

The key management scheme is based on a faster and light-weight public key algo-

rithm named NTRU cryptography[74]. The cryptographic algorithms in IEC62351

and AGA-12 have performance issues when apples to SCADA network security. They

are time and power consuming[74][14].

Due to various security and performance complexities of SCADA systems

[77][14][29], NTRU was developed. It is a public key scheme based on lattice-based

cryptography[39][3]. The security of the cryptography depends on a hard problem

known as Short Vector Problem [74][39]. The encryption and decryption use polyno-

mial operations which makes the system faster[74]. Therefore, it has better processing

speed than traditional schemes and is suitable for real-time requirements of SCADA

security[23].
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The NTRU algorithm is also known as post-quantum cryptography and has

been resistant to quantum attacks [74]. The scheme has two sub-algorithms, namely,

NTRU Encrypt which is used for encryption, and NTRU Sign which is used for

generating a digital signature. The scheme comprises of three phases [74]:

• Key Generation and Certificate Creation phase: In this phase, public and the

private key of the RTU and its digital certificate is generated. For this, it uses a

public key infrastructure. In this phase, other than RTU, two components play

their roles. One, Local Key Store (LKS) and another, Certificate Authority

(CA). The phase has the following steps[74].

Step 1: The RTU generates a public key and private key using key generation

algorithm. The algorithm uses algebraic structures of certain polynomial rings

and is based on the Short Vector Problem. It then stores the generated key pair

in the LKS.

Step 2: The RTU then sends a request containing its public key to CA for

generating a digital certificate. The CA in return creates a digital certificate

and directs it to the RTU.

• NTRU Encryption: In this phase, the RTU uses the receiver’s public key, gen-

erated by the CA, to encrypt the messages. The messages are converted to a

ring of truncated polynomials modulo. The receiver then decrypts the cipher

using its private key.

• NTRU based authentication: In this phase, it is verified that the encoded mes-

sage, which is in the state of a truncated polynomial ring, is validated. This

phase uses a procedure built on a non-keyed hash function to ensure the in-

tegrity and authenticity of the message. The scheme creates a message digest

by using the hash function. The message digest is then digitally signed by using

the RTU’s private key. Thus, it generates the digital signature. Therefore, the

RTU sends the encrypted message and its digital signature to the receiver. The

receiver uses its own NTRU private key to decode the message and generates

the message digest (MD1) following the same procedure. The digital signature

is then decrypted using the RTU’s public key. The receiver gets the expected
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message digest (MD2). It then verifies whether MD1 and MD2 are equal or not.

If they match, the signature is verified[74].

Even though NTRU is not yet vulnerable to quantum threats, a quantum computer

can crack the algorithm using brute-force[4]. There are further challenges in post-

quantum cryptography as follows[18].

• Need to improve the efficiency of the algorithm.

• Need to build confidence in the scheme.

• Need to improve the usability of the algorithm.

The existing standards have research gaps that have been addressed by the

above-discussed security schemes. However, all the schemes are based on arithmetic

operations. The emergence of quantum computers is proven to be beneficial as well

as precarious to the cyber world. By launching a brute-force attack using Shor’s or

Grover’s algorithms, these schemes can be broken. Therefore, there is a research gap

in securing the SCADA networks from quantum attacks.

3.4 Comparative study of current security schemes for SCADA

3.4.1 Primary Factors Used For Comparative Study

The comparative analysis in this thesis is based on the primary factors in each cat-

egory. In case of current standards, the current standards are categorized into two

classes as shown in Table 3.5. In this scenario, the primary factors used for comparison

are as follows:

• Information Security Policy is a set of security rules governed by an industry

that is imposed on the users of its system[53].

• Vulnerability and risk assessment are the processes where the weaknesses in a

system are detected, analyzed and prioritized by the organization. The analyzed

results are used to recommend security requirements in the system[47].
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• Information security infrastructure is a set of security rules to protect only

critical architecture such as airports, nuclear power plants and traffic control

systems. It is similar to the Information Security Policy[53]].

• Third Party access or Outsourcing is giving access to service providers, vendors

and contractors that can lead to credential theft and data risk management. To

overcome these security concerns, the organizations extend the security policy.

For example, the third party can be given access to a separate domain from the

internal network, by using firewalls [15].

Table 3.5: Classification of current standards

Guideline based Standards Crypto-suites based standards
IEEE 1402 IEC 62210
ISO 17799 IEC 62210IEC 62351
ISO 15408
NERC Security Guidelines
NERC 1200
NERC 1300
API 1164

AGA-12

Furthermore, the crypto-suites standards are compared based on the follow-

ing factors.

• Presence of Key Management Protocol in the standard and the strength of the

protocol.

• Presence of Strong Encryption and strength of the encryption algorithm used

in the standard.

• Sustaining security requirements refers to the existence of confidentiality, in-

tegrity and availability in the security scheme of the standard.

The strength of the key management and encryption scheme depends on the

resources and time utilized to crack the scheme.

In case of detection of SCADA attacks, the primary factors are as follows:
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• Known Attack Detection is the scenario where any traffic is categorized as an

attack if the features of that particular traffic fall under the domain of attacks

stored in the IDS database.

• New Attack Detection is the scenario where any traffic with unique behavior

will be detected.

• Open Access networks are the public networks where the connected devices are

exposed to each other. The public networks are vulnerable to various cyber

threats. The private networks that provides access to the legitimate user.

• False positive is the situation where the IDS can detect the false alarms. False

positives are the consequences where an activity is classified as abnormal even

if its behavior is normal.

In case of prevention of SCADA attacks, the primary factors used for critical

analysis are as following:

• The efficiency of the encryption scheme depends on the amount of computation

resources utilized by the algorithm. Therefore, an algorithm with high overhead

or cost is less efficient and vice versa.

• Confidentiality is the secured privacy of the data.

• Integrity is when the data remains intact and unmodified.

• Authentication is a security property focusing on verifying and validating the

identity of the user in the network.

• Availability is the scenario where the server is always accessible to the client.

• Non-repudiation is when the sender cannot deny that the data has not been

sent by him at a particular time.

• Broadcast communication is the one-to-many communication case in a network.

• Self-healing is the case the users of an attacked network can recover their lost

session keys to secure the data communication.

• Vulnerability to quantum attack refers to the absence of security measures to

protect a system from quantum attack.
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3.4.2 Comparison of various security schemes

We now present a critical analysis of the schemes developed for SCADA network se-

curity. The schemes are classified into three categories: current standards, detection,

and prevention of SCADA attacks. The thesis analyzes the schemes in each category.

Moreover, all the schemes are compared with each other. The tables below show the

comparison between the protocols.

Table 3.6 shows that AGA-12 is the best among all the standards providing

cryptographic protection to the SCADA systems. However, AES relies on ECDSA,

AES, RSA, and SHA which leads to high computational and time cost. It also does

not involve an intrusion detection system and a strong key management protocol.

Table 3.7 provides the comparison of all the crypto-suite based standards and

AGA-12 is by far the best standard. However, unlike IEC 62351, it does not provide

defense against DoS attacks. Thus, the scheme has lack of availability property.

In all the standards, the key management protocols and encryption scheme

used are weak and vulnerable to quantum attacks.

Table 3.8 compares all the intrusion detection system proposed for SCADA

network security. In this category, OCSVM with K-means emerged as the best detec-

tion scheme for SCADA systems using open access networks. However, it is unclear

whether it is efficient when used for closed access networks.

Table 3.9 compares all the proposed key management protocols for SCADA

networks. NTRU is the best scheme among the proposed schemes. It satisfies

the main security requirements: confidentiality, integrity, and authentication. The

scheme is not yet vulnerable to attacks from quantum computers. However, a quan-

tum computer may able to crack the NTRU algorithm in the future.
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Table 3.6: Comparative analysis of current standards used in SCADA systems.

CURRENT STANDARDS Organizational Security

Standards
Information se-
curity policy

Vulnerability
and risk assess-
ment

Information
security Infras-
tructure

Security of
third-party
access

AGA 12 Yes Yes Yes Yes
API 1164 Yes No No Yes
ISO 17799 Yes No Yes Yes
NERC
Security
Guideline

Yes Yes Yes Yes

NERC
1200

Yes No Yes No

NERC
1300

Yes Yes Yes Yes

IEC 62210 Yes No Yes Yes
IEC 62351 Yes No No No
IEEE 1402 Yes No Yes No
ISO 15408 Yes Yes Yes No

Table 3.7: Comparative analysis of crypto-suite based SCADA standards.

Crypto-
suite based
Standards

Presence of
Key Man-
agement
scheme

Strength of En-
cryption

Sustaining Security Requirements

Strong/Weak Strong/Weak Confidentiality Integrity Availability
IEC 62210 No Yes, weak Yes Yes No

IEC 62351
Yes, weaker
than AGA-12

Yes, weaker than
AGA-12

Yes Yes Yes

AGA-12 Yes, weak Yes, weak Yes Yes No
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Table 3.8: Comparative analysis of detection schemes of SCADA attacks.

Detection of SCADA at-
tacks

Known
Attack
Detection

New
Attack
Detection

For Open ac-
cess networks

Distinguish
false positives

Rule-based Yes No Yes No
IDS for m-connected
SCADA networks

Yes No No No

lp – norms in One-Class
Classification

Yes Yes Yes No

OCSVM Yes Yes Yes No
OCSVM with K-means Yes Yes Yes Yes
Hybrid model Yes No Yes No
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Chapter 4

Quantum Attacks on SCADA systems

4.0.1 Quantum Computer

Traditional computers are the digital electronic computers which encode information

in bits, where each bit can be 0 or 1. They execute algorithms on bits using simple

digital logic operations such as AND, OR, and NOT[24]. Instead, quantum comput-

ers encode information in qubits which are generated using atoms as digital bits[12].

The value of qubits is based on the rules of modern physics: superposition and entan-

glement principle. According to the superposition principle, each qubit can represent

0 or 1 or both at the same time. Entanglement occurs when two superposed qubits

are allied with each other [98][12]. Therefore, the number of qubits is directly propor-

tional to the number of states held by the set of qubits[98][81]. These two principles

make quantum computing way faster than traditional computing[37].

A quantum algorithm was proposed to solve a binary maze problem [54].

Each line has one input and two outputs. The quantum algorithm attempted all

the paths at the same time, and therefore, it solved the problem at extreme speed.

Whereas, solving the maze problem was hard for a traditional computer since the size

of the problem was doubling each time. For example, a 1000 step binary maze has 2

1000 outcomes, and this took more time in the case of traditional approach [54].

D-wave, a quantum computing company, launched its first commercial quan-

tum computer named D-Wave One in 2011, which is being used by National Aero-

nautics and Space Administration (NASA) for in-depth space exploration. By 2013,

they increased the number of qubits and released the D-Wave Two system. Google

is also planning to use a quantum computer for big data mining [98].
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4.0.2 Man-in-the-Middle attack by a Quantum Computer

The SCADA uses a hierarchical infrastructure. The RTUs and MTUs communicate

with each other continuously and in tight timing. A quantum computer can intercept

the communication channel between two units and fetch the information without

being detected. Even if the fetched data is in encrypted form, it can easily crack the

cipher by brute force[21].

4.0.3 Brute force attack by a Quantum Computer

The capacity and speed of quantum computer for solving mathematical problems

make them a threat to traditional security schemes. All the encryption schemes

are derived from mathematical logic. Cracking these schemes may be possible for

quantum computers [21][34]. One such problem is Elliptic curve cryptography (ECC

or ECDSA). Using Shor’s algorithm, a quantum computer can launch a brute force

attack and crack ECC in a brief time[34].

Section 1: CLASSICAL PART

Step 1: Select a random positive integer m such that m<n.Then, calculate

gcd(m,b) using the Euclidean algorithm. If gcd is not equal to 1, a non-trivial factor

is obtained. Thus, the algorithm ends. Otherwise, go to Step 2.

Section 2: QUANTUM PART

Step 2: Calculate the period P of the sequence:

xmodn, x2modn, x3modn, ..t... (4.1)

Step 3: If p is odd, return to step 1. If p is even, go to step 4.

Step 4:

mp/2 − 1 = mp − 1 = 0mod(n), (4.2)



55

since p is even. If

mp/2 + 1 = 0mod(n), (4.3)

then return to step 1. Else, go to step 5.

Step 5: Calculate

result = gcd(mp/2 − 1, n) (4.4)

using the Euclidean algorithm.

Shor’s algorithm is a quantum algorithm for factorizing a number [75]. It

implies that any public key cryptography can be easily cracked. The algorithm has

two sections as follows [19]. The steps are explained as following.

• The classical computer can compute Section 1. It reduces the factoring problem

to an order finding problem using the Euclidean algorithm. The Euclidean

algorithm is a fast scheme to calculate the greatest common divisor (gcd) of

two integers[61].

• Section 2 is the quantum part which used order finding algorithm. It finds the

period of the function using the Quantum Fourier Transform (QFT).

In step 2, to calculate the period of the function based on the series, Quan-

tum Fourier Transform (QFT) is used. Using QFT increases the speed of the algo-

rithm by evaluating the function at all points simultaneously[19]. The QFT is a linear

operator when applied to any state of qubit transforms it into another state. In other

words, it is applied to the vector of amplitudes of a quantum state[58]. For example,

if QFT operates on a quantum state X, then it transforms it into a quantum state Y

as shown in the following equations.

X : |x >=
N−1∑
i=0

xi|i > (4.5)

Y : |y >=
N−1∑
i=0

yi|i > (4.6)
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The QFT refers to the equation below.

yk =
1√
N

N−1∑
j=0

xjω
jk
n , k = 0, 1, 2, 3...., N − 1 (4.7)

where,

ωn = e2πi/N (4.8)

And, is a primary Nth root of unity, N is the length of vectors such that N := 2n [58].

Existing security standards and schemes are based on traditional cryptogra-

phy such as Advanced Encryption System (AES), Elliptic-curve cryptography (ECC),

and Secure Hash Algorithm (SHA). Therefore, they are vulnerable to quantum at-

tacks. The transformation of quantum computing from theory to practice in the

recent past has not only brought with its potential advantages but also increasing

threats[21][34].



Chapter 5

Proposed Security Scheme

Based on the research gap in existing security schemes, we infer that they practice key

management and authentication protocol, which is weak against the quantum algo-

rithms. Accordingly, we propose a new scheme to guard the communication channel

between RTU and MTU from a quantum along with classical attack. Moreover,

Fröhlich et al. [36] demonstrated that BB84 protocol can be conducted to 200 km

with multiplexing.

In our proposed scheme, we assume the following factors:

• MTU has the identities and hashed IDs of all RTUs.

• The id of MTU is embedded in each and every RTU.

• The RTU and MTU is aware of hash functions used to generate the private key.

• The data stored in the legitimate units are secure.

• We assume that our proposed scheme is conducted 200 km.

Sibson et al[89]. have developed a chip-based QKD in 2015. This evolution of

QKD has motivated us to propose a quantum-based signcryption scheme for SCADA

networks since they can be deployed in RTUs as well. However, both RTU and MTU

need a few hardware changes. There is a need to integrate a monolithically integrated

transmitter and a receiver with a photonic circuit using thermo-optic phase shifters

in the RTU as well as in the MTU.

Quantum Cryptography is based on Heisenberg’s Uncertainty Principle and

Principle of Polarization of Photons[90]. Furthermore, the No Cloning Theorem
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makes quantum cryptography a feasible scheme to resist the threats of both quantum

and traditional computer. The most popular protocol of Quantum Key Distribution

(QKD) is BB84 protocol and is the most suitable for IoT applications[81]. The pro-

posed scheme has three main phases: Phase A: Quantum Key Distribution Phase B:

Signcryption Phase C: Un-Signcryption

5.1 Quantum Key Distribution: Identification of and Defense against

quantum attack

This phase uses BB84 protocol to generate a final quantum key[17]. The final quan-

tum which is generated is used for signcryption. The BB84 protocol uses two Basis:

Horizontal-vertical linear and Diagonal directions. Since, the key generation is based

on the polarization of light, each photon is polarized using one of the two Basis

randomly. The protocol uses two channels: Quantum Channel, which is used for

key generation and distribution, and Classical Channel, which is used for informa-

tion transmission and eavesdrop detection. This phase has further steps: Phase 1:

Quantum Key Generation Phase 2: Key Sifting Phase 3: Error Correction Phase 4:

Privacy Amplification

Figure 5.1: The Proposed Scheme Model
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5.1.1 Quantum Key Generation

The sender generates the first qubits by randomly using one of the basis and sends it

to the receiver via the quantum channel. For example, RTU acts as the sender and

MTU acts as the receiver, as shown in Figure 5.1. The series of first qubits is called

raw bits[81][98].

The MTU reads each qubit with either of the two bases randomly and in-

dependently. The series of qubits received by the MTU is called the raw key. There

are two cases of measuring the raw bits as following.

• Case1: The receiver has a 50% success rate of choosing the right basis to mea-

sure the bits and thus getting the correct bits.

• Case 2: The receiver has a 50% failure rate where it selects the wrong basis.

However, the outcome of using the wrong machine is random that is either 0 or 1.

Thus, the probability of incorrect bits in the received bits is 25%, and that of cor-

rect bits is 75%. This ratio persists in the absence of any eavesdropper[81][98].

The qubits, when measured using any basis, their state changes randomly. Also, the

states of the qubits cannot be cloned, which helps in the detection of an eavesdropper.

When an eavesdropper tries to read the qubits in the quantum channel, it disrupts the

state of the qubits. Thus, MTU receives the disrupted qubits. The MTU measures

the tampered raw key, and the rate of incorrect qubits exceeds 25%[81][98].

5.1.2 Key Sifting

The MTU sends the randomly chosen basis to the RTU via the public or communi-

cation channel. The RTU verifies its chosen basis with that of MTU’s. Then, the

RTU sends the incorrect basis to the MTU. Both the units discard the bits measured

by the incorrect basis and obtains the sifted key. In case of no noise in the quantum

channel, the sifted key of both the units is the same. In case of any presence of noise,

there is an error in the sifted key deduced by MTU[98].
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5.1.3 Error Correction Protocol

In this phase, it has the following sub-steps[81][98].

Step 1: Determine Quantum Bit Error Rate (QBER).

The QBER is calculated. The RTU and MTU randomly extracts a part of its sifted

key to RTU. The MTU discloses its extracted part to RTU. The RTU obtains the

QBER by calculating the ratio of MTU’s extracted key and its own extracted key.

Both of the unit discards the exposed part and obtains the sub-sifted key.

• Case 1: If QBER is greater than 25%, the sifted key is discarded, and the raw

key is again generated.

• Case 2: If QBER is less than 25%, error correction protocol and privacy am-

plification is followed.

Step 2: Error Correction Protocol (ECP) used: Reed Solomon Code.

In this phase, the sender and the receiver resolve the error in the sub-sifted key via

the public channel. The error correction protocol phase is crucial after quantum key

exchange for the following reasons.

• It gives both the units to check the confidentiality and integrity of the obtained

sub-sifted key.

• The RTU sends its sub-sifted key encoding it with ECP protocol to MTU. The

encoded key is called codeword. The encoding involves adding extra bits or

parity bits to the original data. This helps the receiver to detect and resolve

the errors. Therefore, the eavesdropper is unable to read the original key. The

eavesdropper if modifies the codeword, it can be detected as well as corrected

by the MTU.

• In this phase, based on the QBER, the sub-sifted key is polished as the errors

are reconciled.

There are various error correcting codes proposed by researches throughout the

world. The most common are the Cascade protocol, Winnow protocol, Low
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Density Parity Check (LDPC) protocol, Low Complexity Parity Check (LCPC)

and, Reed Solomon protocol(R-S) [46][11][27].

The most feasible protocol for wireless networks is LCPC and Reed Solomon

protocol. The purpose of Low Complexity and Parity Check is to detect and correct

single- and double-bit errors. However, during the quantum key exchange, the errors

can occur in a burst. In that scenario, the Reed-Solomon code is the most suitable

protocol in the BB84 protocol. R-S code is an efficient algebraic code which can

correct a large number of errors with low overhead and low complexity. It has the

power to correct errors in a cluster. Various storage systems, broadcast systems, and

wireless networks widely adopts R-S code.

Characteristic of Reed-Solomon(R-S) code: It is a subgroup of Bose-Chaudhuri-

Hocquenghem(BCH) codes and linear codes which performs their arithmetic opera-

tions in a Galois field or finite field. BCH is cyclic error-correcting codes that involve

using polynomials over data blocks. The code word generated in this algorithm con-

sists of polynomials, which is divisible by another fixed short-length polynomial. The

fixed polynomial is called Generator Polynomial[78].

A Reed-Solomon code is represented as R-S(n.k) with s-bit symbols. It

implies that the encoder takes k data symbols with s bits each. Then, it adds parity

symbols. Thus, obtaining a code word of n symbol. The parity symbols of s bits

each are n-k. The R-S decoder can resolve up to t symbol errors in a codeword. It

implies that it can automatically correct errors up to t bytes. The length of parity is

calculated as following[27][78].

2t = n− k (5.1)

The maximum codeword length (n) can be calculated as following

n = 2s–1 (5.2)

R-S Encoder: In R-S encoding, the sub-sifted key is the message which is

represented as a polynomial i(x). The polynomial is multiplied with the Generator
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polynomial g(x)[27][78].

c(x) = g(x).i(x) (5.3)

where,c(x) is the valid codeword.

i(x) is the information block.

g(x) is the generator polynomial.

Using Lagrange Interpolation, the polynomial is evaluated.

p(x) = i(x).xn−k mod g(x) (5.4)

R-S Decoder: The Decoding algorithm follows algebraic procedure to cor-

rect up to t errors or up to 2t erasures. An error occurs when an incorrect bit is

present in the codeword. An erasure occurs when the position of the incorrect bit is

known[27][78].

The received codeword can be represented as following.

r(x) = c(x) + e(x) (5.5)

where r(x) is the received codeword, c(x) is the recovered codeword and, e(x) is the

error pattern present in the r(x).

The decoder follows the succeeding steps.

• Syndrome Calculator: It calculates the syndrome which is used to identify the

symbol errors. One symbol error occurs when either 1 bit is incorrect, or all the

bits are incorrect in a symbol.

• Error Locator: It then finds the symbol error locations by calculating the error

locator polynomial. It uses Euclid’s algorithm.

• Calculate Magnitude of error: Then, it finds the roots of the error locator

polynomial.
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• Error evaluation: To calculate the symbol error values, Forney algorithm is

used.

Finally, a recovered codeword is received.

5.1.4 Privacy Amplification

From the received and recovered codeword, the sub-sifted key is extracted. To reduce

any information leakage during error correction protocol and to increase the secrecy

of the key, the sub-sifted key is hashed. Both MTU and RTU obtains the finalized

key or Quantum Key (QK).

Figure 5.2: Operations of RTU (sender). The signcrypted message is sent to sub-
MTU/MTU (receiver).
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5.2 Signcryption

Both the components have the finalized quantum key (QK). The RTU executes the

following steps[91] as shown in Figure 5.2.

• Encryption: The RTU makes a copy of the data, encrypts the data with the

finalized quantum key.

• One-Time Digital Signature:The RTU hashes the copy of the data. It then

encrypts the hash with its private key (PK). It segments the quantum key into

equal chunks. It, then, generates a private key by applying a hash function on

one of the segments of the QK. It concatenates the hashed message, hashed

unique ID of the RTU and a timestamp. The PK is used to encrypt the con-

catenated data and thus, generating a one-time digital signature.

The RTU sends the signcrypted data to the MTU over the classical channel.

5.3 Un-Signcryption

The MTU receives the signcrypted data and executes the following steps. Further-

more, it is assumed that the MTU has the database which stores the information

including IDs of all the RTUs and their hash values. The MTU is also aware of the

signcryption algorithm used by the RTU.

• Decryption: The encrypted data is decrypted with the quantum key (QK).

• Validation: The MTU also decrypts The encrypted hashed value with the pri-

vate key (PK). The MTU hashes the copied data by the same algorithm used

by the RTU. Thus, the timestamp and the hashed ID is extracted and verified.



Chapter 6

Analysis and Experimental Results

6.1 Formal Analysis of Proposed Model

The proposed scheme has two major chunks: Quantum part and Classical part. The

quantum part involves BB84 protocol and the classical part involves the Signcryption

algorithm. Therefore, in this thesis, two tools have been used for the formal analysis

of the proposed scheme.

• Modelling and Analysis of BB84 protocol in Prism.

• Modelling and Analysis of Signcryption in Scyther.

6.2 Modelling and Analysis BB84 protocol in Prism

Prism is a probabilistic model checker to model and analyze the systems based on

probabilistic behavior. It automatically analyzes the systems to find out flaws and

errors in the system specification. The following two types of inputs are fed to the

model checker[72].

• The description of the system which is to be designed. It is mostly formulated

in process algebras in such a way that can be used as input in model checker.

• A set of rules or properties that the system must follow.

There are two stages to build a model in a prism[72]:

Stage 1: Model the system where all the states and transitions of the system are
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represented.

Stage 2: The properties of the system are expressed in temporal logic statements.

When the temporal logic statements are executed against the model, it ver-

ifies whether and with what probability the properties hold for the system.

In this thesis, Discrete-Time Markov Chain (DTMC) model has been used

to design the BB84 protocol system. While building the system, the following two

properties of the system is defined:

• Public channel handles transmission of messages in such a way that they can

be monitored. However, the messages cannot be altered by the eavesdropper.

• Quantum channel handles message exchange in such a way that any attempt by

eavesdropper to monitor the channel causes an alteration in the message and

thus, creates a noise.

Thus, the system detects any eavesdropping attack as well as cloning attack.

The following two types of attack has been designed for this system[55].

• Intercept-Resend Attack: The eavesdropper uses the basis once to measure the

qubit. It measures a qubit and the state of the qubit changes randomly.

• Random-Substitute Attack: The eavesdropper uses the basis twice. At first, it

uses the basis to measure the qubit. After fetching the value of the qubit, it

reads the same qubit again to replace its value. It is an attempt to clone the

state of the qubit.

In this thesis, we are analyzing the following three factors of the BB84

protocol.

• Whether the protocol detects any intrusion?
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• How much information is leaked processing the protocol?

• Can BB84 protocol discard or prevent the eavesdropping attack?

The following six variables have been calculated and used in the models[55]:

• P1 = Probability of detecting an eavesdropper (EVE).

• P2 = Probability that EVE measures more than half of the information cor-

rectly.

• N = no. of bits transferred

• Correct bits measured by Eve > = N/2.

• L = LUCKY = Probability of obtaining correct value with wrong basis.

• REPLACE = 0.5 = Probability to use to substitute with 0 or 1.

In this model, probability value ranges from 0 to 1.

Based on the type of attacks, there are two major models:

Model1: BB84 with intercept-resend eavesdropping attack.

Model2: BB84 with random-substitute eavesdropping attack.

6.2.1 Model1: BB84 with intercept-resend eavesdropping attack

Table 6.1: Probability of detecting of Intercept-Resend eavesdropping when Lucky is
0.5.

MODEL 1 P1 P2
N = 4 0.938 0.145
N = 5 0.969 0.155
N = 6 0.984 0.065
N = 7 0.992 0.067
N = 8 0.996 0.028

LUCKY= 0.5
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Table 6.2: Probability of detecting of Intercept-Resend eavesdropping when N is 5.

MODEL 1 P1 P2
L= 0.5 0.968 0.155
L = 0.6 0.968 0.174
L = 0.7 0.968 0.193
L= 0.8 0.968 0.285

N=5

6.2.2 Model2: BB84 with random-substitute eavesdropping attack

Table 6.3: Probability of detecting of Random-Substitute eavesdropping when Lucky
is 0.5.

MODEL 1 P1 P2
N = 4 0.938 0.145
N = 5 0.969 0.155
N = 6 0.984 0.065
N = 7 0.992 0.067
N = 8 0.996 0.028

LUCKY= 0.5

Table 6.4: Probability of detecting of Random-Substitute eavesdropping when N is
5.

MODEL 1 P1 P2
L= 0.5 0.969 0.155
L = 0.6 0.969 0.174
L = 0.7 0.969 0.193
L= 0.8 0.969 0.285

N=5

6.3 Modelling and Analysis of Signcryption in Scyther

In this section, formal analysis of the signcryption scheme is presented. Scyther is a

tool which verifies traditional security and authentication protocols[31].

Using Scyther, two main properties is analyzed: Secrecy and Authentication[31].

Secrecy: The following two assumptions are considered for the system[31]
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• The sender or the receiver is communicating a trusted party.

• The sender and the receiver are communicating over an untrusted channel.

Authentication:The four factors that are assumed for the system are as

following[31].

• Aliveness: There is at least one communication partner in the network.

• Synchronization: The intended party is aware of the authenticity of the other

party to which it is communicating with.

• The protocol is executing.

• Message Agreement: The message sent by the sender is intact and not tampered.

Thus, it has been exchanged as expected.

Furthermore, in the proposed signcryption model, we have used two keys.

One, the quantum key is denoted as qk. The qk is used for encryption of messages.

Two, sk denotes private key in the model. It is used to generate the digital signature.

It provides authentication to the scheme. Both qk and sk are secret and private.

Figure 6.1 and Figure 6.2 exhibits the verification results of a simple authentication

protocol and the proposed signcryption scheme respectively.

Figure 6.1: Verification results of a simple authentication protocol.



70

Figure 6.2: Verification results of the proposed Signcryption scheme.

6.4 Evaluation

We executed the proposed scheme in python 3.6. We simulated the quantum channel

with noise by designing a binary symmetric channel (BSC). In BSC, the sender sends

a bit with value being either 0 or 1. The receiver receives that bit. However, there is

a small probability that the bit is flipped in the channel[70].

To generate qubits and to measure their state, Quantum Information Toolkit

(QIT) has been used[5]. To implement basis, two types of operators, Pauli X operator

and Hadamard operator, has been used[30].

Pauli X operator: It acts on a single qubit and flips its sate. It maps |0 >
to |1 > and |1 > to |0 >.

Hadamard Operator: It provides the property of Hadamard quantum gate.

When it applies on a qubit with state |0 > or |1 >, there is an equal probability that

the outcome state is either |0 > or |1 >. Furthermore, if the Hadamard gate applies

twice on the same qubit, the final state is always the same as the initial state.

In evaluation testing, the experiment splits into two groups:
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Group1: It involves performing the proposed scheme on 128-bit initial or raw key.

Group2: It involves performing the proposed scheme on 256-bit initial or raw key.

The simulation parameters of each group are as follows:

• Error rate

• Sifted key size

• Final key size

• Execution time

• Digital Signature

• Time to generate a raw key

Figure 6.3: Simulation Number vs QBER

Figure 6.3 illustrates the behavior of the scheme with 128-bit and 256-bit

raw key in terms of error rate. The coefficient of variation of this parameter for the

128-bit raw key is 0.507, and that of 256-bit is 0.502. Also, Figure6.10 illustrates that

the QBER evidently increases as the size of raw key increases.

Figure 6.4 shows the behavior of the scheme with 128-bit and 256-bit raw

key in terms of sifted key size. The coefficient of variation of this parameter for the

128-bit and 256-bit is 0.082 and 0.062. Furthermore, Figure6.10 illustrates that the

sifted key size is directly proportional to the raw key size.
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Figure 6.4: Simulation Number vs Sifted key size

Figure 6.5: Simulation Number vs Final Key Size

Figure 6.5 displays the behavior of the scheme with 128-bit and 256-bit raw

key in terms of final key size. The coefficient of variation of this parameter for the

128-bit and 256-bit is 0.024 and 0.018. Figure6.10 illustrates that the final key size

does not vary when the raw key size varies.

Figure 6.6 illustrates the behavior of the scheme with 128-bit and 256-bit

raw key in terms of digital signature size. The coefficient of variation of this parameter

for the 128-bit and 256-bit is 0.0065 and 0.009. Moreover, Figure6.10 illustrates that

the digital signature size does not vary when the raw key size is doubled.
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Figure 6.6: Simulation Number vs Digital Signature Size

Figure 6.7: Simulation Number vs Execution Time

Figure 6.7 explains the behavior of the scheme with 128-bit and 256-bit

raw key in terms of execution time. Furthermore, Figure 6.10 illustrates that the

execution time significantly changes when the raw key is adjusted.

Figure 6.8 displays the time to generate the raw keys or the initial keys.

We observe that the generation time is directly proportional to the generation time.

It is more evident when we compare the mean values of the generation time of each

group, as shown in Figure 6.9. For each data communication, Alice generates a new

raw key and obtains the private and secret key. Therefore, the private key and secret

key randomly varies in each communication.
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Figure 6.8: Simulation Number vs Time to generate Raw Key(Generation Time)

Figure 6.9: Comparison of Group1:128-bit raw key vs Group2:256-bit raw key, using
the mean value of Generation Time of each group
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Figure 6.10: Comparison of Group1:128-bit raw key vs Group2:256-bit raw key, using
the mean value of each feature.

6.5 Benefits of the Proposed Scheme

In this thesis, a novel security scheme is proposed, which uses the properties of quan-

tum mechanics to provide the following benefits to SCADA networks.

• It resists not only the attacks of traditional computers but also quantum com-

puters. It mainly defends against all kinds of Man-in-the-Middle attack.

• It is an encryption algorithm which also acts as an intrusion detection system.

• The scheme also adds authentication of every communication between compo-

nents.

• It does not rely on any third-party for generating and validating keys and au-

thentication.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we have proposed a scheme for securing communication in SCADA

networks using BB84 protocol and one-time signcryption. This scheme does not use

any trusted third party and yet attains all the security goals: integrity, confidentiality,

availability, authentication, and non-repudiation. The randomness property of the key

and its size enhances the security of the scheme. It uses uncertainty and superposition

properties of quantum physics to detect any eavesdropping. As compared to other

protocols, it acts as an encryption scheme as well as an IDS. Therefore, it reduces the

computational cost.

7.2 Future Work

As a part of our future work, we intend to perform a comparative analysis between

the current standard AGA-12 and our proposed scheme. Additionally, we will do a

comparative study by implementing various hash functions in the signature scheme

and find out which yields the most potent hash. Our current proposed schemes focus

on two quantum attacks: MiM and Brute-force attack on existing SCADA networks.

However, an eavesdropper can use the properties of quantum mechanics to launch

probe attacks on Quantum Key Distribution[13][87].In our future work, we will focus

on these types of attacks, mainly, entangling-probe and Fuchs-Peres-Brandt (FPB)

probe attack.
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