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Motor imagery (MI), the mental rehearsal of movement, is an effective adjunct to physical practice (PP) for driving skill acquisition. While considered analogous to PP, in that a simulation of movement occurs without overt execution, the mechanisms underlying MI are not well understood. This thesis interrogated the mechanisms of MI-based skill acquisition via three research questions: 1) how does expertise modulate MI-related brain activity?; 2) how does the modality of practice (MI vs. PP) modulate performance and MI-based brain activity?; and 3) does MI rely on effector independent encoding to drive skill acquisition? Expertise modulated brain activation during MI similar to PP, in that novice performance during MI was associated with widespread and bilateral activity. Directly comparing MI-related brain activation and performance following MI- or PP-based training showed that refinement of the motor program is less robust in MI owing to a difference in the mechanism underlying learning, suggesting MI is less effective relative to PP for facilitating skill acquisition. By examining resultant patterns of MI-related brain activation and performance of MI-based training applied prior to or following PP-based training, MI was shown to facilitate effector independent encoding, reflected in improvements in the global aspects of movement, central to early stages of skill acquisition. This finding suggests a role for MI as scaffolding for skill acquisition to be facilitated through PP. Evidence generated indicates that, while MI shares neural representations of motor skills, skill acquisition through MI occurs through an alternate mechanism relative to PP, and encoding of information is different between modalities. These findings have implications for how the mechanisms of MI are probed in future work: prior expertise with tasks being performed, and the use of transfer tasks to directly probe effector independent encoding should be considered in lines of questioning related to the mechanisms underlying MI-based skill acquisition. Further, the findings have potential application for how MI is applied in practice: MI is most effective when applied prior to PP, a finding that may explain inconsistencies in its effectiveness in driving skill acquisition noted in the literature.
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Chapter 1: INTRODUCTION

1.0 EXECUTIVE SUMMARY

Skill acquisition is the process of acquiring or strengthening a motor skill via changes in the brain (termed “plasticity”) that result from repetitive practice and the provision of feedback (Fitts and Posner, 1967; Newell; Dayan and Cohen 2011). At the outset of skill acquisition, environmental and sensory stimuli is integrated with an understanding of task goals, generating an abstract representation of the skill (termed “effector independent encoding”; Gallivan et al., 2011; Hikosaka et al., 2012; Verwey et al., 2014). Through repeated practice and thus activation of the neural substrates that underlie task performance, this representation is mapped to a specific effector (i.e., the effector used in the task; Grafton et al., 1998; Bapi et al., 2000; Gallivan et al., 2011). Further, through practice the motor program undergoes alterations via an error detection and correction mechanism that relies on a comparison of the intended consequences of the movement with actual movement outcomes derived from sensory feedback (Wolpert et al., 1998; Bastian, 2006). Ultimately, as skill acquisition is achieved (i.e., performance becomes more consistent, efficient, quick, and accurate), shifts in brain activation occur that reflect a decreased reliance on neural substrates that underlie error detection and correction, and an increase in activation of substrates that relay the motor command to the muscles.

While physical practice (PP) is recognized as the primary approach to skill acquisition, motor imagery (MI), the mental rehearsal of a motor task (Jeannerod, 1995), is an effective adjunct to driving skill acquisition in numerous disciplines (e.g.s., sports, music, and rehabilitation; Wulf et al., 2010; Schuster et al., 2011; Moran et al., 2012; Brown and Palmer, 2013). Motor imagery has long been considered analogous to PP, in that MI shares
mechanisms (i.e., processes that allow the motor program to be generated and/or updated) and neural representations with PP to facilitate a simulation of the movement without execution (Jeannerod, 1994; 2001). However, despite a wealth of evidence supporting the effectiveness of MI as a secondary modality of skill acquisition, its neural mechanisms remain largely unexplored. Further, owing to the lack of overt execution in motor imagery and thus the absence of feedback about task performance, we lack critical knowledge related to the nature of MI-based skill acquisition.

Motivated by the lack of evidence related to the neural mechanisms underlying MI coupled with our incomplete understanding of the nature of MI-based skill acquisition, this thesis addressed the following research questions via three experiments: 1) how does expertise modulate MI-related brain activity?, 2) how does the of practice (MI vs. PP) modulate performance and MI-based brain activity?, and 3) does MI rely on effector independent encoding to drive skill acquisition?

The first experiment utilized a mixed within- and between-group design in which 1) brain activity of experts (i.e., varsity athletes) performing MI of a sport-specific task vs. a novel task was compared, and 2) brain activity of experts and recreational controls during MI of a task that all groups had a similar degree of expertise of was compared. Results demonstrated that novice performance is associated with widespread activity encompassing bilateral frontal and parietal regions that resembles a typical pattern of brain activity during novice physical performance. Importantly, the level of (physical) expertise should be considered in neuroimaging investigations of MI, as resulting patterns of brain activation observed may reflect a novice level of MI performance vs. task-specific patterns.

The second experiment utilized a longitudinal between-group design, in which brain activation and performance outcomes were compared before and after five days of training
of a complex motor skill via PP or MI. Results showed that greater activation in regions
critical to refining the motor program were observed in the PP vs. MI group post-training,
and MI led to smaller improvements in performance relative to PP. Thus, relative to PP,
MI-based training did not drive robust changes in brain activation and was inferior for
realizing improvements in performance. Critically, findings from this experiment advance
our understanding of the mechanisms of MI in two ways: 1) that refinement of the motor
program is less robust in MI owing to a difference in the mechanism underlying learning;
and 2) different information is encoded in MI relative to PP.

The final experiment utilized a longitudinal crossover design, in which improvements
in performance and changes in brain activation were compared when an equivalent bout of
MI was applied either prior to, or after PP-based training. Results showed that MI drives
changes in global aspects of a movement, reflecting encoding critical to forming the
abstract representation of the movement, central to early stages of skill acquisition. Further,
that these improvements were only observed when MI was applied prior to PP and
following training (i.e., after all ten sessions) indicates that the encoding driven via MI acts
as scaffolding for which mapping of this representation to a specific effector can be readily
facilitated. This experiment provides critical insight as to how a simulation of movement
is able to drive skill acquisition in the absence of feedback: MI relies on an alternate error
detection and correction mechanism relative to PP that relies on a comparison of intended
movement outcomes with simulated feedback representations.

Overall, the present dissertation provides unique knowledge pertaining to the neural
underpinnings of MI and the nature of MI-based skill acquisition. Driving our
understanding of MI as a modality of practice forward, findings of the present dissertation
have important implications for both the way the mechanisms of MI are probed in future
investigations and the application of MI for skill acquisition in health and disease. Specifically, prior expertise with tasks being performed, and the use of transfer tasks to directly probe effector independent encoding should be considered in lines of questioning related to the mechanisms underlying MI-based skill acquisition. Further, the findings have potential application for how MI is applied in practice: MI is most effective when applied prior to PP, a finding that may explain inconsistencies in its effectiveness in driving skill acquisition noted in the literature.

1.1 GENERAL INTRODUCTION

1.1.1 Motor skill acquisition

Motor skill acquisition is the fundamental process of acquiring or strengthening a motor skill, in which executed movements become more efficient, quick, and accurate. With repeated practice, novices move along the expertise continuum, realizing improvements in performance. Motor skills vary in their complexity and in the time required to gain expertise – for instance, learning a key-press sequence quickly and accurately to sinking basketball free throw or executing a dart throw with precision have differing levels of complexity and timescale for achieving proficiency in performance. Motor skill acquisition requires the integration of a number of different processes, including cognitive, perceptual, and motor processes, depending on the nature of the task to be learned (Newell, 1991; Wulf et al., 2010; Taylor and Ivry, 2012). In the classic framework of motor skill acquisition, Fitts and Posner (1967) theorized that motor skill acquisition occurs as a result of repetitive practice over three stages: 1) the cognitive stage, 2) the associative stage, and 3) the autonomous stage. In the cognitive stage of skill acquisition, it is thought that an individual consolidates their understanding of ‘what to do’ in terms of task goals and movement elements. In this stage, cognitive and perceptual processes are
heavily relied on as environmental stimuli and features of the movement are processed to create a perceptual representation of the movement, typically characterised by inefficient and inaccurate performance of the motor skill. Notably, this form of encoding is not specific to an effector, but rather can transfer between effectors, and thus is termed ‘effector independent’ encoding. In the associative stage, the actual motor program (i.e., the ability to perform consistent, accurate movements) is formed. In this stage, stimulus-response associations are strengthened as the perceptual representation is integrated with a motor representation (i.e., movement goal) to create the motor program. Once the motor program is generated, this information becomes mapped to the specific effector (i.e., effector dependent encoding) and refined with repeated practice and feedback. Finally, in the autonomous stage, the skill is carried out with little conscious effort (Fitts and Posner, 1967). Specifically, as the individual approaches the ‘end’ of the expertise continuum and robust improvements in performance are realized, little cognitive effort is required to perform the motor skill, and external factors such as the environment have minimal influence on performance (Fitts and Posner, 1967; Taylor and Ivry, 2012).

1.1.2 Neural networks underlying expertise

It is well established that brain regions including the primary motor cortices, frontoparietal regions, supplementary motor area (SMA), and cerebellum, are associated with motor planning, preparation, and execution, establishing the neural network that underlies successful motor task performance (Newell, 1991; Hikosaka et al., 2002; Dayan and Cohen, 2011; Hardwick et al., 2013). Repetitive practice drives synaptic plasticity in these regions, facilitating changes within the network as the skill becomes consolidated (Fig. 1.1; Ungerleider et al., 2002; Doyon and Benali, 2005; Dayan and Cohen, 2011). In general, as improvements in performance are realized, moving along the expertise continuum is
associated with a shift in brain activity – in that activity overall becomes more lateralized (to a contralateral pattern of activity in a unimanual task), and focal. A general decrease in reliance on cerebellar and striatal circuits are observed, and increased recruitment of primary motor and somatosensory cortices is associated with skill expertise as the autonomous stage is achieved (Fig. 1.2; Poldrack et al., 2005; Yarrow et al., 2009; Nakata et al., 2010; Dayan and Cohen, 2011). Taken together, expertise is characterised by a generally contralateral and focal pattern of cortical brain activity, regardless of the skill.

Figure 1.1 Neural circuitry underlying motor learning. As skill expertise is gained, there is a general shift from frontal regions and reliance on cerebellar and striatal circuits to increased recruitment of primary motor and somatosensory regions. Taken from Doyon and Benali (2005).
Figure 1.2 General shifts in patterns of brain activation observed during fast (top) and slow (bottom) skill acquisition, driven through physical practice. During fast skill acquisition, greater reliance on the cerebellum and supplementary motor area is observed. During slow skill acquisition, cerebellar activity decreases as increased recruitment of primary motor and somatosensory regions is observed. Adapted from Dayan and Cohen (2011).
1.1.3 Effector dependent encoding and the primary motor cortex

Consistent activation of the primary motor cortex is observed in neuroimaging studies of motor tasks (see Hardwick et al., 2013 for a meta-analysis), and task expertise is reflected in responses of primary motor cortex neurons (typically, contralateral to the effector in a unimanual task; (Pascual-Leone et al., 1994, 1995; Matsuzaka et al., 2007; Dayan and Cohen, 2011) Repetitive practice drives changes in the topography of the primary motor cortex, in both primates and humans. Nudo et al. (1996) demonstrated that representations within primate primary motor cortex adapted to represent specific aspects of the skill being trained. In particular, after assessing cortical reorganization of primary motor cortices following multiple days of training on an object retrieval task requiring two different sets of forelimb movements, it was shown that training a task involving skilled digit use led to the expansion of the representation for the digits. In contrast, training on a task requiring forelimb movements (but not skilled use of the digits) led to an expansion of the forearm representation (Nudo et al., 1996). In alignment with this work, Pascual-Leone et al. (1995) assessed cortical reorganization in human primary motor cortex following five days of practice of a sequence-learning task (Fig. 1.3). It was shown that employing sequence-learning tasks results in changes in the motor output map (i.e., associated region of the primary motor cortex) associated with the digits and hand involved in the task. Thus, it follows that neuroimaging work (largely employing positron emission tomography (PET) and functional magnetic resonance imaging (fMRI)) has shown that activation of primary motor cortex increases as later stages of learning are achieved (Dayan and Cohen, 2011).
Figure 1.3 Motor output maps (i.e., associated region of the primary motor cortex) for the trained vs. untrained hand over five days of a sequence (piano-based) task. Taken from Pascual-Leone et al. (1995).

With subsets of neurons that send output to different effector groups, the primary motor cortex is critical for effector dependent encoding (Grafton et al., 1998; Bapi et al., 2000; Ungerleider et al., 2002; Gallivan et al., 2011). Neurons localized to this region are tuned to the kinematics of a movement (Georgopoulos et al., 1986; Georgopulos, 1990; Ashe and Georgopulos, 1994), and this region encodes specific aspects of the movement such as force and timing parameters (Hikosaka et al., 2002; Apolinário-Souza et al., 2016). Specifically, through examination of discharge rates of neurons in monkey motor cortices
during a task in which the animals moved a handle in different directions in response to visual cues, it was shown that the direction of the arm movements could be inferred from the neuronal activity (Georgopoulos et al., 1986; Ashe and Georgopoulos, 1994). These results have been replicated in humans by assessing the reduction of brain activation obtained via fMRI in a specific region during a task (termed “BOLD adaptation”), which reflects the extent to which the same population of neurons is engaged and thus adapt over time (Cowper-Smith et al., 2010). Greater BOLD adaptation was observed when consecutive movements were made in the same direction relative to consecutive movements made in different directions, indicating that human primary motor cortex encodes the direction of movement similar to non-human primates (Cowper-Smith et al., 2010).

During a single session of sequence training, increases in primary motor cortex activity have been linked to the effector employed in training (Seitz et al., 1990; Grafton et al., 1992; Jenkins et al., 1994; Karni et al., 1998; Lehéricy et al., 2005). Further, sequence-specific activation shifted following transfer to a different effector (i.e., shifted from executing distal finger movements to proximal arm movements; Grafton et al., 1998). Thus, the authors concluded that the primary motor cortex was not encoding information pertaining to the structure of the sequence itself (i.e., the abstract representation), and instead was receiving this information from upstream areas (e.g.s., SMA or posterior parietal regions) and mapping it to the specific effector. This conclusion is supported through work by Bapi et al. (2006), who assessed sequence-specific brain activation using fMRI, whereby participants trained on the task by pressing corresponding buttons on a keypad that matched cues appearing on a matching keypad displayed a screen. Participants then engaged in a test phase where they were tested under three conditions: a control
condition that matched training, a motor condition where the keypad was rotated such that participants performed the same finger movements as the training condition yet the spatial organization of the targets differed, and a visuospatial condition where the keypad was rotated such that the spatial organization of the targets matched the training condition but the finger movements differed (Bapi et al., 2000, 2006). Relative to the control condition, activation localized to the primary motor cortex was only observed in the motor condition, whereas the visuospatial condition engaged predominantly frontal and parietal regions. Collectively, task-dependent changes are reflected in the organization and response of neurons localized to the primary motor cortex (Georgopoulos et al., 1986; Ashe and Georgopoulos, 1994; Pascual-Leone et al., 1994, 1995; Bapi et al., 2006; Matsuzaka et al., 2007; Apolinário-Souza et al., 2016).

1.1.4 Effector independent encoding and the dorsal stream pathway

It is well-established that activation in frontal and parietal areas are critical to integrating stimuli and features of the movement into the motor representation. In particular, there is a large body of evidence related to a pathway of information transfer from posterior visual to parietal areas with output to premotor areas, termed the dorsal stream of action processing (Fig. 1.4; Goodale and Milner, 1992; Rizzolatti and Matelli, 2003; Binkofski and Buxbaum, 2013). This pathway facilitates visuospatial processes and visuomotor transformations necessary for goal-directed and visually-guided actions to be executed (Goodale and Milner, 1992; Goodale and Westwood, 2004; Buxbaum et al., 2006, 2007; Binkofski and Buxbaum, 2013). Evidence from lesion studies and studies employing transcranial magnetic stimulation (TMS; a non-invasive form of brain stimulation that can be used to temporarily inhibit focal brain activity prior to a task, or that can be used to disrupt online processing within a brain region during a task), supports the critical role of
this pathway in visually guided actions, whereby damage to posterior parietal regions results in deficits in motor control for reaching tasks (i.e., impaired accuracy of the reach), tool-use, and inferring the functional use of objects and/or tools from its structure (Rushworth et al., 1997, 2001; Weiss et al., 2001; Buxbaum et al., 2005, 2006, 2007; Binkofski and Buxbaum, 2013).

Figure 1.4 Depiction of the dorsal visual pathway, indicated in blue. Posterior parietal regions, including the inferior and superior parietal lobule, are implicated in visuospatial processes and visuomotor integration during visually guided actions. Taken from Kandel et al. (2000).

The contribution of these areas to visuospatial processes and processing perceptual aspects of the movement suggests that these regions are critical to effector independent encoding during motor skill acquisition (i.e., as the perceptual and spatial information is integrated with the movement goal; Hikosaka et al., 2002; Gallivan et al., 2011). Specifically, a cortical loop comprised of posterior parietal (encompassing the inferior and superior parietal lobes; IPL/SPL) and prefrontal regions is proposed to underlie the encoding of global aspects or spatial parameters of the movement, and perceptual cues are
mapped to movement goals such that learning can transfer to skills that have the same
global structure but not specific elements (Fig. 1.5; Hikosaka et al., 2002). Indeed, in the
above noted sequence studies (Grafton et al. 1998; Bapi et al., 2006), it was shown that
visuospatial sequence representations engaged predominantly prefrontal and parietal
cortices (Bapi et al., 2006), and that sequence-specific activation was linked to posterior
parietal regions (Grafton et al., 1998). In these studies (Grafton et al. 1998; Bapi et al.,
2006), it was concluded that these regions were responsible for creating the abstract
representation of the sequence.

Figure 1.5 Neural circuitry underlying effector independent (or ‘effector-unspecific’) and effector
dependent (or ‘effector-specific’) encoding during sequence learning. A circuit comprised primarily
of prefrontal and parietal areas is thought to underlie effector independent encoding (as assessed
through the acquisition of spatial sequences, in which the encoding is not specific to an effector),
while a circuit that relies predominantly on the primary motor cortices is thought to facilitate
effector dependent encoding (as assessed through the acquisition of motor sequences, in which the encoding is specific to the effector used in the task). Taken from Hikosaka et al. (2002).

Further, a study conducted by Gallivan and colleagues (2011) employed fMRI during a task where participants were asked to perform a reach or saccade to one of two different spatially located targets. Brain activation was assessed at three different phases of the movement: preview, whereby the targets appeared; plan, whereby the participants received an instruction regarding the movement they were to perform; and execute, whereby the participants performed the movement to the appropriate target (Gallivan et al., 2011). It was shown that activity during the planning phase localized to the right mid and left posterior inferior parietal sulcus (i.e., near the postcentral gyrus or the trans occipital sulcus, respectively; IPS) predicted both effector-specific and spatial-specific response information, in that the target that would be acted upon in the execute phase was predicted, as well as the effector to be used. Further, only the spatial location of the target to be acted upon in the execute phase was encoded by the left mid IPS, highlighting the critical role of this region in effector independent encoding. Importantly, activity in these regions was contrasted with activity in dorsolateral prefrontal cortex (dLPFC) and primary motor cortices, in which activity only predicted the effector to be used in the task but not the spatial location of the target to be acted upon; thus highlighting the effector dependent nature of activity in these regions (Gallivan et al., 2011).

In light of the notion that this pathway is critical to the formation of perceptual and motor representations required to execute the skill, it follow that increases in activation within these areas are observed in the early stages of motor skill acquisition, as the individual consolidates their understanding of ‘what to do’ in terms of task goals and movement elements, and the motor program is generated. Indeed, a single-session of
sequence training led to increased activation within frontal and parietal areas (Grafton et al., 1998, 2002; Floyer-Lea and Matthews, 2005). In contrast, no differences in activation within these areas were observed pre/post three weeks of training, indicating that once the understanding of the movement elements and motor representation has been established and refined, the need for resources related to spatial processing are reduced.

1.1.5 Cerebellum in skill acquisition

Throughout motor skill acquisition, output of cerebellar neurons is associated with error detection/correction whereby the predicted consequences of the movement (effference copy) are compared to actual movement outcomes (reafference) in a forward model to update the motor program (Fig. 1.6; Miall and Wolpert, 1996; Wolpert et al., 1998; Bastian, 2006; Popa et al., 2012). Specifically, refinement of the motor program is thought to occur via internal comparisons whereby the predicted consequences of the movement (effference copy) are compared to actual movement outcomes (reafference) in a forward model (Miall and Wolpert, 1996; Bastian, 2006; Shadmehr et al., 2010). Ultimately, this comparison allows us to detect and correct errors, resulting in refinement of the motor program with repeated execution of the movement (Fig. 1.6; Miall and Wolpert, 1996; Bastian, 2006; Shadmehr et al., 2010).
Figure 1.6 Illustration of forward models in the cerebellum that underlie error detection/correction mechanisms during motor skill acquisition. Detection of errors during the current movement occurs via a comparison between the predicted (efference copy) and actual sensory (reafference) consequences of the movement. Errors in the feedforward command during subsequence movements are then reduced, and the motor program is updated as skill acquisition occurs. Adapted from Bastian et al. (2006).

In studies conducted where cerebellar neurons were recorded in primates during reach and grasp tasks (Espinoza and Smith, 1990; Smith et al., 1993), tracking tasks (Popa et al., 2012, 2013; Popa and Ebner, 2018), and during passive vs. self-generated movements (Brooks and Cullen, 2013), neuronal activation was observed immediately prior to and after movement onset, suggesting a key role in predicting and realizing kinematic consequences of the movement (Blakemore and Sirigu, 2003). For instance, Popa et al. (2012), monitored activity of Purkinje neurons (i.e., the primary output pathway of the cerebellum to other regions including the primary motor cortex) in a tracking task where the animals were
trained to track a moving target on a screen by moving a cursor. In demonstrating neuronal output in response to errors that followed the movement, as well as neuronal output immediately prior to the movement, it was concluded that the cerebellum is critical in integrating predictive and feedback representations (Popa et al., 2012). Further, Brooks and Cullen (2013) examined activity of cerebellar neurons between expected and unexpected sensory inputs, by inducing passive movements of the head and body of monkeys while the animals made voluntary movements. Specifically, by inducing unexpected sensory inputs during the movements, the predictions made by the forward model are poorly matched with the resulting feedback. In contrast, when the animal executes a movement voluntarily with similar sensory stimulation, the predictions made by the forward model were well-matched with the resulting feedback. Interestingly, neuronal output was modulated by the match between the predicted consequences and feedback in that the cells were highly responsive to the unexpected sensory input yet did not respond to voluntary movement. Taken together, this body of work supports the role of the cerebellum in both generating the movement prediction and providing the motor command that will cause a desired change in the forward model to update the motor program (Wolpert et al., 1998; Blakemore and Sirigu, 2003; Shadmehr et al., 2010; Shadmehr, 2018).

Findings from the above-noted primate studies are supported by work in humans – neuroimaging studies examining cerebellar activation during movement highlight the involvement of this region in forward models, both for predicting movement consequences and processing reafferent information (Gao et al., 1996; Jueptner et al., 1997; Blakemore et al., 1998). For instance, greater cerebellar activation was observed when comparing brain activation during a movement that had a tactile consequence vs. an identical movement that did not have a tactile consequence. Thus, the authors concluded that cerebellar activity
depends on specific consequences of the movement (Blakemore et al., 1998). Further, cerebellar lesions are known to result in dyscoordination of movements and the inability to adapt reach movements to motor perturbations (for reviews see Wolpert et al., 1998; Blakemore and Sirigu, 2003). For instance, Müller and Dichgans (1994) employed a pinch-grip task whereby participants were asked to lift objects of varying loads (and thus had to adapt to the load of the object), requiring accurate timing of a pinch-grip and lift movements. Participants with cerebellar lesions (ipsilateral to the effector used in the task) exhibited a lack of coordination in the movements in that an increase in the onset latency of lift force was observed after the pinch movement was made. Thus, participants were incorrectly predicting the sensory consequences of the movement and thus had to adjust online in order to perform the lift (Müller and Dichgans, 1994).

With respect to motor skill acquisition, it follows that increases in cerebellar activation are observed in the early (i.e., ‘fast’) stages, as changes to the motor program are required on a trial-by-trial basis as performance has yet to plateau and large changes to the motor program are desired (Seitz et al., 1994; Ungerleider et al., 2002; Lacourse et al., 2004; Doyon and Benali, 2005; Shadmehr et al., 2010; Dayan and Cohen, 2011; Shmuelof et al., 2014). However, as expertise is achieved and the motor program requires less refinement, it follows that a decrease in cerebellar activation is observed (Dayan and Cohen, 2011; Boe et al., 2012). Interestingly, Boe et al. (2012) demonstrated a decrease in cerebellar activity over a single-session of training on a bilateral visuomotor task where participants moved a cursor towards a target by gripping bulbs with varying forces. In this task, it is likely that both a refined motor program and accurate forward model were achieved within the single-session of training. Similarly, a decrease in cerebellar activation was observed pre/post 30 min of training on a sequence task, whereby the limited
complexity of the task likely allowed participants to gain expertise with minimal training (Doyon et al., 2002). These findings are in line with evidence showing decreases in cerebellar activity over multiple training sessions of complex tasks (i.e., whereby the motor program is still being refined after a single session or it takes a number of weeks for expertise to be achieved; Dayan and Cohen, 2011), and the authors suggested that the decrease observed reflected a diminished need to modify the motor program or forward model as desired changes are no longer necessary as performance improves (Doyon et al., 2002; Boe et al., 2012). Thus, cerebellar activity is directly linked to expertise, in that the extent to which modifications to the motor program/forward model are required modulates cerebellar activation.

1.1.6 Supplementary motor area in skill acquisition

The SMA is a key structure implicated in motor planning and execution (Tanji and Shima, 1996; Nachev et al., 2008; Dayan and Cohen, 2011; Flash and Bizzi, 2016), ultimately relaying the motor command to the primary motor cortex for output to the effector (Roland et al., 1980; Tanji and Kurata, 1982; Tanji and Shima, 1994; Cunnington et al., 2003). Recording in primates demonstrate that SMA activity occurs immediately prior to movement onset, generating a preparatory state for the impending (and forthcoming) movements (Roland et al., 1980; Tanji and Kurata, 1982; Tanji and Shima, 1994; Cunnington et al., 2005). For instance, through recordings of neurons in primates during a task that involved forelimb and hindlimb movements, the extent to which neurons localized to SMA vs. neurons localized to primary motor cortex was coupled with movement onset was examined (Tanji and Kurata, 1982). While neuronal output in both regions increased prior to movement onset, a weaker correlation between SMA output and reaction time of the animal resulted relative to the primary motor cortex. In other words,
SMA activity preceded both movement onset and primary motor cortex activity. Further, SMA neurons showed greater coupling with sensory stimuli that cued a motor response (i.e., lights that turned on to signal the animal that a successful movement had been made or to cue the animal to make the next movement) than neurons in the motor cortex.

Prior work has also demonstrated that this region is implicated in transforming desired kinematics to be used in the task to the set of forces exerted by the effectors (termed the ‘kinematics-to-dynamics transformation’; Li et al., 2001; Padoa-Schioppa et al., 2002, 2004). Specifically, through SMA recordings in primates during a visually-guided reaching task where the animals were required to manipulate a robotic arm either with or without the application of an external force field (i.e., external perturbations; Padoa-Schioppa et al., 2004). When required to adapt to the external perturbation, activity in the SMA changed in that a greater number of SMA neurons responded to the stimuli (i.e., were directionally tuned to the stimuli). The authors concluded that as adapting to the perturbation requires a change in motor planning and/or the preparatory state for the movement, activity of SMA neurons thus reflect the dynamics of the upcoming movement. Importantly, similar findings have been demonstrated in humans (Cunnington et al., 2003; Nachev et al., 2008) – scalp recordings have revealed that an event-related potential, termed the Bereitschaftspotential, that peaks immediately prior to movement onset and is thought to represent cortical activity related to motor preparation, is localized over SMA (Deecke and Kornhuber, 1978; Cunnington et al., 2005; Nachev et al., 2008), and SMA activity is shown to precede that of the primary motor cortex during motor execution as evidenced through fMRI studies employing sequence tasks (Fig. 1.7; Weilke et al., 2001; Cunnington et al., 2003).
Figure 1.7 Single subject analysis of a) the mean time course of activated voxels within supplementary motor area (blue) and primary motor cortex (pink), where movement onset is represented by the dotted line (Time = 0), and b) the mean and standard deviation of voxel peak times, where the dotted line represented the peak of the reference hemodynamic response functions. While a large degree of variability in peak response times was observed across subjects, and time courses between supplementary motor area and primary motor cortices overlapped, supplementary motor area activity is shown to precede primary motor cortex activity. Adapted from Cunnington et al. (2005).

Increased SMA activity typically observed during both the early (i.e., ‘fast’) and later (i.e., ‘slow’) stages of motor skill acquisition (Ungerleider et al., 2002; Dayan and Cohen 2011) is linked to maintaining the motor representation as alterations to the motor program occurs through practice (Grafton et al., 1998; Ungerleider et al., 2002). Indeed, recent work by Solopchuk and colleagues (2017) provides evidence of the motor representation of a trained task being held in SMA. Following four days of training on multiple key-press sequences, participants underwent fMRI while performing the trained and untrained (novel) sequences. Prior to undergoing fMRI inhibitory TMS was applied over SMA to
permit assessment of the contribution of SMA to both the maintenance and quality of the motor representation as well as performance of the key-press sequences. SMA activation was shown to predict which trained (but not untrained) sequence was executed, indicating that this region held or maintained the sequence specific representation during execution of the task (Solopchuk et al., 2017). In addition, the prediction as to which trained sequence was executed was impaired following inhibitory TMS applied over SMA, thus suggesting that the sequence representation itself was disrupted. As performance of the task itself (untrained or trained sequences) was not impaired, these findings also suggest that the SMA plays a greater role in effector independent vs. dependent encoding. Further support for the role of SMA in effector independent encoding, in the above-mentioned work by Grafton et al. (1998), whereby brain activation was assessed pre/post a single session of sequence learning that involved a transfer of effector groups after training, SMA was shown to be active regardless of the effector (i.e., in contrast to primary motor cortex activation, as stated above).

Further, stemming from findings related to the timing of SMA neuronal output, work suggests that the efference copy, which is sent to the forward model for internal comparisons necessary for updating the motor program as previously mentioned, originates from the SMA (Haggard and Whitford, 2004; Zénon et al., 2015). For instance, disrupting SMA activity via inhibitory TMS in healthy individuals was shown to alter perception of the effort required to perform movement during a task where participants squeezed a dynamometer to varying target force levels (Zénon et al., 2015). Further, Haggard and Whitford (2004) asked participants to judge the intensity of an involuntary finger twitch while performing flexion movements of the index finger at timed and cued intervals. Specifically, two consecutive motor evoked potentials (MEPs) were elicited, whereby the
first MEP was preceded with a pre-pulse to the SMA (i.e., to disrupt activity of the SMA in an ‘online’ manner) on half the trials and the intensity of the second MEP was fixed such that it always resulted in the involuntary finger twitch. The SMA pre-pulse resulted in impaired judgment, thus suggesting that as there was a resulting discrepancy within the forward model, the reafferent signal was not ‘cancelled’ (Haggard and Whitford, 2004). Collectively, the above work suggests that the efference signal was not sent to the forward model when SMA function was disrupted, thus resulting in an inaccurate prediction of the sensory consequences of the movement.

1.1.7 Motor imagery as a modality of practice

Much of our understanding of motor skill acquisition, and the mechanisms/neural networks underlying motor skill acquisition is derived from studies employing repeated PP of a task; indeed, motor skill acquisition is typically achieved through repeated PP. However, MI is an alternative modality of practice that is employed in a number of domains, including sports, music, and rehabilitation. Evidence abounds of the effectiveness of MI as a modality of motor skill acquisition (Driskell et al., 1994; Jones and Stuth, 1997; Wulf et al., 2010; Schuster et al., 2011; Moran et al., 2012; Brown and Palmer, 2013). For instance, examining findings from 122 studies that employed MI in training (Di Rienzo et al., 2016), MI was shown to facilitate improvements in performance (in terms of both movement accuracy and movement speed). Generally, MI is thought of as an adjunct to PP, whereby it is most effective employed in conjunction or paired with PP (Bovend’eerdt et al., 2012). Indeed, following six weeks of training of a golf bunker shot, through MI, PP, or combined MI and PP-based practice, the greatest gains in performance were observed after combined MI and PP (Fig. 1.8; Smith et al., 2008). Yet, performance gains from MI-based practice independent of PP have also been shown (Jackson et al., 2003; Zhang et al.,
2011; et al., 2012; Malouin et al., 2013). In the above noted study, MI-based training alone was shown to result in improvements of the bunker shot (Smith et al., 2008). Further, our prior work (Kraeutner et al., 2016b, 2017a) has shown improvements in performance following a single session of MI-based practice of a sequence task whereby the individual does not engage in a physical pre-test (i.e., does not engage in any physical practice or familiarization of the task prior to training). Collectively, the evidence above supports the notion that MI is better than no practice and facilitates motor skill acquisition, supporting its effectiveness as a modality of practice. However, despite this large body of evidence supporting the effectiveness of MI as a form of skill acquisition in a number of domains, we lack critical knowledge related to the underlying mechanism of how skill acquisition is facilitated via this modality of practice. While MI has long been considered analogous to PP but without execution (Jeannerod, 1994, 2001; Decety, 1996; Grèzes and Decety, 2001; Holmes and Collins, 2001; Wakefield et al., 2013), there is evidence that motor skill acquisition via MI-based practice occurs in a fundamentally different way (Kraeutner et al., 2016a, 2017b; Land et al., 2016; Frank and Schack, 2017; Hardwick et al., 2018; Ingram et al., 2019), likely attributed to the lack of sensory feedback during MI. Support for disparate theories of MI are outlined in the following sections below.
Figure 1.8 Motor imagery (MI) is effective in driving skill acquisition of a golf bunker shot. Following six weeks of training through MI (‘PETTLEP’), physical practice (PP), or combined MI and PP, the greatest gains in performance were observed after combined MI and PP. However, improvements in performance were also observed following MI alone, to a similar extent as the PP group.

1.1.8 Functional equivalence of motor imagery

Motor imagery has long been considered analogous to physical practice, in that MI shares underlying mechanisms and neural representations with PP to facilitate a simulation of the movement, referred to as ‘the functional equivalence model’ (Jeannerod, 1994, 2001; Decety, 1996; Grèzes and Decety, 2001; Holmes and Collins, 2001; Wakefield et al., 2013). Under this model, it is thought that motor skill acquisition via MI is facilitated in the same way as PP – that repetitive imagined practice drives plasticity that ultimately underlies skill acquisition. Specifically, it is thought that MI is an internal simulation of movement, whereby the motor system is required to generate motor images, or that movement-related brain activity is reproduced yet the actual execution is inhibited (Ptak et al., 2017). Thus, both MI and PP rely on the same motor representations that contain movement goals.
(Jeannerod, 1994, 1995; Jeannerod and Decety, 1995). Evidence in support of this assumption comes primarily from a large body of neuroimaging work showing similar patterns of brain activity during actual and imagined performance of the same task, albeit at a reduced magnitude during MI (Burianová et al., 2013; Kraeutner et al., 2014; Duann and Chiou, 2016). Specifically, a meta-analysis for neuroimaging investigations of MI demonstrated that MI engages brain regions including the premotor, cingulate, SMA, and parietal cortices (Fig. 1.9; Hétu et al., 2013). As these substrates are critical to learning via PP (Hikosaka et al., 2002; Ungerleider et al., 2002; Doyon and Benali 2005; Dayan and Cohen, 2011), it is thought that MI facilitates motor skill acquisition by driving brain activation in areas critical for skill acquisition (Fig. 1.10; Grèzes and Decety, 2001; Jeannerod, 2001; Holmes and Collins, 2001; Hardwick et al., 2018).
Figure 1.9 Neural correlates of motor imagery, as determined from a meta-analysis for 75 articles that investigated motor imagery-related brain activity of various motor imagery tasks (e.g., sequence tasks, simple explicit motor imagery tasks, and hand laterality judgment tasks) using functional magnetic resonance imaging or positron emission tomography.

Indeed, a large number of investigations employing PET or fMRI comparing activation of the same skill performed through MI or PP in the scanner (often sequence tasks) have determined that both modalities engage many overlapping areas, including premotor, cingulate, and parietal cortices (Porro et al., 1996; Hanakawa et al., 2008; Lange et al., 2008). Studies employing electrophysiological techniques (i.e., electroencephalography (EEG) or magnetoencephalography (MEG) have also been
conducted to reveal the neural substrates underlying MI in a more time-sensitive manner (Pfurtscheller and Neuper, 1997; Kawamichi et al., 1998; Neuper et al., 2006; Burianová et al., 2013; Kraeutner et al., 2014). By examining event-related synchronization and desynchronization (ERS/ERD; i.e., an increase or decrease in the magnitude of ongoing cortical oscillations; Pfurtscheller and da Silva, 1999; Pfurtscheller, 2001; Schoffelen and Gross, 2009) to reveal changes in brain activity, it was shown that ERD occurs in contralateral motor areas, primary somatosensory cortex (S1), posterior parietal areas, and cingulate gyri during both MI and PP (Pfurtscheller and Neuper, 1997; Kawamichi et al., 1998; Neuper et al., 2006; Burianová et al., 2013; Kraeutner et al., 2014).

Figure 1.10 Overlapping brain regions during motor imagery and movement execution (i.e., physical practice), as determined via a conjunction analysis across 303 motor imagery-based neuroimaging experiments relative to their physical practice control tasks. Brain regions recruited during both modalities of practice include bilateral inferior parietal lobe, left inferior frontal gyrus, supplementary motor area, and bilateral cerebellum. Adapted from Hardwick et al. (2018).

Under this theory, if MI is functionally equivalent, sharing neural representations with PP, expertise should thus also be reflected in resultant patterns of MI-based brain activation. Indeed, following one week of PP of a sequence task, Lacourse et al. (2005) demonstrated an overlap of brain activation patterns obtained during MI and PP after expertise had been gained. Comparisons conducted to assess brain activation (during PP of the task in the scanner) pre/post a bout of MI-based practice also revealed similar shifts in
modality-specific brain activation with motor skill acquisition (Lacourse et al., 2005). Specifically, PP-related brain activity localized to inferior frontal gyrus (IFG), IPL, SMA, and primary motor cortex was shown to decrease following training. Similarly, MI-related brain activity localized to premotor, SMA, and IPL was also shown to decrease following training. Findings from Lacourse et al. (2005) suggest that brain activation associated with refinement of the motor program and consolidation of the skill, linked to improvements in performance, was reflected similarly in resultant patterns of physical and imagined performance of the skill.

In addition, studies examining changes in MI-related brain activation following MI-based training on sequence tasks provides insight on how expertise is achieved through MI. Improvements in performance, measured via response time in a pre/post design, were shown after MI-based practice of a keypress sequence task (14 sessions; Zhang et al., 2011) and foot sequence (five sessions; Jackson et al., 2003). These performance gains associated with increased activity was observed in regions linked to generating or accessing the mental representation of a movement (in particular, cingulate cortex and precuneus; Zhang et al., 2011) and linked to reward- or familiarity-based response selection (namely, orbitofrontal cortex; Elliott et al., 2000; Jackson et al., 2003). However, these studies are limited by the complexity (or lack thereof) of sequence tasks and thus the extent to which conclusions may generalize to complex motor skills is limited (Wulf and Shea, 2002).

Addressing limitations regarding the lack of complexity of a sequence task, neuroimaging studies comparing brain activity between experts (i.e., athletes) and novices (i.e., non-athlete controls) during MI of expert skills provide evidence that brain activity becomes more focal as expertise is gained (Milton et al., 2007; Kim et al., 2008; Chang et al., 2010; Debarnot et al., 2014). For instance, brain activity obtained via fMRI was
compared between elite archers and non-archers during MI of an archery task involving six distinct phases of the shot (Chang et al., 2010). Relative to the elite archers, MI in the non-archer group was associated with a bilateral pattern of activity, encompassing primary motor cortex, premotor cortex, IPL, basal ganglia, and cerebellum (Fig. 1.11; Chang et al., 2010). While this work indeed suggests that expertise is reflected in MI-related brain activity, as in PP, these findings are confounded by limitations associated with the nature of between-group designs. Further evidence is thus required to examine how expertise is reflected in MI-related brain activity.

Figure 1.11 Differences in activation shown between novice and elite archers (novice > elite) during motor imagery of an archery shot. Diffuse activation was associated with novice performance: greater activation localized to the primary motor cortex, inferior parietal lobe, basal ganglia and cerebellum was observed for the novice group relative to the elite archers. Taken from Chang et al. (2010).
1.1.9 The nature of MI-based skill acquisition

How the lack of overt execution during MI may impact its mechanism of skill acquisition is also largely unexplored in the literature. Specifically, the entire motor pathway is not activated during MI (i.e., cortical activation is reduced such that descending volleys are insufficient to activate alpha motor neurons in the spinal cord; Grosprêtre et al., 2016, 2018) and the lack of sensory information precludes the ability to rely on feedback to refine the motor program. Thus, whether or not the lack of overt execution (and accompanying sensory feedback) during MI may alter the nature of skill acquisition driven through this modality of practice is discussed below.

In particular, contrary to the functional equivalence model, a growing body of literature suggests that skill acquisition through MI occurs in a fundamentally different way than that which occurs through PP. Specifically, the lack of overt execution during MI may result in differences in the information that is being encoded in MI relative to PP (i.e., primarily effector independent encoding, engendering the abstract representation of the skill; (Annett, 1995; Amemiya et al., 2010; Ingram et al., 2016; Kraeutner et al., 2016a, 2017; Land et al., 2016). Evidence in support of this theory also spans the neuroimaging literature and behavioural investigations of MI. While an overlap of brain activity, as noted above, is demonstrated between MI-based practice and PP (Burianová et al., 2013; Hétu et al., 2013; Kraeutner et al., 2014), MI generally recruits a more diffuse and bilateral network relative to PP (Fig. 1.12; Grézes and Decety, 2001; Burianová et al., 2013; Hétu et al., 2013; Kraeutner et al., 2014; Hardwick et al., 2018). As the contralateral pattern of brain activity typically associated with a unimanual movement reflects an effector-specific pattern of encoding, it is suggested that the bilateral patterns of brain activity observed during MI indicate that the representation has not been mapped to a specific effector (i.e., that only
effector independent encoding has occurred; Mizuguchi et al., 2014) Further, these diffuse patterns of brain activity observed during MI include consistent activation of frontal and parietal regions localized to the dorsal stream pathway involved in visuospatial processes (Goodale and Milner, 1992; Rizzolatti and Matelli, 2003; Binkofski and Buxbaum, 2013). For instance, a meta-analysis (Hétu et al., 2013) conducted to determine a general pattern of activation across a number of different MI tasks, including sequences, simple movements, and ‘implicit’ MI tasks (i.e., whereby the imagery is thought to occur without conscious awareness) revealed consistent activation in regions including the IPL, SPL, IFG, middle frontal gyri (MFG), and SMA (Hétu et al., 2013). Further, activation in primary motor cortex during MI is known to be inconsistent (Burianová et al., 2013; Hétu et al., 2013; Kraeutner et al., 2014), thus suggesting that this region does not play a critical role in MI. Further, in a meta-analysis where contrast analyses were conducted between 303 MI-related neuroimaging experiments and embedded PP conditions, more consistent activation localized to premotor and parietal regions was associated with MI vs. PP (Fig. 1.13; Hardwick et al., 2018). Interestingly as effector independent encoding is thought to be supported by a parietal-frontal circuit, in contrast to effector dependent encoding primarily supported by core motor regions (namely, primary motor cortex and premotor areas; Grafton et al. 1998; Hikosaka et al., 2002; Bapi et al., 2006; Gallivan et al., 2011), further support is provided for the effector independent nature of MI.
Figure 1.12 Differences in activation (‘ERS/ERD’; reflecting the power change of oscillatory activity in the beta band over time) shown between physical practice and motor imagery of a unimanual sequence task. Areas of significant differences in activation ($p < 0.05$) were determined from 3d t-tests of physical practice vs. imagery blocks. More lateralized activation was associated with physical practice: greater activation within the contralateral hemisphere, localized to primary motor cortex and somatosensory cortex, was observed during physical practice relative to motor imagery. Taken from Kraeutner et al. (2014).
Figure 1.13 Differences in activation shown between physical practice (‘movement execution’), determined via a contrast analysis across 303 motor imagery-based neuroimaging experiments and embedded physical practice control conditions. Classic sensorimotor regions were more consistently activated during physical practice relative to motor imagery: motor imagery was more consistently associated with activation localized to premotor and posterior parietal regions (including left inferior and superior parietal lobes). Physical practice was more consistently associated with activation localized to supplementary motor area, left primary motor cortex, somatosensory cortex, putamen, and the right cerebellum (lobule VI). Adapted from Hardwick et al. (2018).

While the above neuroimaging studies do not provide causal evidence, the effector independent nature is likely best illustrated by lesion studies and work employing inhibitory non-invasive brain stimulation to posterior parietal regions implicated in effector independent encoding (namely, the IPL) during MI (Sirigu et al., 1996; Evans et al., 2016; Kraeutner et al., 2016a; McInnes et al., 2016; Oostra et al., 2016). For instance, performance on implicit MI tasks (in which the participant performs MI, activating motoric pathways, without conscious awareness to solve a spatial orientation problem typically involving hands) is impaired following inhibitory stimulation to the left IPL (Evans et al., 2016; Kraeutner et al., 2019): Evans et al. (2016) showed a decrease in performance both in patients with left IPL lesions and in neurotypical participants following inhibition to the left IPL via transcranial direct current stimulation (tDCS) during a perceptual decision-making task in which participants were required to identify the correct hand posture for target objects (e.g., a key, or a hammer), Kraeutner et al. (2019)
showed a decrease in performance in healthy participants following inhibition to the left IPL via TMS during the hand laterality judgment task, where participants were to determine whether or not a hand present on a screen is a left or right hand.

Further, inhibition of the left IPL via TMS was shown to abolish improvements in performance following MI-based practice of a sequence learning task (Fig. 1.14; Kraeutner et al., 2016a). Of note, inhibition of the left IPL did not impair the actual execution component (i.e., key-press response), and the authors concluded that the ability to perform MI, and in turn learn the sequence through MI, was impaired. Using this same task however, inhibition of either left or right primary motor cortex did not affect the learning that occurred through MI (i.e., learning occurred to a similar extent between groups undergoing motor cortex stimulation and both control and sham stimulation groups; Fig. 1.14; Kraeutner et al., 2017b). Taken together, these findings speak directly to the inherent differences between MI and PP, as prior work has shown that inhibition of primary motor cortex impairs skill acquisition via PP in a similar sequence tasks (Rosenthal et al., 2010; Steel et al., 2016).
Improvements in performance following MI-based practice of a sequence task are abolished after inhibitory stimulation to the inferior parietal lobe (‘TMS-IPL’) but not the primary motor cortices (‘TMS-M1’), as determined by comparing reaction times to trained (‘Repeated’) vs. untrained (‘Random’) sequences. Adapted from Kraeutner et al. (2016a; 2017b).

Interestingly, work employing transfer tasks after a bout of MI or PP-based training also suggests that MI and PP are fundamentally different. In particular, as per the functional equivalence model, that MI and PP share neural representations and mechanisms indicates that performance on transfer task should be similar. On the contrary, Land et al. (2016) employed a motor transfer task in which participants practiced a key-press sequence for forty minutes with one hand via MI or PP, and were then asked to engage in a test block where they performed the sequence with the trained and untrained hand. Greater performance was observed following PP for the trained vs. untrained hand (as expected). PP also led to greater performance with the trained hand, relative to MI. However, PP did not show an advantage over MI on the untrained hand, and MI-based practice resulted in similar improvements in performance between both the trained and untrained hand. Therefore, the information encoded (e.g., spatial sequence learning) during MI-based practice training was not mapped to a specific effector (i.e., was equally shared by both the trained and untrained limbs). In employing a sequence-learning paradigm, Ingram et al.
(2016) also demonstrated that a perceptual transfer task disrupted MI-based learning greater than PP-based learning, yet the opposite was observed during a motor transfer task (i.e., PP-based learning was disrupted greater than MI-based learning). The authors thus concluded that MI relies on mapping perceptual cues to movement goals, but that MI may not encode information specific to an effector (Ingram et al., 2016).

Importantly, the absence of sensory information precludes the use of feedback in internal comparisons to update the motor program. However, an alternative error detection/correction mechanism may be at work to update the motor program, as MI is thought to still rely on a forward model (Fig. 1.15; Kilteni et al., 2018; Dahm and Rieger, 2019; Ingram et al., 2019). Indeed, prior work suggests that the motor program undergoes training-related alterations during MI-based practice (Gentili et al., 2006, 2010; Kraeutner et al., 2016b; Ingram et al., 2019). For instance, in employing a multi-articular tracing task over 5 sessions, Ingram and colleagues (2019) showed that MI-based practice facilitated improvements in performance that while smaller in magnitude relative to PP, were greater than that observed for PP without visual feedback (Ingram et al., 2019). The authors posited that MI-based learning does not depend on sensory feedback and instead occurs through an alternative mechanism where feedback is simulated. Supported by the aforementioned neuroimaging evidence, highlighting SMA and cerebellar activity during MI – key regions that support the error/detection and forward model comparisons – it is suggested that the predicted consequences of the movement are compared to a simulated representation of the movement that produces a corresponding sensory representation (O’Shea and Moran, 2017; Kilteni et al., 2018; Ingram et al., 2019). However, given that MI led to smaller improvements in performance than PP (Ingram et al., 2019), it is likely that any discrepancy observed between the predicted consequences and simulated feedback representation is
much smaller (or the quality of the motor prediction is reduced in the absence of sensory information; Gentili et al., 2006) than that which occurs when feedback is derived from actual sensory information. Consequently, smaller updates are made to the motor program (Ingram et al., 2019).

**Figure 1.15** Illustration of somatosensory attenuation observed during a) a self-generated touch (i.e., pressing one index finger against the other). As the forward models predict the associated sensory consequences, including the tactile feedback from the self-touch, the predicted touch attenuates the actual sensory feedback. And, b) motor imagery of a self-generated touch. When an external stimulus is applied providing matching tactile feedback, the perceived intensity is reduced, indicating that it has already been predicted by the forward model as during actual execution of the touch. Thus, forward models are thought to predict the associated consequences of a movement during motor imagery. Taken from Kilteni et al. (2018).

Relative to the body of literature related to the mechanisms of PP, we lack fundamental knowledge related to how the lack of sensory information, and/or the effector independent nature of MI drives skill acquisition. In the context of the aforementioned framework provided by Fitts and Posner (1967), the reliance of MI on effector independent encoding may ultimately facilitate the cognitive (and perhaps associative) but not autonomous stage of motor skill acquisition. Thus, MI would be rendered ineffective in later stages of motor skill acquisition, once the motor program has been consolidated. Yet, in relying to a greater extent on cognitive processes, or processes linked to effector
independent encoding, MI may drive more elaborate representations of the skill, and in turn more flexible learning relative to PP (Frank et al., 2014; Frank et al., 2015; Land et al., 2016; Frank and Schack, 2017). In this scenario, MI would be more effective in the early stages of motor skill acquisition, as the individual learns the task goals and movement elements. Further, the encoding driven via MI may act as scaffolding, for which greater gains in performance can be readily facilitated through PP.

Interestingly, work from Frank and others (Frank et al., 2014, 2015; Frank and Schack, 2017; Kim et al., 2017), has shown that skill acquisition through MI promotes the development of a more elaborate abstract representation of the movement relative to PP. Specifically, the development of movement representations on a golf putting task was examined following three days of MI-based practice, PP, combined MI and PP, and no practice (Frank et al., 2014). To examine changes in how the representation of a movement/skill changes over the course of motor skill acquisition, a previously established analysis was applied whereby the mental representation for a complex skill is thought to be comprised of a number of different movement ‘chunks’ (termed basic action concepts) that are organized into a hierarchical structure as expertise is gained (outlined in Schack, 2004; Schack and Mechsner, 2006; Frank et al., 2013). Thus, assessing the extent to which the chunks are structurally organized informs on the richness or elaborateness of the representation (Schack, 2004; Schack and Mechsner, 2006; Frank et al., 2013; 2014). Interestingly, in the aforementioned study, combined MI and PP led to the greatest changes and the most elaborate representations (Frank et al., 2014). Yet, MI vs. PP led to more structured and elaborate representations (Frank et al., 2014). Regarding performance outcomes however, MI-based practice resulted in limited improvements relative to PP, and combined MI and PP did not lead to superior putting performance relative to PP alone. This
body of work suggests that MI facilitates motor skill acquisition in the early (i.e., the cognitive) stage, by driving perceptual-cognitive changes necessary to refine the representation of the movement, yet does not manifest in robust behavioural changes at the motor output level (i.e., the movement plan is not mapped to the effector or no effector dependent encoding occurs; Frank et al., 2014, 2015; Frank and Schack, 2017; Kim et al., 2017). However, how these theories translate to neural and behavioural outcomes observed across longitudinal (training) studies is unexplored.

1.2 OVERVIEW OF THESIS CHAPTERS

The overarching objective of this thesis is to provide new knowledge related to the neural mechanisms of MI and the nature of MI-based skill acquisition. This objective has been approached in a number of different ways: a cross-sectional study to determine that expertise is reflected in MI-related brain activation (Chapter 2), a longitudinal study to examine pre/post changes in how the modality in which expertise is gained manifests as differences in behaviour and resultant patterns of brain activation (Chapter 3), and a longitudinal crossover study that assessed brain activation and performance at multiple time points to probe the way in which MI facilitates skill acquisition (Chapter 4). Chapters 1 and 5, which presents a general discussion of the main findings of the thesis and limitations, were written by Sarah Kraeutner, with Dr. Boe providing editorial assistance. Chapters 2-4 comprise original research, and each experiment addressed a relevant question pertaining to the mechanisms underlying MI that had not been previously considered in the motor skill acquisition literature.

Chapter 2 is based on work conducted by Sarah Kraeutner, Jack Solomon, Dr. Sean McWhinney, Dr. Lori Dithurbide, and Dr. Shaun Boe. Sarah Kraeutner was responsible for study conception, data collection, analyses and interpretation, and writing and revising the
manuscript. Jack Solomon and Dr. Lori Dithurbide assisted in study design and revising the manuscript. Dr. Sean McWhinney assisted in data analyses and revising the manuscript. Dr. Shaun Boe assisted in study design and editing the manuscript.

Chapter 3 is based on work conducted by Sarah Kraeutner, Alexandra Stratas, Jennifer McArthur, Carl Helmick, and Drs. David Westwood and Shaun Boe. Sarah Kraeutner, Dr. David Westwood, and Dr. Shaun Boe conceived the study. Sarah Kraeutner was responsible for data collection, with assistance from Alexandra Stratas and Jennifer McArthur. Sarah Kraeutner was responsible for data analyses, with assistance from Alexandra Stratas, Jennifer McArthur, and Carl Helmick. Sarah Kraeutner interpreted the data, and wrote and revised the manuscript in consultation with Dr. Shaun Boe. Dr. David Westwood provided edits to the final version(s) of the manuscript.

Chapter 4 is based on work conducted by Sarah Kraeutner, Alexandra Stratas, Jennifer McArthur, and Drs. Paul Kraeutner, David Westwood, and Shaun Boe. Sarah Kraeutner conceived the study with Drs. David Westwood and Shaun Boe. Sarah Kraeutner was responsible for data collection with assistance from Alexandra Stratas and Jennifer McArthur. Sarah Kraeutner was responsible for data analyses, with assistance from Jennifer McArthur and Dr. Paul Kraeutner. Sarah Kraeutner was responsible for interpreting the data with assistance from Drs. Paul Kraeutner and Shaun Boe. Sarah Kraeutner wrote and revised the manuscript in consultation with Dr. Shaun Boe. Dr. David Westwood provided edits to the final version(s) of the manuscript. Collectively, this work provides new knowledge related to the mechanism of how motor skill acquisition occurs via MI, and informs on the application of MI as a modality of practice.
1.2.1 Specific aims and hypotheses for each chapter

Chapter 2 aims: To determine how expertise modulates brain activity driven via MI, through examining 1) within-group differences in brain activity of experts (i.e., varsity athletes) performing MI of a sport-specific task vs. a novel task, and 2) differences in brain activity between experts and recreational controls during MI of a task that all groups have a similar degree of expertise of, so as to control for task-driven differences in the within-group comparisons.

Chapter 2 hypotheses: First, that within-group comparisons of MI-related brain activity would reveal bilateral and diffuse patterns of brain activation, including increased recruitment of bilateral frontal and parietal regions critical to visuospatial processes, associated with the novel vs. expert task. Second, that between-group comparisons would reveal no differences in brain activation patterns of tasks for which participants had similar expertise of.

Chapter 3 aims: Building on work conducted in Chapter 2, as expertise was gained primarily through PP and no conclusions can be drawn in regard to the extent to which practice modality contributed to the achieved level of expertise (or the extent to which MI was used to facilitate learning is unknown), Chapter 3 sought to determine how expertise of a complex motor skill evolves when the expertise is achieved via MI relative to PP. To achieve this objective, brain activation and performance outcomes were directly compared before and after five days of training of a complex motor skill via PP or MI.
Chapter 3 hypotheses: We hypothesized that cerebellar and contralateral regions within the motor network, would show increased activation following MI-based training, albeit at a reduced magnitude relative to PP. Further, that performance would improve following MI-based training, with the degree of these improvements inferior to those observed following PP-based training.

Chapter 4 aims: Building on work conducted in Chapter 3 and established differences of brain activation noted in the literature between MI and PP of the same task, whereby noted disparities in resultant patterns of brain activation and performance outcomes between the two practice modalities led to the notion that information encoded during MI lends itself to the early stage of learning, Chapter 4 sought to examine the nature of MI-based skill acquisition by manipulating the order of MI and PP in training of a complex motor skill. Specifically, the prediction that the nature of MI lends itself to facilitating encoding of effector independent representations, critical to the early stage of learning, was tested by comparing improvements in performance and changes in brain activation when MI was applied either prior to, or after PP-based training.

Chapter 4 hypotheses: Given an equal dose of MI and PP, it is hypothesized that the greatest gains in performance of a motor skill would be observed when MI-based training preceded PP-based training (as opposed to when MI follows PP). Further, that regardless of where MI was applied, changes in performance driven by MI would manifest only as improvements in global vs. specific performance outcomes. Finally, that robust changes in brain activation within the sensorimotor network would solely be induced by PP.
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Chapter 2 : EXPERTISE MODULATES MOTOR IMAGERY-BASED BRAIN ACTIVITY

A version of this chapter has been published.

2.0 ABSTRACT

Whether or not brain activation during motor imagery (MI) the mental rehearsal of movement, is modulated by experience (i.e., skilled performance, achieved through long-term practice) remains unclear. Specifically, MI is generally associated with diffuse activation patterns that closely resemble novice physical performance, which may be attributable to a lack of experience with the task being imagined vs. being a distinguishing feature of MI. We sought to examine how experience modulates brain activity driven via MI, implementing a within- and between-group design to manipulate experience across tasks as well as expertise of the participants. Two groups of ‘experts’ (basketball/volleyball athletes) and ‘novices’ (recreational controls) underwent magnetoencephalography (MEG) while performing MI of four multi-articular tasks, selected to ensure that the degree of experience that participants had with each task varied. Source-level analysis was applied to MEG data and linear mixed effects modelling was conducted to examine task-related changes in activity. Within- and between-group comparisons were completed post-hoc and difference maps were plotted. Brain activation patterns observed during MI of tasks for which participants had a low degree of experience was more widespread and bilateral (i.e., within-groups), with limited differences observed during MI of tasks for which participants had similar experience (i.e., between-groups). Thus, we show that brain activity during MI is modulated by experience; specifically, that novice performance is associated with the
additional recruitment of regions across both hemispheres. Future investigations of the neural correlates of MI should consider prior experience when selecting the task to be performed.

2.1 INTRODUCTION

It is well established that performance of a task for which the individual has a high degree of expertise is associated with a specific pattern of brain activity (Yarrow et al., 2009; Nakata et al., 2010; 2011). More precisely, as skilled performance is achieved through long-term practice, which we refer to throughout as ‘experience’, brain activity is more strongly lateralized and accompanied by an increased recruitment of brain regions including primary motor and somatosensory cortex, as well as the supplementary motor area, and decreased recruitment of prefrontal and cerebellar regions (Yarrow et al., 2009; Nakata et al., 2010; Dayan and Cohen, 2011). However, whether or not brain activation during motor imagery (MI), the mental rehearsal of movement absent of execution, is also modulated by experience in a manner similar to physical practice is less understood.

In general, the patterns of brain activity observed during MI more closely resemble that of novice, as opposed to experienced, physical performance, in that the brain activation patterns observed during MI are more widespread and less lateralized, including greater recruitment of bilateral parietal and frontal regions (Lacourse et al., 2005; Burianová et al., 2013; Hétu et al., 2013; Kraeutner et al., 2014). Accordingly, the diffuse and bilateral patterns of brain activation observed during MI may actually be attributable to a lack of experience with the task employed, as opposed to being a distinguishing feature of MI. Specifically, many MI tasks employed in the neuroimaging literature involve the imagined performance of a novel skill or task with which the participant has limited experience (see Hétu et al., 2013 for a review).
Indeed, neuroimaging studies comparing brain activity between novices (i.e., non-athlete controls) and experts (i.e., athletes) during MI suggest that experience is reflected in the resultant patterns of brain activation. Similar to the majority of the literature applying neuroimaging to study MI (Hétu et al., 2013), resultant brain activity is shown to be more widespread for novices when comparing activation between novices and experts during MI of sport-specific skill(s) (i.e., for which the expert but not novice has a high degree of experience; Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014). However, the finding that MI of skills for which the user has a low degree of experience is associated with diffuse brain activation is confounded by limitations associated with the nature of the between-group designs. Specifically, if experience modulates MI-based brain activity, widespread brain activation should also be reflected during MI performance of experts imagining tasks in which they have a low vs. high degree of experience. Further, differences in MI-based brain activation should be abolished when experts and novices perform MI of skills for which both groups have a similar degree of experience.

Accordingly, the current study seeks to examine how experience modulates brain activity driven via MI. Here, we employed magnetoencephalography (MEG) to directly capture brain activity by assessing changes in the magnitude of ongoing cortical oscillations, known as event-related synchronization and desynchronization (ERS/ERD; Pfurtscheller and Silva, 1999; Schoffelen and Gross, 2009). It is well-established that ERD occurs over contralateral sensorimotor areas in the beta frequency band (15-30Hz) during MI, motor preparation, and execution (Pfurtscheller and Neuper, 1997; Neuper et al., 2006; Formaggio et al., 2010), and thus ERD in this frequency band is generally though to be representative of brain activation (Pfurtscheller and Neuper, 1997; Pfurtscheller and Lopes da Silva, 1999). To further elucidate the impact that experience has on MI-related brain
activity, we implemented a within- and between-group design to manipulate the degree of experience that participants had with each task as well as the expertise of the participants. In particular, brain activity of ‘experts’ (varsity athletes) performing MI of a task they have a low degree of experience with was compared to that of a sport-specific task they have a high degree of experience with. To account for the sport-specific nature of the ‘expert task’, brain activity during MI was also compared between the expert task and a sport non-specific task in which the experts also have a high degree of experience with. Further, brain activity during MI was compared between experts and recreational controls (i.e., ‘non-experts’) for two tasks that all groups have similar experience with (i.e., one which all have low degree of experience with and one which all have a high degree of experience with). We hypothesized that within-group comparisons of MI-related brain activity of tasks that vary in their degree of experience will reveal widespread and bilateral patterns of brain activation, specifically encompassing activation of frontal and parietal regions (Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014). However, we further hypothesized that there would be no difference in brain activation patterns following both within- and between-group comparisons during MI of tasks that participants have similar experience with. Together, our findings will provide direct evidence that brain activation during MI is modulated by experience.

2.2 METHOD

2.2.1 Participants

Thirty right-handed (determined by the Edinburgh Handedness Inventory; Oldfield, 1971) participants who self-reported to be healthy and free of neurological disorder were recruited for the study and assigned to one of three groups. The ‘basketball’ (n=10, 8 female 20.5 ± 2.0 years) and ‘volleyball’ (n=10, 7 female 20.2 ± 1.2 years) groups were recruited
from men’s and women’s basketball and volleyball teams that were part of the Atlantic University Sport (AUS) conference of U-Sports, the organization that oversees varsity sport in Canada. Participants in these athlete groups were either actively playing or had played on a varsity basketball or volleyball team within the last 2 years and continued to play recreationally. The ‘control’ group (n=10, 6 female 23.4 ± 3.4 years), recruited from the university community, were recreationally active individuals who self-identified as not having experience playing either basketball or volleyball, and thus had no experience with basketball and volleyball specific skills. Prior to the onset of the study, participants provided written, informed consent and were screened for compatibility with MEG (e.g., magnetic artefacts) according to institutional procedure. The study was conducted with approval from the Research Ethics Board at the IWK Health Centre.

2.2.2 Experimental Task

Participants underwent MEG neuroimaging while performing MI of four different tasks, selected to ensure that the degree of experience that participants had with each task varied. Tasks included two sport-specific tasks for which the two athlete groups had a high degree of experience with and the control group had a low degree of experience (free throw and overhand serve for the basketball and volleyball players, respectively), a task that all groups had a high degree of experience with (brushing your teeth), and a task that all groups had a low degree of experience (i.e., a novel task) across all groups (drawing a figure of eight in the air). The main component of each task involved MI of the dominant arm.

Participants performed MI of the four tasks in a block design in response to auditory cues delivered through speakers in the MEG room (Fig. 2.1). Each block consisted of six, 10s trials of MI of the same task, which alternated with a 10s rest trial for a total block duration of 120s. Each MI trial (one imagined movement) consisted of a verbalized “Go”
cue, whereby participants were instructed to imagine themselves performing the corresponding movement with their eyes closed, and a “Rest” cue, whereby participants were instructed to stop imagining themselves performing the movement and to rest quietly with their eyes open. Each task block repeated three times for a total of 12 blocks (refer to Fig. 2.1). The four tasks appeared in the same order throughout the experiment for an individual participant, however, the order was randomized across participants.

2.2.3 Data Acquisition.

Neuroimaging data were collected using a 306 channel MEG system (Elekta Neuromag, FL). Electrodes placed on the skin (1 cm inter-electrode distance) overlying the right extensor carpi radialis and anterior deltoid muscles (i.e., anterior aspects of the right forearm and shoulder respectively) were used to obtain the electromyogram (EMG) in order to confirm the absence of muscle activity during MI. The vertical and horizontal electrooculogram was also obtained using electrodes placed superior and inferior to the left eye, and just lateral to the left and right eye. An electrode overlying the collarbone served as a ground. Lastly, four head position indicator (HPI) coils were affixed to the participant’s head; two on the forehead and one on each mastoid process. During scanning, HPI coils were activated continuously to generate alternating magnetic fields at frequencies between 293 and 321 Hz to track the participant’s head position. Prior to MEG scanning, three anatomical landmarks (nasion and left/right pre-auricular points), a 150-200 point head shape, and the position of the HPI coils were digitized. Event markers indicating the timing of stimuli and responses were also collected throughout. All data were acquired continuously at a sampling rate of 1500 Hz and a bandwidth of 0.1-500 Hz, and recorded to a file for offline analysis.
2.2.4 Experimental Procedure

Following informed consent and MEG screening, participants first completed the Motor Imagery Questionnaire – Revised Second Version (MIQ-RS) to assess their ability to perform MI (Gregg et al., 2005, 2010; Butler et al., 2012), and the Imagery Use Questionnaire (IUQ; Hall et al., 1990; Weinberg et al., 2003) to assess the frequency in which they employed mental practice in training. Following completion of the MIQ-RS, IUQ and MEG preparation (described above), participants were seated in the MEG and oriented to a screen placed approximately 100cm in front of the participants at eye-level that was used to visually present information. Once seated in the MEG, participants completed a MI familiarization block where participants listened to an audio recording paired with a video describing kinaesthetic MI. The recording detailed how to perform kinaesthetic MI from the first person perspective, whereby the participant is asked to picture the desired movement as though they are actually performing it (i.e., from “behind their own eyes”; Munzert and Zentgraf, 2009) while emphasizing the poly sensory aspects of the action, which has been shown to facilitate MI performance (Braun et al., 2008; Munzert and Zentgraf, 2009). Each movement (basketball free throw, volleyball serve, brushing one’s teeth, and drawing a figure eight in mid-air) was then described and demonstrated in the video (from the first person perspective). Upon completion of the familiarization block, participants began the first of the twelve MI blocks.
Figure 2.1 Assigned groups and MI tasks that varied in their degree of experience across each group (A) and the timeline of the single experimental session (B). Following a familiarization period, MI was performed of the four tasks in a 12-block design.

2.2.5 Data Analysis

Analysis of the MIQ-RS scores was conducted to ensure similarity in the ability to perform MI across groups. Scores were tabulated across participants for each imagery domain and a 2 (imagery domain) x 3 (group) mixed ANOVA was conducted to analyze the between group effects of imagery domain (kinaesthetic vs. visual) and group (basketball vs. volleyball vs. control) on MIQ-RS score. Similar to Weinberg et al., (2003), analysis of the frequency subscale of the IUQ was conducted to assess the frequency that each group used mental practice in training, to provide background information related to an
individual’s experience with imagery. Scores were tabulated across participants and a one-way ANOVA was conducted to analyze the between group effects of group (basketball vs. volleyball vs. control) on frequency score.

EMG signals were analyzed off-line to determine the amount of muscle activity occurring during MI performance of each task. To determine if muscle activity was present, the amplitude of the EMG signal for each channel during each trial (i.e., one imagined movement) was compared to the corresponding signal during the rest period that followed each trial. An active muscle was defined as the amplitude of EMG activity in each trial that exceeded the mean + 1 standard deviation of the activity in the rest period. Trials in which muscle activity that exceeded the threshold noted above in any EMG channel were excluded from further analysis to ensure that the resulting activation associated with each imagined movement was not ‘contaminated’ by overt muscle activity (Kraeutner et al., 2014). EMG activity from all trials and associated rest windows were further plotted for visual inspection to confirm the absence of EMG activity in those trials that were included. Further, any participants that showed increase in muscle activity from rest to MI in at greater than 33% of trials were excluded from further analyses (Kraeutner et al., 2014).

Head position throughout the scan was calculated and checked for each participant and block to ensure that displacement did not exceed 5mm or 3 degrees. Each participant’s functional MEG data was then co-registered to a template brain (TT_avg152T1) based on the digitized anatomical landmarks and head shape, using software supplied by the MEG vendor (MRIlab, Elekta Neuromag, FL). MEG data were low-pass filtered (70 Hz) and down-sampled to 250 Hz, and a 15-30Hz band-pass filter applied. For the purposes of this analysis, MI and rest intervals were defined to be seven seconds of data: the onset was defined as 2 seconds after the ‘Go’ or ‘Rest’ cue respectively, to 1 second preceding the
next cue. These intervals were chosen to avoid transient brain responses at trial onset, and anticipatory responses prior to the cue.

As previously stated, oscillatory activity in the beta frequency band is inhibitory, thus ERD in this frequency band is generally thought to be representative of brain activation (Pfurtscheller and Neuper, 1997; Pfurtscheller and Lopes da Silva, 1999). Changes in beta power observed in the present study are referred to throughout as brain activity. To assess changes in brain activity, whole head dual-state beamformer was applied (Vrba et al., 2010; Diwakar et al. 2011a,b). The beamformer approach involves the reconstruction of the contribution of a single location to the measured field at a given moment in time, generating pseudo-Z values that represent estimated neuronal activity at the specified source. Thus, resultant source-level maps representing the change in magnitude of the beta rhythm (i.e., ERS/ERD) during MI as compared to the respective rest interval were generated for each participant and task, and pseudo-Z values generated from the beamformer were used for the purposes of group analyses (see Fig. 2.2 for an overview of the analysis pipeline). Prior to the source-level analysis, we generated time-frequency response plots (also in the beta frequency band, averaged across 50 MEG sensors centred on the midline and encompassing bilateral sensorimotor areas) at the sensor-level for each task and group. These plots are included as Supplementary Materials (Appendix A; Fig. 6.1).
Figure 2.2 Overview of the analysis pipeline. Following data preprocessing (A) and co-registration of the MEG data with a template brain for each individual dataset (B), whole head dual-state beamformer was applied to MI and rest intervals to generate individual source-level activation maps and resulting pseudo-z values for each task (C). The pseudo-z values from the individual source-level activation maps were input to each model (i.e., at each voxel) (D), and post-hoc test were completed within each model using t-tests of the model estimates.

Task-related changes in beamformer pseudo-Z values were evaluated using linear mixed effects modeling, with the lme4 package (Bates et al., 2015) in R version 3.2.4 (R Development Core Team, 2013). A base model assessed pseudo-Z as a function of group, task, their interaction, and a random intercept for each participant. In addition, models were created with terms for participant sex, age, a fixed effect of block number, or a random block-by-subject slope. The fit of each model was measured using the Akaike Information Criterion (Akaike, 1974), which evaluates a model’s log-likelihood against penalties for added terms, in order to select the most descriptive and parsimonious model. The base model was not significantly improved by any of the alternatives, and so age, sex and block number were not included in further models.

A separate model was created for each voxel in order to investigate the spatial distribution of effects. Activity maps related to between-group and -task contrasts were generated by plotting the significance (p) of task- or group-related effects on a per-voxel basis. Within- and between-group comparisons were completed post-hoc. All per-voxel comparisons were investigated as one-tailed t-tests on model estimates, and familywise error was controlled in each model using the Holm-Bonferroni method, at a corrected
significance threshold of $p < .05$ (Holm, 1979). Task-related effects were plotted as 1 – corrected $p$ for each comparison, and the significance of voxel clusters was determined using 3DClustSim (Forman et al., 1995) in AFNI (Cox, 1996) at a corrected cluster significance threshold of $p < .05$. Significant voxel clusters were then assigned to a brain region by overlaying the Harvard-Oxford Cortical Structural atlas (Frazier et al., 2005; Desikan et al., 2006; Makris et al., 2006; Goldstein et al., 2007; first transformed to Talairach space) on these difference maps. Importantly, regions were only included if they exceeded the threshold for a significant cluster.

2.3 RESULTS

2.3.1 Imagery Ability and Frequency of Use

All groups were similarly able to perform MI evidenced by MIQ-RS scores in both the visual and kinaesthetic domains (see Table 2.1). No main effects were found for imagery domain [$F(1, 29) = 1.08, p = 0.31$] nor group [$F(2, 29) = 0.14, p = 0.87$], and the interaction between imagery domain and group was not significant [$F(2, 29) = 0.77, p = 0.47$]. As the IUQ data were not normally distributed, we used the Wilcoxon rank sum test to compare the frequency scores between each group (Table 2.1). While no differences were observed between the basketball and volleyball groups ($Z = -0.53, p = 0.60$), or between the basketball and control groups ($Z = -1.82, p = 0.69$), a significant difference was observed between the volleyball and control groups ($Z = -2.31, p = 0.02$).

No participants were excluded from the analysis for demonstrating overt muscle activity as per our criteria (i.e., activity in >33% of MI trials). For the basketball group a total of 11 trials were rejected, corresponding to 1.5% of the total number of trials performed (720). For the volleyball group, a total of 17 trials were rejected, corresponding
to 2.4% of the total trials. For the control group, 11 trials were rejected, corresponding to 1.5% of the total number of trials.
Table 2.1

*MIQ-RS and IUQ Frequency Scores for each group.*

<table>
<thead>
<tr>
<th>Group</th>
<th>Mean Visual MI Score /49 (SD)</th>
<th>Mean Kinaesthetic MI Score /49 (SD)</th>
<th>Mean IUQ Frequency Score /84 (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>39 (6.7)</td>
<td>37.8 (10.5)</td>
<td>30.9 (19.3)</td>
</tr>
<tr>
<td>Volleyball</td>
<td>37.4 (8.0)</td>
<td>38.1 (5.5)</td>
<td>54.6 (11.4)</td>
</tr>
<tr>
<td>Basketball</td>
<td>38.5 (4.7)</td>
<td>35.3 (4.8)</td>
<td>48.8 (7.7)</td>
</tr>
</tbody>
</table>
2.3.2 Group-level MEG results

Table 2.2 summarizes the within- and between-group comparisons, and Figures 2.3 and 2.4 depict the task-related effects plotted as 1 – corrected $p$ for each comparison. Within-group comparisons revealed activation in a number of additional regions, including ipsilateral frontal and parietal regions, for the task that participants had a low vs. high degree of experience thus indicating a more widespread and bilateral pattern of activation during novice performance (Fig. 2.3). Interestingly, no differences were observed within the expert groups for the sport specific vs. non-specific expert tasks (see Table 2.2).

Between-group comparisons during MI of the two tasks that all groups had equal experience with (e.g., “teeth brushing” and “novel arm pattern”) revealed limited differences. Specifically, differences were only detected when comparing basketball and control groups, localized to the ipsilateral hemisphere (Fig. 2.4). Importantly, comparisons were also conducted between the two expert groups during MI of the sport-specific skills (e.g., “free throw” and “serve”), to control for sport-specific expertise. Interestingly, during MI of the basketball-specific skill, significant differences were observed in that greater recruitment of five ipsilateral regions resulted for the volleyball group. However, no differences between expert groups were observed during MI of the volleyball-specific skill. Tables 2.3 and 2.4 summarize the number of significant voxels by region and hemisphere for comparisons that demonstrated at least one significantly different cluster of activation (Forman et al., 1995).
Table 2.2

Summary of within- and between-group comparisons. Three within-group comparisons (i.e., across task) and three between-group comparisons resulted in significant differences in brain activation.

<table>
<thead>
<tr>
<th>Within-Group Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differences</td>
</tr>
<tr>
<td>Basketball: Novel task &gt; Free throw</td>
</tr>
<tr>
<td>Volleyball: Novel task &gt; Overhand serve</td>
</tr>
<tr>
<td>Control: Novel task &gt; Teeth brushing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Between-Group Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differences</td>
</tr>
<tr>
<td>Novel task: Control &gt; Basketball</td>
</tr>
<tr>
<td>Teeth brushing: Control &gt; Basketball</td>
</tr>
<tr>
<td>Free throw: Volleyball &gt; Basketball</td>
</tr>
</tbody>
</table>
Figure 2.3 Differences in activation shown between the task with low vs. high degree of experience (plotted as $1 - \text{corrected p}$) within the A) basketball, B) volleyball, and C) control group. Regions additionally recruited during the novel task include bilateral posterior parietal regions and the right SMA for the basketball group (A; free throw vs. novel), bilateral poster parietal regions for the volleyball group (B; serve vs. novel), and activation localized to the left precentral gyrus for the control group (C; teeth brushing vs. novel).
Figure 2.4 Differences in activation (plotted as 1 – corrected p) shown between the basketball and control groups, whereby additional activation localized to the ipsilateral precentral and postcentral gyri was observed in the control group during both A) the task unfamiliar to all groups (novel) and B) the task that all groups had a high degree of experience with (teeth brushing).
Table 2.3

*Within-group comparisons that resulted in at least one significantly different cluster of activation. The number of voxels with differences in activation is displayed as a function of brain region and hemisphere.*

<table>
<thead>
<tr>
<th>Region</th>
<th>Number of significant voxels</th>
<th>Basketball group: Novel &gt; Free throw</th>
<th>Volleyball group: Novel &gt; Serve</th>
<th>Control group: Novel &gt; Teeth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Contralateral (L)</td>
<td>Ipsilateral (R)</td>
<td>Contralateral (L)</td>
</tr>
<tr>
<td>Frontal Pole</td>
<td>-</td>
<td>-</td>
<td>24</td>
<td>-</td>
</tr>
<tr>
<td>Insular Cortex</td>
<td>-</td>
<td>-</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>Superior Frontal Gyrus</td>
<td>-</td>
<td>-</td>
<td>24</td>
<td>-</td>
</tr>
<tr>
<td>Middle Frontal Gyrus</td>
<td>-</td>
<td>-</td>
<td>24</td>
<td>-</td>
</tr>
<tr>
<td>Inferior Frontal Gyrus, pars opicularis</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>Middle Temporal Gyrus (temporooccipital)</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>Inferior Temporal Gyrus (temporooccipital)</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>22</td>
</tr>
<tr>
<td>Precentral Gyrus</td>
<td>39</td>
<td>-</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Postcentral Gyrus</td>
<td>38</td>
<td>-</td>
<td>50</td>
<td>29</td>
</tr>
<tr>
<td>Supplementary Motor Cortex</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Brain Region</td>
<td>Coordinates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior Parietal Lobule</td>
<td>78 53 52 12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supramarginal Gyrus (anterior)</td>
<td>18 7 - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supramarginal Gyrus (posterior)</td>
<td>27 22 - 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angular Gyrus</td>
<td>38 54 18 -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heschl's Gyrus</td>
<td>- - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral Occipital Cortex (superior)</td>
<td>22 292 17 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral Occipital Cortex (inferior)</td>
<td>44 10 - 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intracalcarine Cortex</td>
<td>- 24 - 15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paracingulate Gyrus</td>
<td>- - 16 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cingulate Gyrus (anterior)</td>
<td>27 33 45 68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cingulate Gyrus (posterior)</td>
<td>6 27 16 39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precuneus Cortex</td>
<td>6 112 9 29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuneal Cortex</td>
<td>- 37 - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lingual Gyrus</td>
<td>7 9 - 49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal Occipital Fusiform Cortex</td>
<td>15 13 - 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital Fusiform Gyrus</td>
<td>15 - - 20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parietal Operculum Cortex</td>
<td>6 - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital Pole</td>
<td>- 61 - -</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.4

Between-group comparisons that resulted in at least one significantly different cluster of activation. The number of voxels with differences in activation is displayed as a function of brain region by hemisphere.

<table>
<thead>
<tr>
<th>Region</th>
<th>Number of significant voxels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Novel task: Control &gt; Basketball</td>
</tr>
<tr>
<td></td>
<td>Contralateral (L)</td>
</tr>
<tr>
<td>Insular Cortex</td>
<td>-</td>
</tr>
<tr>
<td>Precentral Gyrus</td>
<td>-</td>
</tr>
<tr>
<td>Postcentral Gyrus</td>
<td>-</td>
</tr>
<tr>
<td>Supramarginal Gyrus (posterior)</td>
<td>-</td>
</tr>
<tr>
<td>Angular Gyrus</td>
<td>-</td>
</tr>
</tbody>
</table>
2.4 DISCUSSION

The current study implemented a within- and between-group design to examine the extent to which experience (i.e., skilled performance, gained through long-term practice) modulates MI-related brain activity as assessed via changes in beta power. To achieve this objective, we manipulated the degree to which each participant had experience with each task (i.e., within-groups) while controlling for expertise amongst participants (i.e., between-groups). Importantly, employing a within-group design allowed us to examine experience in the context of task in addition to group-level expertise, thus, addressing limitations of previous studies investigating MI-related brain activation between experts and novices that used only a between-group design. As hypothesized, the brain activation pattern observed during MI of a task for which participants had a low degree of experience was more widespread and bilateral in nature relative to the pattern observed during MI of a task for which they had a high degree of experience (i.e., the within-group comparison; Table 2.3). Coupled with the lack of differences during MI of tasks to which participants had similar experience (both within- and between-groups), we provide direct evidence that brain activation patterns observed during MI are modulated by experience.

2.4.1 Experience-related brain activity

Consistent with previous between-group findings showing increased overall brain activation between novice and experts performing MI of ‘expert skills’ (Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014), we show that additional brain regions are recruited when experts perform MI of a novel task in comparison to when they perform MI of the skill for which they have expertise. Specifically, difference maps comparing MI of tasks with a low vs. high degree of experience within the expert groups revealed additional recruitment of bilateral parietal, bilateral cingulate, ipsilateral posterior parietal and lateral...
occipital regions, as well as core motor regions (i.e., clusters localized to contralateral precentral and postcentral gyri; see Fig. 2.3). Additionally, differences localized to contralateral frontal regions in the volleyball group and temporal regions in the basketball group were also observed. Importantly, no differences were observed when comparing brain activation between tasks for which the experts had a similar degree of experience (i.e., their sport specific and sport non-specific task; see Table 2.2). Critically, this finding allows us to conclude that it is experience with the task and not the sport-specific nature of the ‘expert’ task that modulates brain activity driven via MI. The recruitment of additional regions across both hemispheres that we observed between tasks with a low vs. high degree of experience are in alignment with previous literature that suggests brain activation during novice performance reflects an inefficient and unorganized network (Haufler et al., 2000; Milton et al., 2007; Percio et al., 2008; Del Percio et al., 2010; Bar and DeSouza, 2016; Guo et al., 2017), and that greater recruitment of bilateral regions involved in motor planning may be indicative of the additional ‘effort’ required (Milton et al., 2007; Percio et al., 2008; Del Percio et al., 2010; Guo et al., 2017).

While we attempted to use tasks that had similar characteristics (i.e., all tasks were multi-articular and primarily involved performance with the dominant arm), the between-group comparisons allowed us to ensure that differences in brain activation were indeed modulated by experience as opposed to the task being imagined. As detailed in Table 2.4, between-group comparisons revealed limited differences when comparing brain activation across tasks that all groups had a similar level of experience with, namely two clusters of activation localized over the ipsilateral pre- and post- central gyri that were observed in the novice group. While the comparison of activation patterns between the volleyball and control groups may have been influenced by the differing levels of experience with MI (as
frequency scores from the IUQ were shown to be different), no difference in activation patterns were noted between these groups (see Table 2.2 and Table 2.4). While the observation of these two clusters of activation indicate additional recruitment of ipsilateral motor and sensory regions for the novice but not expert groups, the finding is likely attributable to the focus point of the imagined performance. Namely, as greater recruitment of ipsilateral post central gyrus has been demonstrated between transitive (i.e., involving an object) vs. intransitive MI, these differences may be driven by a greater focus on the object in the novice group only. Yet, while we can only speculate as to how different focus points may further modulate MI-related brain activity, future research should examine the impact of shifting the focus point of the MI performance on brain activation driven via MI.

2.4.2 Task Importance in MI Literature

Relative to physical practice, the pattern of brain activity generally observed during MI is more bilateral and widespread, which more closely resembles novice physical performance (Lacourse et al., 2005; Burianová et al., 2013; Hétu et al., 2013; Kraeutner et al., 2014). In light of the current findings however, it is suggested that the generally widespread patterns of brain activity observed during MI could be attributed to a lack of experience with the task being imagined. Specifically, previous research has demonstrated changes in brain activation observed during MI following physical practice of the skill being imagined (Lafleur et al., 2002; Lacourse et al., 2005). After engaging in five sessions of physical practice on a key-press sequence task, Lacourse et al. (2005) demonstrated that decreases in activation of bilateral frontal and parietal regions were observed during MI. Lafleur et al. (2002) also demonstrate experience-related changes in brain activation during MI following a single session of physical practice on a foot sequence task. Coupled with an increase in activity localized to medial orbitofrontal and striatal regions, decreased
activity was demonstrated within the (ipsilateral) left inferior parietal lobule and cerebellum.

Studies using MI as a model to track changes in brain activation throughout physical training further support that brain activity driven via MI is modulated by experience. Specifically, by assessing brain activation (localized to the SMA and auditory regions) during MI at multiple time points while professional ballet dancers physically trained on a new dance (Bar and DeSouza, 2016), it was shown that a global decrease within the network of SMA and auditory regions occurs when comparing MI-related brain activation from pre- to post-training. Interestingly, an overall increase within this network was initially observed during MI during the early stages of training, a pattern similarly shown in Baeck et al. (2012) when comparing brain activation during MI before and after novices trained on a shooting task. Thus, while there is undoubtedly brain activation specific to processes that underlie MI (Hétu et al., 2013; Kraeutner et al., 2016; Oostra et al., 2016; Ptak et al., 2017), the diffuse patterns of activity generally observed during MI may not be purely indicative of a difference between MI and physical practice. Instead, we suggest that these patterns are also influenced by the degree to which the user is experienced with the skill.

Expanding our understanding of how experience with the task being imagined affects MI-related brain activity has implications for the way MI is used in different disciplines. For instance, when MI is used in post-stroke rehabilitation, the tasks being imagined are not often tailored to participants prior experience or interests (which often aligns with prior experience; (Page et al., 2007, 2011; Riccio et al., 2010; Ietswaart et al., 2011) despite this being a core principle of task specific physical therapies (Page et al., 2013). Given the present results, using tasks in which participants have prior experience may focus brain
activity to regions critical for task performance, which in the context of rehabilitation can aid in driving plasticity necessary for functional recovery to occur. Future research could include evaluation of the clinical efficacy of MI-based therapies that employ tasks in which the participant has prior experience, as this approach may well improve on the somewhat mixed results seen for MI in functional recovery post-stroke.

2.4.3 Limitations

It is important to take into consideration the advantage that athletes may have over non-athlete (control) participants in performing imagery, as no imagery training itself was employed in the present work. However, we provided participants with a familiarization period in which they were instructed on how to perform MI, and any potential confounds were further mitigated as imagery ability was shown to be equivalent across groups (see Table 2.3; Gregg et al., 2005, 2010). In addition, it is likely that the sport non-specific task that all participants had a high degree of experience (i.e., teeth brushing) was less complex than the other tasks employed. While we employed tasks with a similar degree of kinematic complexity, it is possible that differences in complexity may contribute in part to one of our findings, namely limited differences in brain activation patterns noted across tasks within the control group (i.e., sport non-specific vs. novel). For instance, Gibson et al. (2014) assessed task-driven differences in ERS/ERD at the sensor level during MI, and showed that imagery of a complex task produced greater and more sustained ERS/ERD in comparison to imagery of a simple task. However, we can reasonably conclude that the limited differences observed in the control group are not modulated by complexity, as we showed no differences in brain activation within the expert groups when comparing the sport non-specific skill (teeth brushing) to its sport-specific counterpart, which could be
considered a more complex skill to perform. Nonetheless, assessing MI-related brain activation as a function of task complexity is an important avenue of future research.

2.4.4 Conclusion

The current study informs on the neural correlates associated with MI. Specifically, during MI, novice performance is associated with widespread and bilateral activity, primarily in frontal and parietal regions. Taken together with previous literature demonstrating changes in MI-related brain activation throughout physical training, we conclude that brain activity driven via MI is modulated by experience. Further, as many MI tasks employed in the neuroimaging literature involve novel skills with which the participant has limited experience with, we conclude that the resulting patterns reflect of a novice level of performance in addition to pure differences between MI and physical practice. Thus, future work investigating MI-related brain activation should consider prior experience when selecting the MI task to be performed.
2.5 REFERENCES


Chapter 3: NEURAL AND BEHAVIOURAL OUTCOMES DIFFER FOLLOWING EQUIVALENT BOUTS OF MOTOR IMAGERY OR PHYSICAL PRACTICE

3.0 ABSTRACT

Despite its reported effectiveness for the acquisition of motor skills, we know little about how MI-based brain activation and performance evolves when motor imagery (MI, the imagined performance of a motor task) is used to learn a complex motor skill compared to physical practice (PP). The current study examined changes in MI-related brain activity and performance driven by an equivalent bout of MI or PP-based training. Participants (N = 24) engaged in five days of either MI or PP of a dart throwing task. Brain activity (via functional magnetic resonance imaging; fMRI) and performance-related outcomes were obtained pre/post training. Relative to PP, MI-based training did not drive robust changes in brain activation and was inferior for realizing improvements in performance: greater activation in regions critical to refining the motor program were observed in the PP vs. MI group post-training, and MI led to smaller improvements in performance relative to PP. Findings indicate that the modality of practice (i.e., MI vs. PP) used to learn a complex motor skill manifests as differences in both resultant patterns of brain activity and performance. Ultimately, by directly comparing brain activity and behavioural outcomes after equivalent training through MI vs. PP, this work provides unique knowledge regarding the neural mechanisms underlying learning through MI.
3.1 INTRODUCTION

Substantial evidence indicates reliable changes of brain activation result from motor skill learning (Ungerleider et al., 2002; Doyon and Benali, 2005; Dayan and Cohen, 2011). With repeated practice, novices move along the expertise continuum, realizing improvements in performance coincident with brain activity that is decreased in magnitude, particularly in cortical areas, and more strongly lateralized (contralateral) to the effector used in the task (Yarrow et al., 2009; et al., 2010; Dayan and Cohen, 2011). While our knowledge of how performance and brain activation patterns evolve as learning occurs is derived almost exclusively from studies employing physical practice (PP), the ‘gold standard’ to learn a motor skill, motor imagery (MI; the imagined performance of a motor task) is often used during assessments of brain activation as many complex motor skills cannot be performed in the various neuroimaging environments (e.g.s., functional magnetic resonance imaging (fMRI), magnetoencephalography; see(Wei and Luo, 2010; Baeck et al., 2012) for examples). However, one unknown factor related to motor skill learning is how the modality in which the individual practices (MI vs. PP) modulates changes in both performance and MI-based brain activity. Specifically, despite evidence showing the effectiveness of MI in motor skill learning (Driskell et al., 1994; Schuster et al., 2011; Di Rienzo et al., 2016; Ruffino et al., 2017), we know comparatively little about the evolution of performance and MI-based brain activation patterns when this modality of practice is used to facilitate learning of a complex motor skill (Frank and Schack, 2017; Ruffino et al., 2017)

Indeed, recent work indicates that expertise modulates patterns of MI-based brain activation (Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014; Kraeutner et al., 2018). In particular, when varsity athletes performed MI of their sport-specific skills
compared to a novel task for which they had no expertise, a decrease in recruitment of bilateral frontal and parietal regions was observed (Kraeutner et al., 2018). Similarly, when comparing brain activation during MI of a sport-specific skill between novices and the varsity athletes, decreased recruitment of bilateral regions involved in motor planning was observed in the varsity athletes (i.e., the experts; Kraeutner et al., 2018). In contrast, no differences in brain activation patterns were observed when the varsity athletes and novices performed MI of a task for which both groups lacked expertise (Kraeutner et al., 2018). This evidence demonstrates that expertise is reflected in MI-related brain activation (Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014; Kraeutner et al., 2018), but no conclusions can be drawn in regard to the extent to which practice modality contributed to the achieved level of expertise, as the extent to which MI was used to facilitate learning is unknown.

Longitudinal training studies using PP have demonstrated changes in brain activity during MI (Lacourse et al., 2005; Baeck et al., 2012; Bar and DeSouza, 2016). In a task involving shooting, Baeck et al. (2012) demonstrated increased activation in parietal and frontal regions (including the supplementary motor area; SMA) during MI after novices trained with PP. A similar methodology was used with professional dancers acquiring a new dance via PP (Bar and DeSouza, 2016), finding that MI-related activity within the SMA and auditory regions initially increased (i.e., during the early stages of training), but then decreased over the course of training. Lacourse et al. (2005) assessed MI-related brain activation before and after one week of PP of a sequence task, noting an increase in activation localized to frontal and parietal areas following training – areas known to be associated with control of visually-guided actions (Rizzolatti and Matelli, 2003; Culham et al., 2006; Binkofski and Buxbaum, 2013). Additionally, decreased cerebellar and
increased striatal activation was found after training, which is a typical pattern for motor learning (Penhune and Doyon, 2002; Doyon and Benali, 2005; Dayan and Cohen, 2011; Censor et al., 2014). As noted earlier, studies that employ only PP during training do not address the question of how the modality of practice used to learn the skill (i.e., MI vs. PP) affects performance outcomes and patterns of brain activity.

There is a body of work examining changes in brain activation following MI-based sequence learning that provides some insight into how the modality of practice used to learn the skill manifests in the resultant brain activity (Jackson et al., 2003; Zhang et al., 2011). MI-related brain activation was assessed before and after MI-based practice of a keypress sequence task (14 sessions; Zhang et al., 2011) and foot sequence task (five sessions; Jackson et al., 2003). Following training, increased activity was observed in regions linked to generating or accessing the mental representation of a movement (in particular, cingulate cortex and precuneus; Zhang et al., 2011) as well as to reward- or familiarity-based response selection (namely orbitofrontal cortex; Elliott et al., 2000; Jackson et al., 2003). One limitation of these studies is the exclusive use of sequence tasks that are limited in the range and complexity of motor skills and thus do not likely generalize to the learning of complex motor tasks. A further limitation is the lack of comparison to patterns of brain activation associated with learning the same task via PP.

To address the limitations of previous research, the present study directly compares changes in brain activity and performance outcomes (i.e., accuracy, consistency, and kinematics) before and after five days of training of a dart throwing task via MI or PP. We hypothesized that for both MI and PP-based training there would be increased activity in cerebellar and contralateral motor regions with the effect being attenuated for MI vs. PP. We hypothesized that performance would improve following both MI- and PP-based
training (as demonstrated via increased accuracy and consistency), although these improvements would be less for MI vs. PP. Finally, owing to prior work suggesting differences in the type of encoding that occurs during MI and PP-based learning (Annett, 1995; Frank et al., 2014; Ingram et al., 2016; Kraeutner et al., 2016, 2017; Frank and Schack, 2017) we expected that robust kinematic changes would occur only after training via PP.

3.2 METHODS

3.2.1 Participants

Twenty-four participants (right handed, as determined by a score of ≥40 on the Edinburgh Handedness Inventory (Oldfield, 1971)) were recruited from the local and university community. The Nova Scotia Health Authority research ethics board approved the study. All participants were healthy, reported normal hearing, were free of neurological disorders, had no contraindications to MRI, and each provided written informed consent. All participants engaged in 5 training sessions of the dart throwing task involving either physical practice (PP group) or imagined practice (MI group). All participants underwent fMRI before (pre-training) and after (post-training) the 5 training sessions to obtain brain activity during MI of the dart throwing task.

3.2.2 Experimental Design

At the outset of the experiment, following the informed consent and screening process, participants completed the Motor Imagery Questionnaire - Revised Second Version (MIQ-RS) to characterize each individual’s ability to perform MI (Gregg et al., 2005, 2010). The MIQ-RS is a self-report questionnaire that assesses the vividness and intensity of both the visual and kinaesthetic dimensions of MI, with increasing scores indicative of higher imagery quality (Gregg et al., 2005, 2010).
Each training session (Fig. 3.1) lasted ~20 min, and involved 15 blocks, with six dart throws per block (i.e., a total of 90 dart throws per session, established via prior work examining learning of a dart task (Mendoza and Wichman, 1978; McDonald et al., 1989; Kremer et al., 2009; Spittle and Kremer, 2010; Didier et al., 2013; Querfurth et al., 2016). Dart throwing was performed in accordance with World Dart Federation regulations (World Darts Federation, 2017). Specifically, a competition bristle dartboard was set to regulation height (1.73m from ground to bullseye) and distance (2.37m from throwing line). Participants were instructed to aim at the bullseye and to limit their throws to flexion and extension movements at the elbow in the sagittal plane. Participants performed, or imagined performing, the dart throws (depending on group; PP or MI) with their dominant (right) arm. At the outset of training, participants watched a five min video that familiarized them to the task and provided exemplar performances from male and female performers from both the third and first person perspective.

For the PP sessions, participants threw nickel/brass tipped darts that weighed 22g. Participants were prompted by the experimenter to take a break at the end of each block. For the MI sessions, an auditory script was delivered via noise-cancelling headphones, prompting the participants to imagine picking up the darts and to begin each block when ready. Participants were given 30 sec to complete each block of imagined throws (i.e., similar to the time it took to complete each block of physical throws), with prompts to take a break at the end of each block. At the outset of each MI session, participants were instructed to perform kinaesthetic MI (i.e., first person perspective with an emphasis on the polysensory aspect of the task; Stinear et al., 2006; Schuster et al., 2011) with instructions on how to perform this type of MI provided at the onset of each session.
To obtain our task-related performance outcomes, all participants engaged in a physical test block lasting ~15 min in a pre/post design (Fig. 3.1). Each test block was comprised of 18 dart throws, performed in three blocks of six (similar to parameters employed in Lohse et al., 2010b; Tyč and Boyadjian, 2011; Querfurth et al., 2016). The final location of each dart was digitized (Polhemus Fastrak, Colchester, VT) relative to the board in the order that they were thrown and stored for offline analysis. During the test blocks, video was recorded via a Canon Powershot SX280 HS (Canon Canada, Inc.) mounted on a tripod and placed perpendicular to the throwing line, to capture participant kinematics in the sagittal plane and stored for offline analysis.

<table>
<thead>
<tr>
<th>MI Group</th>
<th>Train: Motor Imagery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan</td>
<td>Day 1</td>
</tr>
<tr>
<td></td>
<td>Day 2</td>
</tr>
<tr>
<td></td>
<td>Day 3</td>
</tr>
<tr>
<td></td>
<td>Day 4</td>
</tr>
<tr>
<td></td>
<td>Day 5</td>
</tr>
<tr>
<td></td>
<td>Scan</td>
</tr>
<tr>
<td></td>
<td>Pre-test</td>
</tr>
<tr>
<td></td>
<td>15 blocks per day</td>
</tr>
<tr>
<td></td>
<td>Post-test</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PP Group</th>
<th>Train: Physical Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scan</td>
</tr>
</tbody>
</table>

Figure 3.1 Timeline of the experimental design. Participants engaged in five training sessions of either PP or MI-based practice of a dart throwing task. Participants completed two physical testing sessions in a pre/post design (i.e., prior to the start of training on day 1, or following training on day 5), as well as two fMRI sessions pre/post-training to capture changes in brain activation.

Structural and functional MRI data were acquired on a 3 Tesla GE MRI (GE Medical Systems, Waukesha, WI, with a 32 channel RF Head Coil). A 3D T1-weighted anatomical image was acquired using a IR-prepped fast spoiled gradient recalled echo (IR-FSPGR) sequence (inversion time (TI) = 450 ms, repetition time (TR) = 4.0 ms, echo time (TE) = 1.33 ms, flip angle = 9°, field of view (FOV) 25.6 cm, 256 × 256, 184 sagittal slices at 1 mm thickness, auto-calibrating reconstruction for cartesian imaging
(ARC) phase acceleration = 1, ARC slice acceleration = 1). A T2-weighted anatomical image was acquired using a 3D CUBE sequence (inversion time (TI) = 400 ms, TR = 4200 ms, TE = 101 ms, 140 Echo Train Length, 25.6 cm FOV, 256 × 256, 184 sagittal slices at 1 mm thickness, ARC phase acceleration = 1.5, ARC slice acceleration = 1). Functional MRI data were acquired using a 2D multi-band echo-planar image (EPI) sequence (TR = 950 ms, TE = 30 ms, flip angle = 60°, 21.6 cm FOV, 72 × 72, 3 mm thick slices, 224 volumes, MUX acceleration factor 3 slice direction, ARC acceleration factor 2 in-plane; Stanford Center for Cognitive and Neurobiological Imaging, http://cni.stanford.edu). Additional EPI reference scans with matching parameters except phase-encode blip direction reversal were acquired to facilitate field distortion correction (Andersson et al., 2003; Smith et al., 2004).

The fMRI experiment included four runs performed in a block design. Each run began and ended with a rest block, and included two imagery blocks of the darts task alternating with rest blocks. Each imagery block lasted 28.5 sec, during which participants were asked to imagine performing six dart throws, similar to a single block during the training/testing sessions. The start of each block was cued visually. Participants performed kinaesthetic imagery with their eyes closed, and an auditory tone cued participants to the end of each imagery block. Each rest block lasted 19 sec during which participants were asked to rest quietly with their eyes open. After the completion of each run, participants completed a MI manipulation check where they were asked to rate both their engagement and quality of imagery on a scale of 1 (not engaged; poor quality) to 5 (extremely engaged; excellent quality). Stimuli were delivered using Presentation software (Neurobehavioral Systems, Inc. Berkley, CA), synchronized to MRI data acquisition. Stimuli were presented on a mylar screen positioned across the scanner bore via an LCD projector, which subjects
viewed via an angled mirror. Prior to beginning the functional runs, participants were
familiarized with the task and type of MI (first person, kinaesthetic) via an auditory script
and a 30 sec clip depicting the darts task.

3.2.3 Behavioural analysis
To ensure similarity in the ability to perform MI across groups, MIQ-RS scores
were tabulated across participants for each imagery condition (kinaesthetic and visual)
and a 2 (imagery condition) X 2 (group) mixed ANOVA was conducted to assess the
between group effects of imagery condition on MIQ-RS score. Additionally, responses
for both manipulation checks during the neuroimaging sessions were averaged across
participants for each run and scan to ensure similarity in imagery performance across
groups. Separate 2 (time point) X 2 (group) mixed ANOVAs were conducted on each
outcome measure (engagement, quality) to assess the between group effects on task
engagement and imagery quality.

Performance was measured in terms of accuracy (mean radial error; MRE) and
consistency (bivariate variable error; BVE; Hancock et al., 1995; Edwards et al., 2007;
Lohse et al., 2010b; Schorer et al., 2012; Sherwood et al., 2014; Querfurth et al., 2016). As
our measure of accuracy (MRE), does not capture directional information, we did not
provide this information as a form of feedback to our participants (i.e., in addition to the
visual feedback they received after each physical dart throw). For the above noted outcome
measures, the bullseye was considered the point of origin (0,0) and deviations in the X and
Y plane from the point of origin were obtained from the digitized data. The first throw of
each block during the test sessions was considered warm-up and omitted from further
analyses (i.e., leaving 15 total throws per test session). For both performance and kinematic
outcomes, outliers were identified as throws that exceeded three standard deviations above the mean for each participant across sessions and were removed from further analyses.

Video data were analyzed using Dartfish Pro motion analysis software (Dartfish HQ, Fribourg, Switzerland) to derive shoulder angle, elbow angle, throwing time, and preparation time (Lohse et al., 2010b; Sherwood et al., 2014). Shoulder and elbow flexion angles were measured at the point of maximum elbow flexion (i.e., also termed the ‘take back’) and the point of release for each dart throw, with anatomical markers placed on the acromion process, olecranon, and highest point of the iliac crest in line with the coronal plane of the body (for shoulder angle) or styloid process of the throwing arm (for elbow angle). Throwing time was defined as the time between maximum elbow flexion to the point of release. Preparation time was defined as the time between the point of release to maximum flexion of the subsequent throw. Mean and SD values are reported for these kinematic variables, but like Lohse et al., (2010b) only SD (calculated across trials per test session for each participant) was used in the group-level analyses (described below) as we were interested in assessing changes in kinematic variability. Angular velocity, defined as the angle at maximum flexion subtracted from the point of release and divided by the throwing time, was also calculated (Lohse et al., 2010b). For angular velocity, we assessed changes in the absolute values (i.e., mean values) instead of its variability for each group, consistent with prior literature suggesting that increased angular velocity is associated with expert performance of throwing tasks (Hansen et al., 2012), and that precision of speed is a critical factor underlying throwing consistency in darts (Smeets et al., 2002).

Mean values for the above noted performance-related outcome measures and SD for each kinematic variable was determined for each participant at each test session.
(pre/post). Separate 2 (group) X 2 (time point) mixed ANOVAs were conducted for each measure to assess the between-group effects of training. Prior to statistical analyses, all data were tested for normality and homogeneity of variance using Shapiro-Wilk and Bartlett’s tests. Data that did not meet the assumptions of ANOVA were analyzed using non-parametric tests. Effect sizes were calculated within each group (i.e., between test sessions) for each outcome measure to characterise the extent to which performance improved over the course of training. All statistical analyses were performed using R (R project for statistical computing) with an a priori alpha of 0.05 denoting significance.

### 3.2.4 fMRI preprocessing and analysis

Preprocessing and statistical analyses were performed using the Oxford Centre for Functional MRI of the Brain’s (FMRIB) software library (FSL v.5.0.10; FMRIB Oxford, www.fmrib.ox.ac.uk/fsl) and fMRI Expert Analysis Tool (FEAT) version 5.0.10 (Smith et al., 2004; part of FSL). Preprocessing of the anatomical T1 and T2 scans included registration based skull-stripping to template brain MNI152_T1_1mm using FLIRT and FNIRT.

fMRI preprocessing included motion correction with MCFLIRT (Jenkinson et al., 2002), field inhomogeneity-induced distortion correction with reverse-phase encoded blips using TOPUP (Andersson et al., 2003), brain extraction using BET (Smith et al., 2002), spatial smoothing using a Gaussian kernel (FWHM 5mm), and high-pass temporal filtering at 0.01 Hz to remove low-frequency noise. Functional images were then rigid-body spatially co-registered (using 6DOF) to the processed anatomical image using FLIRT and combined with the non-linear registration to MNI152_1mm with a voxel size of 3mm for group comparison of individual fMRI results.

Individual statistical activation maps were calculated within each run using a general
linear model (GLM) with FEAT with motion outliers included as confounds, determined from a contrast of imagery (darts) vs. rest computed for each run (first-level analysis). A second-level analysis combined all runs in a fixed effects model to produce contrast of parameter estimate (COPE) maps for each individual and time point (pre/post).

High-level group analyses were carried out using FLAME (FMRIB's Local Analysis of Mixed Effects) model with FEAT. All analyses used a corrected cluster threshold of $Z > 2.0$ and significance threshold of $p < .05$, corrected for family-wise error. To assess the impact of training modality on resultant patterns of MI-related brain activity, a between-group comparison was conducted on the averages of the lower-level COPE maps for each group at the post-training scan, with a performance outcome (BVE) added as a covariate to account for resultant differences in performance across participants regardless of equal practice of the task. We adjusted for BVE as consistency is shown to be a more stable measure than accuracy and less influenced by external factors (e.g., time-of-day, fatigue; Edwards et al., 2005, 2007; Kumar et al., 2017). To characterise changes in brain activation driven by each modality of training, averages of the lower-level COPE maps for each time point were compared within-groups.

### 3.3 RESULTS

Two participants were excluded from the study (one from the MI group because they did complete the first MRI session and subsequently dropped out; and one from the PP group for excess head motion during scanning that exceeded our exclusion criteria of 2.0 mm), leaving 22 participants (PP group: $n = 11$, 8 female; aged 24.6 ± 4.7 years; MI group: $n = 11$, 7 female; aged 24.5 ± 4.2 years) for the final analyses. Further, one participant from the MI-PP group had only engaged in two of the three blocks during each testing session. Both groups demonstrated similar MI ability, evidenced by MIQ-RS scores
in both the visual and kinaesthetic imagery conditions (Table 3.1). Neither the main effect for group \((F_{1,20} = 3.34, p = 0.08)\) or imagery condition \((F_{1,20} = 0.33, p = 0.57)\) was significant, and the interaction between group and imagery condition was not significant \((F_{1,20} = 0.67, p = 0.42)\). Engagement in, and quality of, imagery was also similar between groups at both time points, as evidenced by responses to our manipulation checks during both neuroimaging time points (Table 3.1). For engagement, neither the main effect for group \((F_{1,20} = 0.13, p = 0.72)\) or time point \((F_{1,20} = 0.74, p = 0.40)\) was significant, and the interaction between the two was also not significant \((F_{1,20} = 1.28, p = 0.27)\). For quality, neither the main effect for group \((F_{1,20} = 1.81, p = 0.19)\) nor time point \((F_{1,20} = 0.003, p = 0.96)\) was significant, and the interaction between the two was not significant \((F_{1,20} = 0.68, p = 0.42)\).

### 3.3.1 Performance outcomes

Means and standard deviations for MRE and BVE are reported in Table 3.2. As data for MRE and BVE did not meet the assumptions of ANOVA, separate Kruskal-Wallis rank sum tests were conducted to analyze the between-group effects at each time point, followed by effect sizes calculated within each group (i.e., between test sessions) to characterise improvements in performance as previously stated. No between-group differences existed for MRE \((H = 0.14, p = 0.71)\) or BVE \((H = 0.02, p = 0.88)\) at the pre-test. BVE differed between the PP and MI group at the post-test \((H = 4.6, p = 0.03)\), with a trend towards significance for MRE \((H = 3.5, p = 0.06)\). Effect sizes revealed a moderate (MRE) and large (BVE) effect of training within the PP group (Table 3.2). Within the MI group, no difference was noted when comparing MRE across time points, however a small effect for BVE indicated an improvement in consistency as a result of training (Table 3.2).
Means and standard deviations for the kinematic variables are reported in Table 3.2. With the exception of angular velocity, the kinematic data did not meet the assumptions of ANOVA, and therefore separate Kruskal-Wallis rank sum tests were conducted to analyze between group effects at each time point (Table 3.3). No significant differences between groups at either time point were observed. The 2 (group) x 2 (time point) ANOVA conducted on angular velocity (°/sec) revealed no main effect of group [F(1,19) = 0.41, $p = 0.528$] and no significant interaction [F(1,19) = 0.55, $p = 0.466$]. However, a significant main effect of time point was observed [F(1,19) = 8.08, $p = 0.010$], indicating that angular velocity increased after training regardless of modality. Effect sizes, calculated to characterise the change in variance across sessions as stated above, revealed a decrease in kinematic variability in the PP group from pre- to post-test across all of our variables of interest, with the exception of elbow angle at the point of release and preparation time (Table 3.3). However, only kinematic variability of the shoulder angle at maximum flexion, preparation time, and angular velocity showed meaningful changes from pre- to post-test in the MI group (Table 3.3).
Table 3.1

*MIQ-RS scores and manipulation check ratings (mean and SD for each group).*

<table>
<thead>
<tr>
<th>MIQ-RS score</th>
<th>Group</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MI PP</td>
<td></td>
</tr>
<tr>
<td>Kinaesthetic (/49)</td>
<td></td>
<td>35.6 (12.0)</td>
<td>38.7 (8.1)</td>
</tr>
<tr>
<td>Visual (/49)</td>
<td></td>
<td>38.7 (8.3)</td>
<td>39.9 (7.3)</td>
</tr>
<tr>
<td>MI engagement (/5)</td>
<td>Scan 1</td>
<td>4.3 (0.7)</td>
<td>4.3 (0.5)</td>
</tr>
<tr>
<td></td>
<td>Scan 2</td>
<td>4.3 (0.7)</td>
<td>4.1 (0.6)</td>
</tr>
<tr>
<td>MI quality (/5)</td>
<td>Scan 1</td>
<td>4.2 (0.7)</td>
<td>4.0 (0.7)</td>
</tr>
<tr>
<td></td>
<td>Scan 2</td>
<td>4.3 (0.6)</td>
<td>3.9 (0.6)</td>
</tr>
</tbody>
</table>
Table 3.2

Behavioural data (mean and SD) for performance outcomes and kinematic variables of interest. Effect sizes conducted to characterise changes in performance (day 1 minus day 5) are included. A negative effect size reflects a decrease in error (MRE and BVE), and a decrease in kinematic variance (calculated using the SD of each kinematic variable) across practice sessions.

<table>
<thead>
<tr>
<th>Kinematic Variable</th>
<th>MI Day 1</th>
<th>MI Day 5</th>
<th>PP Day 1</th>
<th>PP Day 5</th>
<th>d (MI)</th>
<th>d (PP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Radial Error (cm)</td>
<td>8.70 (3.89)</td>
<td>8.93 (5.08)</td>
<td>0.05 (4.05)</td>
<td>8.04 (4.05)</td>
<td>5.96 (1.41)</td>
<td>-0.69</td>
</tr>
<tr>
<td>Bivariate Variable Error (cm)</td>
<td>9.69 (4.72)</td>
<td>8.58 (3.84)</td>
<td>-</td>
<td>9.19 (4.92)</td>
<td>5.72 (1.24)</td>
<td>-0.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>MI</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>Day 5</td>
<td>d</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kinematic Variable</th>
<th>MI</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoulder (°)</td>
<td>Maximum</td>
<td>63.0</td>
</tr>
<tr>
<td>Flexion</td>
<td>(4.4)</td>
<td>(3.3)</td>
</tr>
<tr>
<td>Release</td>
<td>80.4</td>
<td>80.8</td>
</tr>
<tr>
<td></td>
<td>(5.3)</td>
<td>(5.7)</td>
</tr>
<tr>
<td>Elbow (°)</td>
<td>Maximum</td>
<td>36.2</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Flexion</td>
<td>2.6</td>
<td>2.8</td>
</tr>
<tr>
<td>Release</td>
<td>92.4</td>
<td>96.1</td>
</tr>
<tr>
<td>0.16</td>
<td>11.9</td>
<td>11.2</td>
</tr>
<tr>
<td>Time (sec)</td>
<td>Preparation</td>
<td>4.37</td>
</tr>
<tr>
<td>1.45</td>
<td>1.25</td>
<td>0.32</td>
</tr>
<tr>
<td>Release</td>
<td>0.176</td>
<td>0.170</td>
</tr>
<tr>
<td>0.028</td>
<td>0.027</td>
<td>0.07</td>
</tr>
<tr>
<td>Angular Velocity(^{\dagger}) (°/ sec)</td>
<td>329.8</td>
<td>365.6</td>
</tr>
<tr>
<td>86.8</td>
<td>70.5</td>
<td>69.8</td>
</tr>
</tbody>
</table>

\(^{\dagger}\)Note: effect sizes calculated for angular velocity were conducted on the mean values observed for day 1 and day 5, and thus a positive effect size is indicative of an increase in angular velocity across practice sessions.
Table 3.3

*Kruskal-Wallis rank sum tests conducted to analyze the between group effects on kinematic variability (i.e., on the resultant SD values) at each time point.*

<table>
<thead>
<tr>
<th>Kinematic Variable</th>
<th>Day 1</th>
<th></th>
<th>Day 5</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H$</td>
<td>$p$</td>
<td>$H$</td>
<td>$p$</td>
</tr>
<tr>
<td>Shoulder</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Flexion</td>
<td>0.6</td>
<td>0.439</td>
<td>2.4</td>
<td>0.121</td>
</tr>
<tr>
<td>Release</td>
<td>0.179</td>
<td>0.673</td>
<td>0.972</td>
<td>0.324</td>
</tr>
<tr>
<td>Elbow</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Flexion</td>
<td>0.714</td>
<td>0.398</td>
<td>0.005</td>
<td>0.944</td>
</tr>
<tr>
<td>Release</td>
<td>1.46</td>
<td>0.23</td>
<td>0.50</td>
<td>0.481</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td>1.98</td>
<td>0.159</td>
<td>1.79</td>
<td>0.181</td>
</tr>
<tr>
<td>Release</td>
<td>1.12</td>
<td>0.291</td>
<td>0.011</td>
<td>0.916</td>
</tr>
</tbody>
</table>
3.3.2 fMRI

Table 3.4 reports the MNI coordinates of activation observed for between-group comparisons, accounting for BVE. To identify a priori group differences in MI-based brain activation we initially compared activation maps between groups for the pre-training scan. Greater activation, localized to the ipsilateral cerebellum, was observed for the MI group (MI > PP; Table 3.4). Between-group comparisons at the post-training scan, accounting for BVE, revealed greater activation for the PP group (PP > MI), localized to regions including the SMA, anterior cingulate cortex, cerebellum, contralateral precentral and middle temporal gyri, and ipsilateral superior frontal gyrus (Fig. 3.2). No increases in activation were observed for the MI group relative to the PP group (i.e., MI > PP). Negative correlations between BVE and MI-related activity were found in regions including bilateral parietal cortices and lingual gyri (Table 3.4; Fig. 3.3).

Table 3.5 reports the MNI coordinates of activation resulting from within-group comparisons. Within-group comparisons revealed greater activation in contralateral anterior cingulate cortex and middle temporal gyrus, ipsilateral inferior parietal lobule (localized to the supramarginal gyrus), and bilateral medial orbitofrontal cortex within the PP group when comparing the post- to pre-training scans (post > pre-training; Table 3.5). No decreases in activation were observed (pre > post-training) for the PP group. No significant differences in activation were observed from pre- to post-training within the MI group. Prior to conducting group-level comparisons, we generated a MI vs. rest (i.e., task-positive) activation map across all participants for the pre-training scan, demonstrating activation in a number of regions typically activated during MI, including bilateral frontal, contralateral precentral gyrus, and ipsilateral cerebellar regions (Hétu et al., 2013; Hardwick et al., 2018). This data is included as Supplementary Materials (Appendix B; Figure 6.2).
Table 3.4

*MNI coordinates of local maxima resulting from between-group comparisons conducted at each time point.*

<table>
<thead>
<tr>
<th>Anatomical Region</th>
<th>MNI coordinates (mm)</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td><strong>Pre-training</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI &gt; PP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R Cerebellum (lobule VI)</td>
<td>24</td>
<td>-59</td>
</tr>
<tr>
<td>R Cerebellum (lobule VIIb)</td>
<td>26</td>
<td>-77</td>
</tr>
<tr>
<td>R Cerebellum (lobule VIIb)</td>
<td>33</td>
<td>-69</td>
</tr>
<tr>
<td>R Cerebellum (lobule VIII)</td>
<td>22</td>
<td>-59</td>
</tr>
<tr>
<td>R Cerebellum (crus I)</td>
<td>39</td>
<td>-88</td>
</tr>
<tr>
<td>R Cerebellum (crus II)</td>
<td>28</td>
<td>-90</td>
</tr>
<tr>
<td>PP &gt; MI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Post-training</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI &gt; PP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP &gt; MI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-36</td>
<td>27</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-67</td>
<td>-10</td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-46</td>
<td>3</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-64</td>
<td>-12</td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-55</td>
<td>12</td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-56</td>
<td>9</td>
</tr>
<tr>
<td>Structure</td>
<td>X-coordinates</td>
<td>Y-coordinates</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---------------</td>
<td>---------------</td>
</tr>
<tr>
<td>L Cerebellum (lobule VI)</td>
<td>-26</td>
<td>-59</td>
</tr>
<tr>
<td>L Cerebellum (lobule VI)</td>
<td>-27</td>
<td>-62</td>
</tr>
<tr>
<td>L Cerebellum (lobule IV/V)</td>
<td>-4</td>
<td>-59</td>
</tr>
<tr>
<td>L Anterior cingulate</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>L Medial frontal gyrus</td>
<td>-11</td>
<td>34</td>
</tr>
<tr>
<td>L Anterior cingulate</td>
<td>-9</td>
<td>33</td>
</tr>
<tr>
<td>L Precentral gyrus</td>
<td>-30</td>
<td>-16</td>
</tr>
<tr>
<td>L SMA</td>
<td>-11</td>
<td>-5</td>
</tr>
<tr>
<td>L Paracentral lobule</td>
<td>-16</td>
<td>-20</td>
</tr>
<tr>
<td>R Cerebellum (lobule IV/V)</td>
<td>10</td>
<td>-46</td>
</tr>
<tr>
<td>R Cerebellum (vermis IV/V)</td>
<td>4</td>
<td>-58</td>
</tr>
<tr>
<td>R Cerebellum (lobule IV/V)</td>
<td>11</td>
<td>-50</td>
</tr>
<tr>
<td>R Anterior cingulate</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>R SMA</td>
<td>2</td>
<td>-3</td>
</tr>
<tr>
<td>R SMA</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>R Superior frontal gyrus</td>
<td>16</td>
<td>-3</td>
</tr>
<tr>
<td>L Superior parietal lobule</td>
<td>-18</td>
<td>-51</td>
</tr>
<tr>
<td>L Superior parietal lobule</td>
<td>-17</td>
<td>-51</td>
</tr>
</tbody>
</table>

Positive BVE effect

Negative BVE effect
<table>
<thead>
<tr>
<th>Region</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>L Precuneus</td>
<td>-18</td>
<td>-51</td>
<td>51</td>
<td>2.91</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
<td>-8</td>
<td>-59</td>
<td>53</td>
<td>3.34</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
<td>-19</td>
<td>-78</td>
<td>0</td>
<td>3.32</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
<td>-21</td>
<td>-78</td>
<td>1</td>
<td>3.32</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
<td>-21</td>
<td>-80</td>
<td>0</td>
<td>3.31</td>
</tr>
<tr>
<td>L Calcarine</td>
<td>-20</td>
<td>-74</td>
<td>0</td>
<td>3.07</td>
</tr>
<tr>
<td>R Superior parietal lobule</td>
<td>21</td>
<td>-66</td>
<td>64</td>
<td>3.45</td>
</tr>
<tr>
<td>R Angular gyrus</td>
<td>40</td>
<td>-60</td>
<td>30</td>
<td>3.32</td>
</tr>
<tr>
<td>R Superior parietal lobule</td>
<td>27</td>
<td>-56</td>
<td>66</td>
<td>3.02</td>
</tr>
<tr>
<td>R Lingual Gyrus</td>
<td>19</td>
<td>-77</td>
<td>-1</td>
<td>3.05</td>
</tr>
</tbody>
</table>

Note: instances in which no significant differences in activation were noted are indicated by dashed lines.
Table 3.5

MNI coordinates of the local maxima resulting from comparisons conducted to assess within-group differences in MI-related brain activation following training of the dart throwing task.

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>MNI coordinates (mm)</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
</tbody>
</table>

**PP-group**

Post > pre

| L Middle temporal gyrus              | -66      | -14     | -4      | 4.51     |
| L Thalamus                           | -4       | -20     | -7      | 4.38     |
| L Middle temporal gyrus              | -62      | -4      | -8      | 4.34     |
| L Anterior cingulate                 | -14      | 49      | -3      | 3.54     |
| L Middle frontal gyrus (orbital)     | -18      | 57      | -16     | 3.53     |
| L Medial orbitofrontal cortex        | -10      | 56      | -1      | 3.36     |
| R Supramarginal gyrus                | 44       | -39     | 22      | 4.53     |
| R Supramarginal gyrus                | 46       | -39     | 24      | 4.45     |
| R Supramarginal gyrus                | 49       | -39     | 25      | 4.43     |
| R Medial frontal gyrus               | 6        | 38      | 54      | 3.65     |
| R Medial orbitofrontal cortex        | 9        | 59      | 0       | 3.51     |
| R Medial frontal gyrus               | 15       | 49      | 2       | 3.46     |

Pre > post

- - - - -

**MI-group**

Post > pre

- - - - -
| Pre > post | - | - | - | - | - | - | - |

Note: instances in which no significant differences in activation were noted are indicated by dashed lines.
Figure 3.2 Differential effects on resultant MI-based brain activity following training after PP vs. MI where the colourbar represents the Z-max value. Activated voxel clusters remaining after subtraction of the map of activations of the MI group from the PP group, accounting for BVE. Activation localized to regions including supplementary motor area (SMA), anterior cingulate cortex, cerebellum, contralateral precentral and middle temporal gyri, and ipsilateral superior frontal gyrus. Only clusters are shown that reached a cluster corrected threshold ($Z>2.0; p < 0.05$), family-wise error corrected for number of comparisons, and are shown overlaid on the MNI template. Note: no activated voxel
clusters remained after subtraction of the activation map of the MI group from the PP group, and thus this difference map is not shown.

*Figure 3.3* Correlation between brain activity and performance, where the colourbar represents the Z-max value. During MI, BVE correlates negatively with brain activity localized to bilateral parietal cortices and lingual gyri. No positive correlations were observed and are thus not shown. Only clusters are shown that reached a cluster corrected threshold (Z>2.0; p < 0.05), family-wise error corrected for number of comparisons, and are shown overlaid on the MNI template.
3.4 DISCUSSION

The current study sought to determine how the modality of practice used to learn a complex motor skill manifests in the pattern of MI-based brain activity and performance. Contrary to our hypotheses, no significant increases in brain activation were driven by MI-based practice. Consistent with our hypotheses, greater brain activation localized to cerebellar and contralateral areas within the motor network were observed following equivalent amounts of training via PP vs. MI. Further, as hypothesized, the degree of improvements in performance driven by MI-based practice was inferior to those achieved via PP. Below we discuss our findings in the context of prior work examining MI-based brain activation and the neural networks underlying expertise.

3.4.1 Modality-specific differences

By directly comparing an equal amount of MI- or PP-based training of a complex motor skill, our findings provide novel evidence that the modality used to facilitate learning modulates brain activation patterns observed during MI of the skill. We observed greater activation in the PP vs. MI group at the post-training scan, encompassing the SMA and cerebellum bilaterally, left primary motor cortex (i.e., precentral gyrus), the anterior cingulate cortex, and frontal regions including the left medial frontal gyrus and right superior frontal gyrus – regions known to be active during MI (Hanakawa et al., 2008; Burianová et al., 2013; Hétu et al., 2013; Kraeutner et al., 2014; Hardwick et al., 2018) and to underlie skilled motor performance and control (Rizzolatti et al., 1998, 2014; Dayan and Cohen, 2011; Binkofski and Buxbaum, 2013; Hardwick et al., 2013). Further, our results indicate that unlike PP, brain activation patterns did not undergo significant change following MI-based practice. Coupled with the similarity observed between groups prior to initiating training, our findings suggest that MI training alone is not sufficient to drive
changes in brain activation that manifest in improved performance, in a manner similar to 
PP, as one moves along the continuum from novice to expert.

Our behavioural results show that despite both groups engaging in the same amount 
of training, performance improvements in MI were marginal relative to that observed for 
PP. MI-based training did not result in improved accuracy, driving only small changes in 
consistency (albeit to a lesser extent than PP, as noted by a small vs. large effect size) and 
kinematics. In contrast, robust changes in accuracy and consistency were observed after 
PP-based training, as well as a consistent decrease in variability across the kinematic 
outcomes. Why MI did not result in more impressive changes closer to the magnitude 
observed for PP is attributable to fundamental differences between the two modalities. 

Building on prior work in the area Wohldmann et al., 2007; Lohse et al., 2010a; Frank et 
al., 2015; Ingram et al., 2016, 2019; Land et al., 2016; Frank and Schack, 2017; Kraeutner 
et al., 2017), we propose two explanations for our findings: 1) that refinement of the motor 
program is less robust in MI owing to a difference in the mechanism underlying learning; 
and 2) that different information is encoded in MI relative to PP.

In MI, unlike PP, the absence of sensory information about task performance (i.e., 
reafference) likely impairs the error detection/correction process that is needed to trigger 
changes to the motor program. This notion is supported by the observation of greater SMA 
and cerebellar activation following PP- but not MI-based training. It is well established that 
the SMA is a key substrate in motor planning and execution (Tanji and Kurata, 1982; Tanji 
and Shima, 1996; Nachev et al., 2008; Dayan and Cohen, 2011; Flash and Bizzi, 2016) and 
increased SMA activity is observed as long-term learning occurs (Dayan and Cohen, 2011). 
For instance, Tanji and Kurata (1982) showed that output of both SMA and primary motor 
cortex neurons increases prior to movement onset in primates. Yet, SMA activity was
shown to precede primary motor cortex activation (i.e., there was a weaker correlation between SMA output and reaction time of the animal relative to the primary motor cortices; Tanji and Kurata, 1982), indicating that the SMA generates a preparatory state for the impending (and forthcoming) movements, ultimately relaying the motor command to the primary motor cortices for output to the effectors (Roland et al., 1980; Tanji and Kurata, 1982; Tanji and Shima, 1996; Cunnington et al., 2005). Throughout motor skill acquisition, output of cerebellar neurons is modulated by discrepancies between predicted and feedback representations in internal models (Brooks and Cullen, 2013), whereby the predicted consequences of the movement (effference copy) are compared to actual movement outcomes (reafference) in a forward model to update the motor program (Miall and Wolpert, 1996; Wolpert et al., 1998; Bastian, 2006; Popa et al., 2012). Integral in error detection/correction, it follows that increases in bilateral cerebellar activation are typically observed in early (i.e., ‘fast’) stages of motor learning when error magnitude is large and substantial alterations to the motor program are made (Seitz et al., 1994; Ungerleider et al., 2002; Lacourse et al., 2004; Doyon and Benali, 2005; Dayan and Cohen, 2011). The lack of significant SMA and cerebellar activity following MI-based training (relative to PP) does not necessarily indicate that a similar error detection/correction mechanism is not at work. While not large in magnitude, participants in the MI group did realize changes in performance as a result of training. Recent work aids in the explanation of these findings: MI is theorized to rely on a forward model, with a mechanistic difference being that an alternative internal comparison may be occurring in which the predicted consequences of the movement are compared to a simulated representation of the movement that may produce a corresponding sensory representation (O’Shea and Moran, 2017; Kilteni et al., 2018; Ingram et al., 2019). In this scenario, it is likely that any discrepancy observed
between the predicted consequences and simulated feedback representation is much smaller than that which occurs when feedback is derived from actual sensory information. Given that the discrepancy between predicted consequences and simulated feedback is minimal, reliance on the cerebellum for error detection/correction is lessened as only marginal alterations to the motor program are made, and improvements in performance as a result are diminished.

Importantly, recent work from our lab and others suggests that the motor program undergoes training-related alterations during MI-based practice (Gentili et al., 2006, 2010; Kraeutner et al., 2016b; Ingram et al., 2019). In other words, motor learning occurred in the absence of sensory feedback. For instance, in employing a multi-articular tracing task over five sessions, Ingram and colleagues (2019) showed that MI-based practice facilitated improvements in performance that while smaller in magnitude relative to PP, were greater than that observed for PP without visual feedback (Ingram et al., 2019). The authors hypothesized that MI-based learning does not depend on sensory feedback and instead occurs through an alternative mechanism (such as an alternate forward model process, as described above; Ingram et al., 2019), where feedback is simulated. Coupling the present neuroimaging results with the oft-observed finding of performance improvements that are inferior in comparison to PP (including the present work), we suggest expertise of a complex motor skill cannot be achieved through MI-based practice alone, or at the very least, the process is slowed. Specifically, robust improvements in performance are not realized because MI is missing the richness of the sensory feedback (that results from overt execution) such that insufficient updates to the motor program are made within each bout of practice. It may well be that a proportionately larger amount of MI-based training would
result in performance improvements and coincident changes in brain activation patterns akin to those driven by PP, although this is as yet an unexplored area of research.

The second explanation for our findings relates to the type of information that is encoded between the two modalities. A growing body of evidence suggests that MI differs from PP in that only global vs. specific aspects of the movement are encoded as a result of MI-based training (Annett, 1995; Frank et al., 2014; Ingram et al., 2016; Kraeutner et al., 2016a, 2017; Frank and Schack, 2017). Specifically, MI is theorized to facilitate effector independent (i.e., global or abstract features) vs. dependent encoding (movement parameters specific to an effector) (Mizuguchi et al., 2014; Ingram et al., 2016; Kraeutner et al., 2016a, 2017; Land et al., 2016). In line with this argument, we observed greater activation in the contralateral primary motor cortex, critical for effector dependent encoding and mapping the motor program to the specific effector, in the PP vs. MI group post-training, which may reflect a lack of effector dependent encoding occurring via MI-based practice. In line with this thinking, work employing inhibitory brain stimulation has demonstrated the critical role of posterior parietal regions, implicated in effector independent encoding, in MI (Lebon et al., 2012; Evans et al., 2016; Kraeutner et al., 2016a, 2019). In contrast, inhibition of the primary motor cortices did not affect MI-based learning of a sequence task (Kraeutner et al., 2017), and activation of the primary motor cortex during MI is inconsistent in the literature (Hétu et al., 2013; Hardwick et al., 2018). Further, consistency, preparation time, and angular velocity – our primary changes in performance associated with MI-based training – are global aspects of a movement that may improve with effector independent encoding, regardless of effector dependent encoding. Additionally, previous research suggests the SMA is the neural substrate implicated in transforming desired kinematics to be used in the task to the set of forces exerted by the
effectors (termed the ‘kinematics-to-dynamics transformation’; Li et al., 2001; Padoa-Schioppa et al., 2002, 2004). Due to the covert nature of MI (i.e., the movement is not actually performed), the dynamics of the movement are likely not being encoded. Accordingly, the lack of SMA activation observed in the MI group post-training relative to PP likely indicates that no kinematics-to-dynamics transformations were occurring in the MI group. It follows then that perhaps MI was only able to drive changes in these performance outcomes because of their global nature. How the mechanistic differences underlying MI- vs. PP-based training impacts behavioural outcomes achieved at different stages of learning represents an important avenue for future research.

3.3.2 Expertise and MI-related brain activation

Our findings also extend prior work examining how expertise modulates MI-based brain activation. As previously mentioned, evidence generated primarily from cross-sectional studies has shown that MI-based brain activation associated with novice vs. expert performance is more diffuse, resulting in the additional recruitment of bilateral regions (Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014; Kraeutner et al., 2018). However, these studies do not control for the modality in which the expertise was achieved, nor do they permit the amount of training (across the experts) to be controlled for. Here, while none of our participants achieved an expert level of proficiency with the dart throwing task, we showed that improvements in performance after a controlled amount of training, regardless of modality, were negatively correlated with activation encompassing bilateral posterior parietal regions and visual regions (localized to lingual gyri and calcarine sulci). This finding is in alignment with prior work: additional recruitment of bilateral posterior parietal regions is shown to associated with novice performance, when experts performed imagery a novel task vs. their sport-specific skill (Kraeutner et al., 2018), and experts vs.
novices performed imagery of their sport specific skill (Milton et al., 2007), and novices demonstrated greater activation in parietal and visual areas relative to experts during MI of a high jump (Olsson et al., 2008; Olsson and Nyberg, 2010). As posterior parietal regions are critical to movement planning and visuospatial processing necessary for skilled movement (Rizzolatti et al., 1998; Rizzolatti and Matelli, 2003; Binkofski and Buxbaum, 2013; Rizzolatti et al., 2014) it follows that these regions are heavily relied on during novice performance.

Specifically, in order to first generate an initial motor representation of the skill to be learned, there is a greater reliance on posterior parietal areas that become less involved as learning occurs and the motor program is refined (Olsson et al., 2008b; Olsson and Nyberg, 2010; Dayan and Cohen, 2011). Coinciding with the reliance of posterior parietal areas critical to generating and establishing the motor representation, as suggested by Olsson et al. (2008a), novices likely create a ‘new’ image of the skill as there is no existing motor representation to access or rely on. Thus, at the outset of training, novices more heavily recruit visual areas vs. motoric pathways. Indeed, recruitment of visual areas during MI is typically linked to visual but not kinaesthetic imagery (Solodkin, 2004; Hétu et al., 2013). Here, the absence of changes in brain activation from pre- to post-training in the MI group may therefore reflect that these participants were still relying on a visual image at the post-training scan, while the observed differences in brain activation pre/post in the PP group may reflect the ability to rely on the now-established motor representation after training in this modality. Of note, that we did not observe statistically significant changes in SMA and cerebellar regions in our within-group analyses is likely due in part to our participants performing MI in the scanner (i.e., in that no kinematics-to-dynamics transformation is occurring as no motor command is being output to the effectors), or that these increases
may only occur after longer term practice, as shown in Bar and De Souza (2016). In light of the current findings, an individual who performs MI of a skill they are naïve to likely relies on a visual image (or a visual imagery strategy) until enough learning has occurred to activate motor pathways and properly perform kinaesthetic imagery.

### 3.4.3 MI training

A question arising from general investigations of MI is the notion that MI is a skill in and of itself. One may therefore postulate that by engaging in MI-based training of the dart throwing task, the individual’s ability to perform MI and thus recruit neural substrates within the motor network during MI is increasing. Under this assumption, the associated changes of brain activation observed in the current study and prior work may reflect improvements in MI ability. In this context, stemming from prior work demonstrating that brain activation patterns of MI and PP of the same task converge following a bout of MI-based training (Lacourse et al., 2005), and that increasingly lateralized activity is associated with MI of a task with the provision of real-time neurofeedback during MI-based training (i.e., in that the individual is given feedback about the quality of their imagery performance vs. task-related feedback; Boe et al., 2014), we would expect that the MI group would thus show an increasingly focal pattern of brain activity. Contrary to this prediction, that we did not observe within-group changes in the MI group, taken in conjunction with the between-group comparisons resulting in differences localized to regions within the motor network, suggests that any differences in brain activation were indeed associated with task specific changes as opposed to changes in the ‘task’ of doing MI. However, future work is required to examine the longitudinal effect of generalized MI training (i.e., such as via layered stimulus response training, to develop different imagery processes, as suggested in (Cumming and Eaves, 2018; Eaves et al., 2018) on resultant MI-based brain activity.
3.4.4 Limitations

As prior work employing sequence tasks has demonstrated changes in brain activity driven by MI-based training, it is important to consider why we did not observe robust changes in MI-related brain activation following five days of MI-based training. As indicated by Dayan and Cohen (2011), the stages of learning depend on the nature of the task. In particular, the fast stage of learning of a sequence task may persist for a number of minutes (Dayan and Cohen 2011), resulting in a robust change in brain activation after multiple sessions that indicate a shift to the slow stage of learning (Jackson et al., 2003; Zhang et al., 2011). In contrast, we employed a multi-articular complex motor skill whereby the fast stage of learning may persist for a number of months (Dayan and Cohen 2011). Here, participants were likely still in the early stages of learning at the post-training scan (evidenced by imperfect accuracy and consistency at the post-test, regardless of improvements in performance in either group). In the MI group however, the associated lack of changes in brain activation driven by five days of training via MI are supported with the minimal differences observed across our performance outcome measures – robust learning did not occur in the MI group. Alternatively, methodological limitations associated with fMRI should also be taken into consideration. While BOLD is (indirectly) reflective of an increased use of neural substrates, fMRI is limited by its low temporal resolution and the ability to measure direct electrophysiological activity (Sutton et al., 2009). Thus, while neuronal activity is upregulated during repeated MI-based practice, resulting in lasting changes in the activation pattern during MI of that task (Jackson et al., 2003; Zhang et al., 2011), evidence from direct electrophysiological measures has shown that the extent to which neuronal upregulation occurs is less than that of PP and these changes may therefore go undetected by fMRI. In particular, studies employing magnetoencephalography and
electroencephalography to compare MI- and PP-based brain activation on a millisecond-by-millisecond basis of the same task have shown that the magnitude of activity driven by MI is reduced relative to PP in regions associated with skilled motor practice, and sustained for a shorter duration (Burianová et al., 2013; Kraeutner et al., 2014; Duann and Chiou, 2016). Consequently, while upregulation of neuronal activation may occur as learning is facilitated via MI, the change in activation may be too minimal or not sustained long enough to be observed via fMRI (Pfurtscheller and Neuper, 1997; Kraeutner et al., 2014).

3.4.5 Conclusion

Here, we showed that relative to PP, MI-based training did not drive robust changes in brain activation and was inferior for realizing improvements in performance: greater activation in regions critical to refining the motor program were observed in the PP vs. MI group post-training, and MI led to smaller improvements in performance relative to PP. Together, extending prior work related to the mechanisms underlying learning via MI-based practice, our findings indicate that 1) refinement of the motor program is less robust in MI owing to a difference in the mechanism underlying learning, and 2) different information is encoded in MI relative to PP. Ultimately, the current study provides unique knowledge regarding how the modality of practice (i.e., MI vs. PP) used to learn a complex motor skill manifests in resultant patterns of brain activity, as well as differences in performance.
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Chapter 4 : NEURAL AND BEHAVIOURAL EVIDENCE FOR MOTOR IMAGERY AS SCAFFOLDING FOR SKILL ACQUISITION

4.0 ABSTRACT

While considered analogous to physical practice (PP), the nature of motor imagery-based skill acquisition is not well understood. Whether or not motor imagery (MI) can facilitate both alterations to motor representations, and mapping of these representations to specific effectors has not been probed. Here, we examined the nature of skill acquisition via motor imagery by examining the effect of motor imagery-based training applied either prior to, or after physical practice-based training. Participants ($N = 38$) engaged in ten days of training of a dart throwing task, involving either five days of MI prior to PP (MI-PP), or MI following PP (PP-MI), or only PP (PP-only). Performance-related outcomes were assessed throughout. Brain activity (functional magnetic resonance imaging; fMRI) was also obtained at three time points (pre/mid/post-training) for the MI-PP and PP-MI groups. Behavioural results are two-fold: MI-based practice led to robust changes in global vs. specific aspects of the movement, but only when applied in the first half of training. Further, overall (after day ten), performance was greater when MI preceded PP, yet applying imagery remained inferior to changes driven solely via PP. Between-group analyses of fMRI data at mid-training revealed greater activation for the PP-MI group (PP-MI > MI-PP), localized to regions that support effector dependent encoding, yet no between-group differences in brain activation were observed post-training. Findings indicate that MI drives changes in global aspects of a movement, reflecting effector independent encoding central
to early stages of skill acquisition. Ultimately, this work provides new information related to the mechanism of how skill acquisition occurs via MI.

4.1 INTRODUCTION

A glaring difference between motor imagery (MI) and physical practice (PP) is the absence of feedback about task performance given the lack of overt execution in MI. Notwithstanding this difference, MI has long been considered analogous to PP, sharing neural representations to simulate movement without overt execution (Jeannerod, 2001; Moran et al., 2012; Wakefield et al., 2013). These shared neural representations, or ‘functional equivalence’, are thought to provide the basis for its effectiveness in driving skill acquisition in the absence of over movement (Jeannerod, 2001; Moran et al., 2012; Wakefield et al., 2013). Contesting this long-standing assumption, recent work has theorized that MI facilitates skill acquisition differently than PP: only global or abstract encoding is driven as opposed to effector specific encoding, leading to less robust alterations to the motor program and in turn marginal improvements in performance (Frank and Schack, 2017; Ingram et al., 2019; Ingram et al., 2016; Kraeutner et al., 2017; Land et al., 2016). In the context of Fitts and Posner’s framework (1967), in which skill acquisition occurs over the cognitive, associative, and autonomous stages, the notion that MI drives global or abstract encoding suggests that motor imagery lends itself to facilitating the cognitive stage of skill acquisition. Thus, it may be most useful in creating scaffolding during the early stages of learning for which improvements in performance can then be more readily facilitated through physical practice in the later stages. Yet, our knowledge of the nature of MI-based skill acquisition remains severely incomplete, and this notion has not been probed in the motor imagery literature.
Proficiency on a given motor task is achieved through both effector independent (i.e., encoding of abstract or global movement features, related to integrating perceptual information to movement goals that is not specific to an effector group) and dependent (i.e., mapping the movement goals and specific movement parameters to the effector to be used in the task) encoding (Bapi et al., 2000; Cohen et al., 1990; Grafton et al., 1998; MacKay, 1982). Yet, owing to the covert nature of MI, whether or not the motor program is mapped to a specific effector is unknown. Converging evidence suggests that the motor program is not mapped to a specific effector in MI; rather, that MI facilitates effector independent encoding (Land et al., 2016; Ingram et al., 2016; Kraeutner et al., 2017; Kraeutner, Keeler, et al., 2016; Lohse et al., 2010a; Mizuguchi et al., 2014), and that skill proficiency cannot be facilitated through MI alone. Behaviourally, work employing transfer tasks show that MI-based training leads to similar improvements in performance in both trained and untrained effectors (Land et al., 2016), and greater perceptual encoding is facilitated through MI-based training (Ingram et al., 2016). Further, the absence of effector dependent encoding achieved through MI is supported as inhibition to primary motor cortex, a brain region that supports this form of encoding, does not impact MI-based learning (Kraeutner et al., 2017) and activation localized to this region is inconsistently reported in the MI neuroimaging literature (Grèzes and Decety, 2001; Hardwick et al., 2018; Hétu et al., 2013).

Although mounting evidence suggests that MI relies on effector independent encoding, probing the nature of MI-based skill acquisition through the manipulation of practice modality has not been done. That MI encodes effector independent representations suggests it is most effective in the early stages of learning as scaffolding for which effector
dependent encoding can be more readily facilitated through PP for greater improvements in performance. In contrast however, this scaffolding or development of the effector independent representation of the skill would be rendered ineffective later in the stages of learning once alterations to the motor program have occurred. Here, we designed an experiment to test the theory that MI facilitates effector independent encoding, yet that skill proficiency cannot be facilitated through MI alone. We employed a crossover design whereby participants trained on a complex motor skill, dart throwing, via PP followed by MI (PP-MI), or via MI followed by PP (MI-PP). We hypothesized that, given an equal dose of MI and PP, the greatest gains in task performance should be observed when PP-based training is preceded by MI-based training. We argue that, based on the above theoretical framework, improvements in performance that result from five days of PP would not be equivalent between groups, and would instead depend on when MI was applied in the training timeline.

To address our prediction, we assessed training-related changes in performance through physical testing sessions in a pre/post design for each practice modality (Fig. 4.1). Performance was measured in terms of in task-related outcomes, including spatial accuracy, consistency, and trial-by-trial corrections, and kinematics (i.e., joint angles and timing parameters). Brain activity during MI of the trained task was also examined, with participants undergoing functional magnetic resonance imaging (fMRI) at three time points (pre/mid/post training). Between- and within-group analyses were performed to characterise functional brain changes during MI of the task as a function of training modality and order over the course of training. A third group of participants did not undergo fMRI but engaged in ten days of PP-based training, which allowed us to anchor our findings to the ‘gold standard’ of practice.
4.2 METHODS

4.2.1 Participants

Thirty-eight participants (right handed, as determined by a score of ≥40 on the Edinburgh Handedness Inventory [Oldfield, 1971]) were recruited from the local and university community. The Nova Scotia Health Authority research ethics board approved the study. All participants were healthy, reported normal hearing, were free of neurological disorders, had no contraindications to MRI, and each provided written informed consent. All participants underwent 10 total practice sessions of a dart-throwing task, according to group assignment: motor imagery prior to PP (“MI-PP”, motor imagery following PP (“PP-MI”), or PP for all sessions (“PP-only”). As this experiment is an extension of work reported in Chapter 3, participants in the MI-PP and PP-MI groups stemmed from the “MI” and “PP” groups in the study reported in Chapter 3, respectively.

4.2.2 Experimental Design

Training and testing sessions followed procedures as described in Chapter 3 (Fig. 4.1). Briefly, each training session lasted ~20 minutes and involved 15 blocks of dart throws, with six trials (dart throws) per block. Dart throwing was performed in accordance with World Dart Federation regulations (World Darts Federation, 2017), and participants were instructed to aim at the bullseye and to limit their throws to flexion and extension movements at the elbow in the sagittal plane. At the outset of training, all participants underwent a brief familiarization phase, involving a five minute video that provided exemplar performances, both male and female from both the 3rd and first person perspective. Participants performed darts throws using nickel/brass tipped darts that weighed 22g (PP sessions), or imagined performing throws cued by an auditory script delivered via noise-cancelling headphones (MI sessions). At the outset of each MI session,
participants were first oriented to and instructed to perform kinaesthetic MI (i.e., 1st person perspective with an emphasis on the polysensory aspect of the task; (Schuster et al., 2011; Stinear et al., 2006). Physical test blocks comprised 18 total dart throws, performed in three blocks of six throws, lasting ~15 min, embedded at four points throughout training on days 1, 5, 6, and 10; Fig. 4.1 (similar to parameters employed in Lohse et al., 2010b; Tyč and Boyadjian, 2011; Querfurth et al., 2016; Fig. 4.1). The final location of each dart was digitized (Polhemus Fastrak, Colchester, VT) and video data were recorded to capture participant kinematics in the sagittal plane (Canon Powershot SX280 HS mounted perpendicular to the throwing line; Canon Canada, Inc.), and stored for offline analysis. Training sessions within either half of the study (days 1-5 or days 6-10) were required to be scheduled within ten days (i.e., averaging no more than 2 days apart) and the ‘break’ between testing sessions on day 5 and day 6, for which participants in the MI-PP and PP-MI groups underwent an fMRI session, was required to be no more than three days apart.
Figure 4.1 Timeline of the experimental design. Participants engaged in ten training sessions of a dart throwing task, via motor imagery prior to physical practice, motor imagery following physical practice, or physical practice only, based on group assignment. Participants completed four physical testing sessions in a pre/post design for each half of the study. Participants in the MI-PP and PP-MI groups also underwent three fMRI sessions (pre/mid/post-training) to capture changes in MI-related brain activation of the dart throwing task.

Structural and functional MRI data were acquired on a 3 Tesla GE MRI (GE Medical Systems, Waukesha, WI, with a 32 channel RF Head Coil). A 3D T1-weighted anatomical image was acquired using a IR-prepped fast spoiled gradient recalled echo (IR-FSPGR) sequence (inversion time (TI) = 450 ms, repetition time (TR) = 4.0ms, echo time (TE) = 1.33ms, flip angle = 9°, field of view (FOV) 25.6 cm, 256 × 256, 184 sagittal slices at 1 mm thickness, auto-calibrating reconstruction for cartesian imaging (ARC) phase acceleration = 1, ARC slice acceleration = 1). A T2-weighted anatomical image was acquired using a 3D CUBE sequence (inversion time (TI) = 400 ms, TR = 4200ms, TE = 101 ms, 140 Echo Train Length, 25.6cm FOV, 256 × 256, 184 sagittal slices at 1 mm thickness, ARC phase acceleration = 1.5, ARC slice acceleration = 1). Functional MRI data were acquired using a 2D multi-band echo-planar image (EPI) sequence (TR = 950ms, TE = 30 ms, flip angle = 60°, 21.6 cm FOV, 72 × 72, 3 mm thick slices, 224 volumes, MUX acceleration factor 3 slice direction, ARC acceleration factor 2 in-
plane; Stanford Center for Cognitive and Neurobiological Imaging, http://cni.stanford.edu). Additional EPI reference scans with matching parameters except phase-encode blip direction reversal were acquired to facilitate field distortion correction (Andersson et al., 2003; Smith et al., 2004).

The fMRI experiment included four runs, each consisting of two MI blocks (28.5 sec) with alternating rest blocks (19 sec; eyes open). Each run began and ended with a rest block. The start of each MI block was cued visually. Participants were asked to visualize throwing six darts (equivalent to one training block) using kinaesthetic imagery with their eyes closed. Participants were cued to the completion of the imagery block via an auditory tone. Manipulation checks were administered after each run inquiring about the participants’ level of engagement and the quality of imagery on a scale of 1 (not engaged; poor quality) to 5 (extremely engaged; excellent quality). Stimuli were presented using Presentation software (Neurobehavioral Systems, Inc. Berkley, CA) synchronized to MRI data acquisition, on a mylar screen positioned across the scanner bore via an LCD projector. Participants viewed the stimuli via an angled mirror. Prior to the fMRI experiment, participants completed a self-report MI questionnaire (Motor Imagery Questionnaire-Revised Second Version; MIQ-RS; Gregg et al., 2005, 2010; Butler et al., 2012) to ensure there were no pre-existing group differences in imagery, and engaged in a familiarization period whereby participants were oriented to the task and type of MI (first person, kinaesthetic) whereby they listened to an auditory script and watched a 30 sec clip of the darts task. Participants in the PP-MI and MI-PP groups underwent fMRI sessions at three time points (pre/mid/post).

4.2.3 Behavioural analysis

All statistical analyses were performed using R (R project for statistical computing)
with an a priori alpha of 0.05 denoting significance. For the participants in the MI-PP and PP-MI groups, separate ANOVAs were conducted to ensure similarity in imagery performance and ability across groups. Specifically, MIQ-RS scores were tabulated across participants for each imagery condition (kinaesthetic and visual) and a 2 (imagery condition) X 2 (group) mixed ANOVA was conducted to assess the between group effects of imagery condition on MIQ-RS score, as previously reported in Chapter 3. Responses for both manipulation checks during the neuroimaging sessions were averaged across participants for each run and scan to ensure similarity in imagery performance across groups. Separate 3 (time point) X 2 (group) mixed ANOVAs were conducted on each outcome measure (engagement, quality) to assess the between group effects on task engagement and imagery quality.

For all performance related outcomes, following prior work, the first throw of each test block was considered a ‘warmup’ and excluded from statistical analyses. (i.e., leaving 15 total throws per test session). Outliers were identified as throws that exceeded three standard deviations above the mean for each participant across sessions and were removed from further analyses. Our task-related outcomes, radial error (RE) was calculated for each throw, and consistency (bivariate variable error; BVE; Hancock et al., 1995; Edwards et al., 2007; Lohse et al., 2010b; Schorer et al., 2012; Sherwood et al., 2014; Querfurth et al., 2016) were derived from the digitized data (with the bullseye considered the point of origin (0,0) and error calculated in the X and Y plane from the point of origin). Notably, as RE does not capture directional information related to performance, we did not provide this information as a form of feedback to our participants (i.e., in addition to the visual feedback of their performance they received after each physical dart throw). Changes related to RE were assessed using a linear mixed effects (LME) model conducted using the LME4
package (Bates et al., 2015) in assessing RE on the darts throwing task as a function of group, time point, and their interaction with participant entered as a random effect. A model including age and sex was shown to significantly improve the base model, measured using Akaike Information Criterion (Akaike, 1974). Thus, we included terms for age and sex in the final model. This same analysis could not be applied to BVE data, as BVE is calculated across throws within a session, thus BVE was determined for each participant at each test session, and separate Kruskal-Wallis rank sum tests were conducted to analyze the between-group effects at each time point (i.e., as data for BVE did not meet the assumptions of ANOVA). Mean RE was also determined for each participant at each test session, and effect sizes were calculated on both mean RE and BVE within each group (i.e., between test sessions) to characterise improvements in performance.

**ACFI.** The autocorrelation lag-1 (ACF1) is a coefficient of the correlation of two values in time series, and was employed to quantify the distance between two consecutive movements resulting in a measure of the correction factor of throws made on a trial-by-trial basis (Nelson-Wong et al., 2009; van Beers, 2009; van Beers et al., 2013). The ACF1 was calculated separately for deviations in the X and Y plane from the point of origin (0,0) using the digitized data, and with the mean correction factor calculated across the two planes. Specifically, \( \text{ACF1} = 0 \) indicates that the relationship between endpoints of two consecutive movements is random; thus, a mean of zero reflects novice performance. Yet, as ACF1 approaches 1, error between endpoints of two consecutive movements decreases (i.e., improvement occurs between throws), thus reflecting skill acquisition. Therefore, learning is indicated as the ACF1 approaches 1. Formally, the ACF1 in the X and Y planes are defined as follows:
\[ ACF_{x1} = \frac{E\{x(n)x(n + 1)\}}{E\{x(n)x(n)\}} \]

\[ ACF_{y1} = \frac{E\{y(n)y(n + 1)\}}{E\{y(n)y(n)\}} \]

The ACF1 analysis was applied using customized functions in MATLAB (Mathworks, Inc). The full proof of the ACF1 calculation is available as Supplementary Materials (see Appendix B).

Following prior work, initial kinematic variables of interest included shoulder angle, elbow angle, release and preparation time (Lohse et al., 2010; Sherwood et al., 2014), and were derived from video data, analyzed using Dartfish Pro motion analysis software (Dartfish HQ, Fribourg, Switzerland). Joint angles were assessed at two points of the dart throw (i.e., during ‘take back’ or maximum flexion of the elbow, and during the ‘release point’ or the point at which the dart left the participant’s hand), by placing anatomical markers placed on the acromion process, olecranon, and highest point of the iliac crest in line with the coronal plane of the body (for shoulder angle) or styloid process of the throwing arm (for elbow angle). Release time was defined as the time between maximum elbow flexion to the point of release. Preparation time was defined as the time between the point of release to maximum flexion of the subsequent throw. Yet, as little is known about the best kinematics to predict performance on a darts throwing task amongst non-experts, we conducted an exploratory analysis to identify which variables best predicted performance. In particular, a linear mixed model was conducted using the LME4 package (Bates et al., 2015) assessing MRE on the darts throwing task as a function of the aforementioned kinematic outcomes (shoulder and elbow angles at maximum flexion and
release, preparation and release time) entered as fixed effects, and participant entered as a random effect (Table 4.4). Shoulder and elbow angles at release in conjunction with shoulder angle at take back were determined to predict accuracy of the darts throw (Table 4.4). Next, we computed a ‘global kinematic variability’ score, equally weighted across these three variables (using SD calculated across trials per test session) for each participant; Lohse et al., 2010), for group-level analyses. We also calculated angular velocity, defined as the elbow angle at maximum flexion subtracted from the point of release and divided by the throwing time, to assess changes in average angular velocity as a function of training at the group-level (Lohse et al., 2010). Separate 3 (group) X 4 (time point) mixed ANOVAs were conducted on global kinematic variability and angular velocity to assess the between-group effects of training, and effect sizes were calculated to characterise training-related improvements in performance for both halves of training, as well as overall (i.e, between day 1 and 5, day 6 and 10, and day 1 and 10, respectively).

4.2.4 fMRI preprocessing and analysis

All f/MRI data was processed using the Oxford Centre for Functional MRI of the Brain’s (FMRIB) software library (FSL v.5.0.10; FMRIB Oxford, www.fmrib.ox.ac.uk/fsl) and fMRI Expert Analysis Tool (FEAT) version 5.0.10 [Smith et al., 2004; part of FSL]. Anatomical data (T1 and T2 scans) was preprocessed using FLIRT and FNIRT to perform registration-based skull-stripping to template brain MNI152_T1_1mm. Functional data was preprocessed (including motion correction with MCFLIRT (Jenkinson et al., 2002), field inhomogeneity-induced distortion correction with reverse-phase encoded blips using TOPUP (Andersson et al., 2003), brain extraction using BET (Smith et al., 2002), spatial smoothing using a Gaussian kernel (FWHM 5mm), and high-pass temporal filtering at 0.01 Hz to remove low-frequency noise) and images were
then rigid-body spatially co-registered (using 6DOF) to the processed anatomical image using FLIRT. Further, images were then combined with the non-linear registration to MNI152_1mm with a voxel size of 3mm for group comparison of individual fMRI results.

Individual statistical activation maps were calculated within each run using a general linear model (GLM) with FEAT, with motion outliers included as confounds, determined from a contrast of imagery (darts) vs. rest computed for each run (first-level analysis). A second-level analysis combined all runs in a fixed effects model to produce contrast of parameter estimate (COPE) maps for each individual and time point (pre/mid/post). High-level group analyses were carried out using FLAME (FMRIB’s Local Analysis of Mixed Effects) model with FEAT using the averages of the lower-level COPE maps, to assess the impact of training modality on resultant patterns of MI-related brain activity. Specifically, between-group comparisons were conducted at each time point (i.e., pre/mid/post-training). Consistency (BVE) was added as a covariate for the comparisons at the mid- and post-training scan. Within-group comparisons for the first and second half of training (i.e., pre- vs. mid-training scan; and mid- vs. post-training scan) were conducted for each group. Of note, between- and within-group comparisons for the pre and mid-training scan are previously reported in Chapter 3. All analyses used a corrected cluster threshold of $Z > 2.0$ and significance threshold of $p < .05$, corrected for family-wise error.

4.3 RESULTS

Three participants were excluded from the study (one from the MI-PP group because they dropped out during day 1; one from the PP-MI group for excess head motion during scanning), leaving 36 participants (MI-PP group: $n = 11$, 7 female; aged $24.5 \pm 4.2$ years; PP-MI group: $n = 11$, 8 female; aged $24.6 \pm 4.7$ years; PP-only group $n = 14$, 12 female; aged $23.2 \pm 3.0$ years). One participant from the PP-MI group only engaged in two of the
three blocks during each testing session and had a four day break between day 5 and day 6 testing sessions due to technical issues related to the fMRI scanner. One additional participant from the PP-MI group had an incomplete data set in that the end location of each dart throw was not recorded for day 1, due to experimental error. No pre-existing group differences in motor imagery ability, were observed as determined via scores tabulated from the MIQ-RS (Gregg et al., 2005; Gregg et al., 2010), in that no effects of group ($F_{1,20} = 3.34, p = 0.08$), imagery condition ($F_{1,20} = 0.33, p = 0.57$), or interaction between group and imagery condition ($F_{1,20} = 0.33, p = 0.57$) were observed (Table 4.1). Further, no differences in task performance was observed throughout the experiment as determined via manipulation checks of imagery engagement [$F_{\text{group}(1,20)} = 0.44, p = 0.52$; $F_{\text{time point}(2,40)} = 0.39, p = 0.68$; $F_{\text{interaction}(2,40)} = 1.15, p = 0.33$] and imagery quality [$F_{\text{group}(1,20)} = 2.25, p = 0.15$; $F_{\text{time point}(2,40)} = 3.93, p = 0.32$; $F_{\text{interaction}(2,40)} = 3.93, p = 0.47$] conducted throughout the neuroimaging sessions (see Table 4.1).
Table 4.1
MIQ-RS scores and data from imagery manipulation checks conducted during neuroimaging sessions (mean and SD for each group). Data for the first half of the study is previously reported in Chapter 3.

<table>
<thead>
<tr>
<th>MIQ-RS score</th>
<th>Group</th>
<th>MI-PP</th>
<th>PP-MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinaesthetic (/49)</td>
<td>MI-PP</td>
<td>35.6 (12.0)</td>
<td>38.7 (8.1)</td>
</tr>
<tr>
<td>Visual (/49)</td>
<td>PP-MI</td>
<td>38.7 (8.3)</td>
<td>39.9 (7.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time point</th>
<th>Group</th>
<th>MI-PP</th>
<th>PP-MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI engagement (/5)</td>
<td>Pre-training</td>
<td>4.3 (0.7)</td>
<td>4.3 (0.5)</td>
</tr>
<tr>
<td></td>
<td>Mid-training</td>
<td>4.3 (0.7)</td>
<td>4.1 (0.6)</td>
</tr>
<tr>
<td></td>
<td>Post-training</td>
<td>4.4 (0.7)</td>
<td>4.1 (0.7)</td>
</tr>
<tr>
<td>MI quality (/5)</td>
<td>Pre-training</td>
<td>4.2 (0.7)</td>
<td>4.0 (0.7)</td>
</tr>
<tr>
<td></td>
<td>Mid-training</td>
<td>4.3 (0.6)</td>
<td>3.9 (0.6)</td>
</tr>
<tr>
<td></td>
<td>Post-training</td>
<td>4.4 (0.5)</td>
<td>4.0 (0.5)</td>
</tr>
</tbody>
</table>
Using standard analysis procedures for dart-throwing tasks, performance change was measured in terms of accuracy (RE) and consistency (BVE; see Table 4.2 for group means; Edwards et al., 2007; Hancock et al., 1995; Lohse et al., 2010b; Querfurth et al., 2016; Schorer et al., 2012; Sherwood et al., 2014). Table 4.3 shows results from linear mixed effects analysis conducted to assess RE as a function of group, time point, the interaction between group and time point, and participant entered as a random factor. Terms for age and sex were also included in the model (Table 4.3). Interactions between group and time point were significant (see Table 4.3) at days 5 and 6, but not at day 10, indicating that a bout of PP led to greater improvements in RE relative to an equivalent bout of MI, yet all groups reached a similar level of expertise after training. Change in RE within each group (i.e., between test sessions) was further characterized via effect sizes, with a large improvement in RE overall (day 10 minus day 1) observed for the PP-only and MI-PP groups, and a moderate improvement observed for the PP-MI group, indicating that MI was more effective when applied prior to PP (Table 4.2). Non-parametric analysis (see Methods) of BVE at each time point showed between-group differences at day 6 (i.e., retention; $H = 10.63, p = 0.005$) and trending at day 5 (i.e., acquisition; $H = 5.79, p = 0.055$). No differences were observed at day 1 (i.e., pre-training; $H = 0.90, p = 0.64$) or at day 10 (i.e., overall; $H = 0.66, p = 0.72$). As with RE, effect sizes calculated within each group (i.e., between test sessions) revealed a large improvement in BVE overall (i.e., day 1 vs. 10) for the PP-only and MI-PP group, and a moderate improvement for the PP-MI group (Table 4.2).

To add resolution to our performance analysis, we applied an ACF1 calculation to determine the correction factor between throws on a trial-by-trial basis (van Beers et al., 2013; van Beers, 2009; see Fig. 4.2 for a visualization). Specifically, through assessing the
time point at which one gains the ability to correct between throws trial-trial would allow us to probe the onset of effector dependent encoding through an established forward model process. Interestingly, while a main effect of group on ACF1 was observed ($F_{2,131} = 3.21$, $p = 0.04$), no effect or time point, nor interaction between group and time point was observed ($F_{3,131} = 0.56$, $p = 0.65$; $F_{6,131} = 0.82$, $p = 0.56$, respectively). Yet, effect sizes calculated to characterise ACF1 changes driven via training separately for each group (see Table 4.2) revealed that meaningful changes in ACF1 were only observed in the second half of training regardless of order of modality (as evidenced via moderate effect sizes in the second half of training – day 6 vs. day 10 – in the MI-PP group and PP-MI groups). Overall (day 1 vs. day 10) however, the PP-only group demonstrated the greatest improvement in their ability to correct between throws on a trial-by-trial basis (evidenced via a large effect size; Table 4.3).
Figure 4.2 Visualization of trial-by-trial corrections. The average deviation from the bullseye in the X and Y plane are shown across throws for each testing session. As shown via autocorrelation lag-1 (ACF1) calculations and effect sizes within groups (Table 4.2), robust changes in ACF1 were observed in the second half of training (i.e., days 6 and 10).

Training-related changes in kinematics were assessed using motion capture analysis during the test sessions: ‘global kinematic variability’ (see Table 4.4) comprised shoulder angles at both the ‘take back’ and the point of release for each dart throw, as well as elbow angle at release; and angular velocity, defined as the change in elbow angle over throwing time. Only a significant main effect of time point was observed \[F(3,96) = 11.31, \ p < 0.001\], indicating that global kinematic variability decreased with training. No main effect of group nor interaction between group and time point was observed \[F(2,32) = 0.65, \ p = 0.53; \ F(3,96) = 1.54, \ p = 0.20\], correcting using Greenhouse-Geisser estimates of
sphericity. Effect sizes calculated to characterise the change in kinematic outcomes across sessions show that global kinematic variability decreased via MI, regardless of when it was applied in training (Table 4.2). The changes driven via MI applied in training remained inferior to changes driven by PP-based training, as evidenced by a large effect size overall (day 1 vs. day 10) for the PP-group relative to moderate effect sizes observed in the PP-MI and MI-PP groups (Table 4.2). A similar trend was observed for angular velocity: we observed a significant main effect of time point \[ F(3,96) = 5.56, \ p = 0.003, \] yet no main effect of group \[ F(2,32) = 0.15, \ p = 0.86 \] nor significant interaction between group and time point \[ F(6,96) = 1.23, \ p = 0.30 \], corrected using Greenhouse-Geisser estimates of sphericity. Thus, angular velocity increased after training regardless of modality. Effect sizes showed that angular velocity also increased primarily in the early stages of training (Table 4.2).
Table 4.2

Behavioural data (mean and SD) for task-related performance outcomes (mean radial error; MRE, and bivariate variable error; BVE), and autocorrelation lag-1 (ACF1) calculation. Effect sizes conducted to characterise changes in performance (day 1 minus day 5; day 6 minus day 10; and day 1 minus day 10) are included. Improvements in performance are noted by negative effect sizes reflecting a decrease in error (MRE and BVE) and global kinematic variability, and positive effect sizes reflecting an increase in trial-by-trial correction factor (ACF) and angular velocity.

<table>
<thead>
<tr>
<th>Test session</th>
<th>Day 1</th>
<th>Day 5</th>
<th>d (1 vs. 5)</th>
<th>Day 6</th>
<th>Day 10</th>
<th>d (6 vs. 10)</th>
<th>d (1 vs. 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean Radial Error (cm)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP</td>
<td>8.70 (3.89)</td>
<td>8.93 (5.08)</td>
<td>0.05</td>
<td>8.37 (5.41)</td>
<td>6.23 (2.57)</td>
<td>-0.51</td>
<td>-0.75</td>
</tr>
<tr>
<td>PP-MI</td>
<td>8.04 (4.05)</td>
<td>5.96 (1.41)</td>
<td>-0.69</td>
<td>5.75 (1.27)</td>
<td>6.68 (1.74)</td>
<td>0.61</td>
<td>-0.44</td>
</tr>
<tr>
<td>PP-only</td>
<td>9.64 (2.91)</td>
<td>6.42 (1.36)</td>
<td>-1.42</td>
<td>8.04 (1.61)</td>
<td>6.54 (1.56)</td>
<td>-1.18</td>
<td>-1.33</td>
</tr>
<tr>
<td><strong>Bivariate Variable Error (cm)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP</td>
<td>9.69 (4.72)</td>
<td>8.58 (3.84)</td>
<td>-0.26</td>
<td>8.30 (3.33)</td>
<td>6.55 (2.82)</td>
<td>-0.57</td>
<td>-0.81</td>
</tr>
<tr>
<td>PP-MI</td>
<td>9.19 (4.92)</td>
<td>5.72 (1.24)</td>
<td>-0.97</td>
<td>5.97 (1.15)</td>
<td>6.91 (2.35)</td>
<td>0.51</td>
<td>-0.59</td>
</tr>
<tr>
<td>PP-only</td>
<td>10.08 (3.98)</td>
<td>6.55 (1.40)</td>
<td>-1.18</td>
<td>9.22 (2.94)</td>
<td>6.77 (1.61)</td>
<td>-1.04</td>
<td>-1.09</td>
</tr>
<tr>
<td><strong>ACF1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP</td>
<td>0.19 (0.07)</td>
<td>0.14 (0.10)</td>
<td>-0.56</td>
<td>0.10 (0.08)</td>
<td>0.14 (0.10)</td>
<td>0.41</td>
<td>-0.56</td>
</tr>
<tr>
<td>PP-MI</td>
<td>0.15 (0.13)</td>
<td>0.14 (0.12)</td>
<td>-0.07</td>
<td>0.14 (0.11)</td>
<td>0.18 (0.10)</td>
<td>0.39</td>
<td>0.28</td>
</tr>
<tr>
<td>PP-only</td>
<td>0.16 (0.12)</td>
<td>0.19 (0.17)</td>
<td>0.16</td>
<td>0.22 (0.17)</td>
<td>0.24 (0.15)</td>
<td>0.14</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Global Kinematic Variability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP</td>
<td>4.43 (2.1)</td>
<td>3.32 (1.3)</td>
<td>-0.52</td>
<td>4.43 (3.0)</td>
<td>3.19 (1.8)</td>
<td>-0.58</td>
<td>-0.58</td>
</tr>
<tr>
<td>PP-MI</td>
<td>5.21 (2.3)</td>
<td>2.77 (2.0)</td>
<td>-1.36</td>
<td>3.23 (1.5)</td>
<td>2.78 (1.2)</td>
<td>-0.26</td>
<td>-1.36</td>
</tr>
<tr>
<td></td>
<td>PP-only</td>
<td>MI-PP</td>
<td>PP-MI</td>
<td>PP-only</td>
<td>MI-PP</td>
<td>PP-MI</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td></td>
</tr>
<tr>
<td>Angular Velocity</td>
<td>4.78 (1.5)</td>
<td>334.5 (95.2)</td>
<td>289.1 (95.7)</td>
<td>4.78 (1.5)</td>
<td>334.5 (95.2)</td>
<td>289.1 (95.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.53 (2.1)</td>
<td>365.6 (115.4)</td>
<td>350.9 (121.9)</td>
<td>3.53 (2.1)</td>
<td>365.6 (115.4)</td>
<td>350.9 (121.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.59</td>
<td>0.30</td>
<td>0.55</td>
<td>-0.59</td>
<td>0.30</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.08 (2.9)</td>
<td>370.7 (111.1)</td>
<td>359.8 (103.8)</td>
<td>5.08 (2.9)</td>
<td>370.7 (111.1)</td>
<td>359.8 (103.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.57 (1.8)</td>
<td>364.2 (93.7)</td>
<td>360.3 (123.7)</td>
<td>3.57 (1.8)</td>
<td>364.2 (93.7)</td>
<td>360.3 (123.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.71</td>
<td>-0.71</td>
<td>-0.71</td>
<td>-0.71</td>
<td>-0.71</td>
<td>-0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.57</td>
<td>-0.57</td>
<td>-0.57</td>
<td>-0.57</td>
<td>-0.57</td>
<td>-0.57</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 4.3

*Linear mixed effects conducted to assess changes related to radial error.*

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Estimates</th>
<th>CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>12.45</td>
<td>7.82 – 17.07</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>PP-MI</td>
<td>-0.37</td>
<td>-2.41 – 1.66</td>
<td>0.720</td>
</tr>
<tr>
<td>PP-only</td>
<td>0.43</td>
<td>-1.52 – 2.38</td>
<td>0.667</td>
</tr>
<tr>
<td>Day 5</td>
<td>0.22</td>
<td>-0.99 – 1.43</td>
<td>0.720</td>
</tr>
<tr>
<td>Day 6</td>
<td>-0.35</td>
<td>-1.56 – 0.86</td>
<td>0.573</td>
</tr>
<tr>
<td>Day 10</td>
<td>-2.49</td>
<td>-3.69 – -1.28</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Male</td>
<td>-2.26</td>
<td>-3.86 – -0.66</td>
<td>0.006</td>
</tr>
<tr>
<td>Age</td>
<td>-0.13</td>
<td>-0.31 – 0.05</td>
<td>0.168</td>
</tr>
<tr>
<td>PP-MI group : Day 5</td>
<td>-2.32</td>
<td>-4.04 – -0.59</td>
<td>0.008</td>
</tr>
<tr>
<td>PP-only group : Day 5</td>
<td>-3.41</td>
<td>-5.04 – -1.79</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>PP-MI group : Day 6</td>
<td>-2.06</td>
<td>-3.79 – -0.34</td>
<td>0.019</td>
</tr>
<tr>
<td>PP-only group : Day 6</td>
<td>-1.23</td>
<td>-2.86 – 0.39</td>
<td>0.137</td>
</tr>
<tr>
<td>PP-MI group : Day 10</td>
<td>1.05</td>
<td>-0.68 – 2.77</td>
<td>0.234</td>
</tr>
<tr>
<td>PP-only group : Day 10</td>
<td>-0.59</td>
<td>-2.21 – 1.04</td>
<td>0.478</td>
</tr>
</tbody>
</table>

**Random Effects**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>30.48</td>
</tr>
<tr>
<td>$\tau_{00}$ participantNum</td>
<td>3.75</td>
</tr>
<tr>
<td>ICC participantNum</td>
<td>0.11</td>
</tr>
<tr>
<td>Observations</td>
<td>2091</td>
</tr>
<tr>
<td>Marginal R² / Conditional R²</td>
<td>0.076 / 0.177</td>
</tr>
</tbody>
</table>
Table 4.4

Linear mixed effects conducted on kinematic outcomes to determine variables linked to radial error on the dart throwing task.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Estimates</th>
<th>CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>7.53</td>
<td>6.67 – 8.38</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Elbow angle at release</td>
<td>0.82</td>
<td>-0.11 – 1.76</td>
<td>0.085†</td>
</tr>
<tr>
<td>Elbow angle at take back</td>
<td>-0.29</td>
<td>-0.83 – 0.25</td>
<td>0.291</td>
</tr>
<tr>
<td>Shoulder angle at release</td>
<td>-0.68</td>
<td>-1.23 – -0.13</td>
<td>0.015†</td>
</tr>
<tr>
<td>Shoulder angle at take back</td>
<td>-0.69</td>
<td>-1.26 – -0.12</td>
<td>0.018†</td>
</tr>
<tr>
<td>Release time</td>
<td>-0.27</td>
<td>-1.10 – 0.57</td>
<td>0.530</td>
</tr>
<tr>
<td>Angular velocity</td>
<td>-0.57</td>
<td>-1.55 – 0.42</td>
<td>0.262</td>
</tr>
</tbody>
</table>

Random Effects

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>31.39</td>
</tr>
<tr>
<td>$\tau_{00 \text{ participant}}$</td>
<td>5.89</td>
</tr>
<tr>
<td>ICC participant</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Observations 1840

Marginal R$^2$ / Conditional R$^2$ 0.034 / 0.187

†Note: Stemming from these results, shoulder angle at both release and take back (statistically significant), as well as elbow angle at release (trending) were included in further analyses of global kinematic variability.
Following standard preprocessing procedures (Jenkinson et al., 2002; Smith et al., 2002; Andersson et al., 2003), between and within-group comparisons were conducted using statistical activation maps across runs for each individual and time point to characterise functional brain changes during MI of the dart throwing task. Table 4.5 reports within-group comparisons (pre vs. mid; mid vs. post), indicating that training-related changes in brain activation that achieved statistical significance were only driven via PP, and only in the early stages of learning. As all groups demonstrated similar improvements in performance over the course of the study, we also conducted a comparison pre/post (i.e., post- > pre-training scan) across all subjects, revealing greater activation localized to regions including bilateral precuneus, fusiform gyri, middle temporal gyri, and occipital regions at the post-training scan (post > pre; Fig 4.3; Table 4.6).

Between-group comparisons, adjusted for BVE, were conducted at each scan to assess the impact of training modality on resultant patterns of MI-related brain activity. At the pre-training scan, greater activation was observed for the MI-PP group, localized to the ipsilateral cerebellum (MI-PP > PP-MI; Table 4.7). At the mid-training scan, greater activation was observed for the PP MI (PP-MI > MI-PP), localized to regions including the SMA, anterior cingulate cortex, cerebellum, contralateral precentral and middle temporal gyri, and ipsilateral superior frontal gyrus. Negative correlations between BVE and MI-related activity were found in regions including bilateral parietal cortices and lingual gyri (Fig 4.4; Table 4.7). At the post-training scan, no differences that reached statistical significance were observed, but negative correlations between BVE and MI-related activity were found in regions including bilateral frontal and occipital regions (Table 4.7). Prior to conducting group-level comparisons, we generated MI vs. rest (i.e., task-positive)
activation maps across all participants at each time point. MI-related activation was demonstrated in a number of regions, including bilateral frontal and temporal, contralateral precentral gyrus, and ipsilateral cerebellar regions (Hétu et al., 2013; Hardwick et al., 2018). These plots are included as Supplementary Materials (Appendix B; Figure 6.2).
Table 4.5

*MNI coordinates of the local maxima resulting from comparisons conducted to assess within-group differences in MI-related brain activation following training of the dart throwing task.*

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>MNI coordinates (mm)</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
</tbody>
</table>

**PP-MI group**

Mid > pre-training

- L Middle temporal gyrus
  -66  -14  -4  4.51

- L Thalamus
  -4   -20  -7  4.38

- L Middle temporal gyrus
  -62  -4   -8  4.34

- L Anterior cingulate
  -14  49  -3  3.54

- L Middle frontal gyrus (orbital)
  -18  57  -16  3.53

- L Medial orbitofrontal cortex
  -10  56  -1  3.36

- R Supramarginal gyrus
  44   -39   22  4.53

- R Supramarginal gyrus
  46   -39   24  4.45

- R Supramarginal gyrus
  49   -39   25  4.43

- R Medial frontal gyrus
  6    38   54  3.65

- R Medial orbitofrontal cortex
  9    59   0   3.51

- R Medial frontal gyrus
  15   49   2   3.46

Pre > mid-training

- - - - -

Post <-> mid-training

- - - - -

**MI-PP group**

Mid <-> pre-training

- - - - -

Post <-> mid-training

- - - - -
Table 4.6

*MNI coordinates of the local maxima of regions activated during MI of the dart throwing task across all participants. Comparisons were conducted to assess differences in MI-related brain activation following training.*

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>MNI coordinates (mm)</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>Post &gt; pre-training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Precuneus</td>
<td>-12</td>
<td>-57</td>
</tr>
<tr>
<td>L Fusiform gyrus</td>
<td>-31</td>
<td>-62</td>
</tr>
<tr>
<td>L Fusiform gyrus</td>
<td>-31</td>
<td>-58</td>
</tr>
<tr>
<td>L Fusiform gyrus</td>
<td>-36</td>
<td>-41</td>
</tr>
<tr>
<td>L Inferior occipital gyrus</td>
<td>-29</td>
<td>-75</td>
</tr>
<tr>
<td>L Inferior occipital gyrus</td>
<td>-30</td>
<td>-86</td>
</tr>
<tr>
<td>L Inferior occipital gyrus</td>
<td>-46</td>
<td>-81</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-52</td>
<td>8</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-57</td>
<td>-6</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-57</td>
<td>9</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-53</td>
<td>-11</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-57</td>
<td>0</td>
</tr>
<tr>
<td>L Superior temporal gyrus</td>
<td>-54</td>
<td>-5</td>
</tr>
<tr>
<td>R Cuneus</td>
<td>18</td>
<td>-57</td>
</tr>
<tr>
<td>R Precuneus</td>
<td>19</td>
<td>-50</td>
</tr>
<tr>
<td>R Precuneus</td>
<td>19</td>
<td>-50</td>
</tr>
<tr>
<td>R Precuneus</td>
<td>19</td>
<td>-50</td>
</tr>
<tr>
<td>Region</td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>R Precuneus</td>
<td>12</td>
<td>-57</td>
</tr>
<tr>
<td>R Superior occipital gyrus</td>
<td>27</td>
<td>-96</td>
</tr>
<tr>
<td>R Superior occipital gyrus</td>
<td>26</td>
<td>-96</td>
</tr>
<tr>
<td>R Superior occipital gyrus</td>
<td>28</td>
<td>-96</td>
</tr>
<tr>
<td>R Superior occipital gyrus</td>
<td>14</td>
<td>-100</td>
</tr>
<tr>
<td>R Fusiform gyrus</td>
<td>36</td>
<td>-61</td>
</tr>
<tr>
<td>R Fusiform gyrus</td>
<td>35</td>
<td>-59</td>
</tr>
<tr>
<td>R Middle temporal gyrus</td>
<td>54</td>
<td>-11</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>56</td>
<td>-10</td>
</tr>
<tr>
<td>R Middle temporal pole</td>
<td>32</td>
<td>18</td>
</tr>
<tr>
<td>R Middle temporal pole</td>
<td>52</td>
<td>12</td>
</tr>
<tr>
<td>R Middle temporal pole</td>
<td>50</td>
<td>12</td>
</tr>
<tr>
<td>R Superior temporal pole</td>
<td>38</td>
<td>10</td>
</tr>
</tbody>
</table>

Note: no significant differences in activation were observed for pre > post-training.
Table 4.7

MNI coordinates of local maxima resulting from between-group comparisons conducted at each time point.

<table>
<thead>
<tr>
<th>Anatomical Region</th>
<th>MNI coordinates (mm)</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>Pre-training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP &gt; PP-MI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R Cerebellum (lobule VI)</td>
<td>24</td>
<td>-59</td>
</tr>
<tr>
<td>R Cerebellum (lobule VIIb)</td>
<td>26</td>
<td>-77</td>
</tr>
<tr>
<td>R Cerebellum (lobule VIIb)</td>
<td>33</td>
<td>-69</td>
</tr>
<tr>
<td>R Cerebellum (lobule VIII)</td>
<td>22</td>
<td>-59</td>
</tr>
<tr>
<td>R Cerebellum (crus I)</td>
<td>39</td>
<td>-88</td>
</tr>
<tr>
<td>R Cerebellum (crus II)</td>
<td>28</td>
<td>-90</td>
</tr>
<tr>
<td>PP-MI &gt; MI-PP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP-MI &gt; MI-PP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mid-training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP &gt; PP-MI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-36</td>
<td>27</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-67</td>
<td>-10</td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-46</td>
<td>3</td>
</tr>
<tr>
<td>L Middle temporal gyrus</td>
<td>-64</td>
<td>-12</td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-55</td>
<td>12</td>
</tr>
<tr>
<td>L Superior temporal pole</td>
<td>-56</td>
<td>9</td>
</tr>
<tr>
<td>L Cerebellum (lobule VI)</td>
<td>-26</td>
<td>-59</td>
</tr>
<tr>
<td>L Cerebellum (lobule VI)</td>
<td>-27</td>
<td>-62</td>
</tr>
<tr>
<td>L Cerebellum (lobule IV/V)</td>
<td>-4</td>
<td>-59</td>
</tr>
<tr>
<td>L Anterior cingulate</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>L Medial frontal gyrus</td>
<td>-11</td>
<td>34</td>
</tr>
<tr>
<td>L Anterior cingulate</td>
<td>-9</td>
<td>33</td>
</tr>
<tr>
<td>L Precentral gyrus</td>
<td>-30</td>
<td>-16</td>
</tr>
<tr>
<td>L SMA</td>
<td>-11</td>
<td>-5</td>
</tr>
<tr>
<td>L SMA</td>
<td>-8</td>
<td>0</td>
</tr>
<tr>
<td>L Paracentral lobule</td>
<td>-16</td>
<td>-20</td>
</tr>
<tr>
<td>R Cerebellum (lobule IV/V)</td>
<td>10</td>
<td>-46</td>
</tr>
<tr>
<td>R Cerebellum (vermis IV/V)</td>
<td>4</td>
<td>-58</td>
</tr>
<tr>
<td>R Cerebellum (lobule IV/V)</td>
<td>11</td>
<td>-50</td>
</tr>
<tr>
<td>R Anterior cingulate</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>R SMA</td>
<td>2</td>
<td>-3</td>
</tr>
<tr>
<td>R SMA</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>R Superior frontal gyrus</td>
<td>16</td>
<td>-3</td>
</tr>
<tr>
<td>R Superior frontal gyrus</td>
<td>27</td>
<td>-5</td>
</tr>
</tbody>
</table>

Positive BVE effect

<table>
<thead>
<tr>
<th>Negative BVE effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>L Superior parietal lobule</td>
</tr>
<tr>
<td>L Superior parietal lobule</td>
</tr>
<tr>
<td>L Precuneus</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
</tr>
<tr>
<td>L Lingual gyrus</td>
</tr>
<tr>
<td>L Calcarine</td>
</tr>
<tr>
<td>R Superior parietal lobule</td>
</tr>
<tr>
<td>R Angular gyrus</td>
</tr>
<tr>
<td>Region</td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>R Superior parietal lobule</td>
</tr>
<tr>
<td>R Lingual Gyrus</td>
</tr>
<tr>
<td>L Middle occipital gyrus</td>
</tr>
<tr>
<td>L Middle occipital gyrus</td>
</tr>
<tr>
<td>L Middle occipital gyrus</td>
</tr>
<tr>
<td>L Middle occipital gyrus</td>
</tr>
<tr>
<td>L Cuneus</td>
</tr>
<tr>
<td>L Middle frontal gyrus</td>
</tr>
<tr>
<td>L Superior frontal gyrus</td>
</tr>
<tr>
<td>L Superior frontal gyrus</td>
</tr>
<tr>
<td>R Inferior occipital gyrus</td>
</tr>
<tr>
<td>R Middle frontal gyrus</td>
</tr>
<tr>
<td>R Middle frontal gyrus</td>
</tr>
<tr>
<td>R Middle frontal gyrus</td>
</tr>
</tbody>
</table>

Note: instances in which no significant differences in activation were noted are indicated by dashed lines.
Figure 4.3 Effects of training on resultant motor imagery-based brain activity where the colourbar represents the Z-max value. Activated voxel clusters remaining after subtraction of the map of activations of post-training scan from the pre-training scan across all participants. Activation was localized to regions including bilateral fusiform gyri, precuneus, middle temporal gyri, and middle occipital gyri. Clusters shown reached a cluster corrected threshold (Z>2.0; p < 0.05), family-wise error corrected for number of comparisons, and are shown overlaid on the MNI template.
Figure 4.4 Correlation between brain activity and performance (bivariate variable error) at the post-training scan, where the colourbar represents the Z-max value. During motor imagery, bivariate variable error correlates negatively with brain activity localized to occipital regions as well as left superior and bilateral middle frontal gyri. Clusters shown reached a cluster corrected threshold ($Z > 2.0; p < 0.05$), family-wise error corrected for number of comparisons, and are shown overlaid on the MNI template.

4.4 DISCUSSION

Here, we manipulated the order of MI and PP in training to test the prediction that
the nature of MI lends itself to facilitating encoding of effector independent representations central to the cognitive stage of skill acquisition. Our findings improve upon theories posing that MI is analogous to PP – that drawing from shared neural substrates, a simulation of movement occurs (Jeannerod, 2001; Wakefield et al., 2013; Collins and Carson, 2017; O’Shea and Moran, 2017). Here, we provide unique information as to how a simulation of movement in the absence of feedback, is able to drive skill acquisition. In particular, we show that MI facilitates effector independent encoding central to early stages of skill acquisition, reflected in global vs. specific aspects of movements, and acts as scaffolding for which effector dependent encoding can be readily facilitated.

Our argument, that MI facilitates encoding of effector independent representations, arises from the finding that MI led to improvements in the global aspects of the movement (i.e., changes in consistency in performance, and global kinematics). Further, that these improvements were only observed when MI was applied prior to PP and following training (i.e., after all ten sessions). Improvement in consistency and overall movement efficiency or coordination amongst multiple joints/effectors (i.e., global kinematics) reflect the occurrence of effector independent encoding central to the early stages of skill acquisition (Land et al., 2016; Ingram et al., 2016; Kraeutner et al., 2017; Kraeutner et al., 2016a; Lohse et al., 2010a; Mizuguchi et al., 2014). Specifically, these improvements reflect the ongoing processing of environmental and sensory stimuli of the movement and integration with an understanding of movement elements and task goals to create a motor representation (Fitts and Posner, 1967; Verwey et al., 2015). While the admittedly small decrease in global kinematic variability observed when MI was applied following PP reflects ongoing updating of environmental and sensory information and minimal refinements to effector independent representations, these refinements do not translate to further improvements in
task-related outcomes. In particular, we did not observe further improvements in consistency (or accuracy) when MI was applied following PP, once the motor program was mapped to an effector and had begun its refinement through PP. Additionally, we show that following an equivalent bout of training, greater overall gains in performance were observed when MI preceded PP vs. its alternative (i.e., when MI followed PP). Thus, effector independent representations facilitated through MI provide scaffolding for which these representations can be mapped to a specific effector.

Critically, these representations are not mapped to a specific effector through MI as we did not observe changes in specific aspects (i.e., RE or ACF1) of the movement driven via MI applied at any point in the study. Changes related to RE and the ACF1 reflect the onset of effector dependent encoding, whereby the changes observed from trial-trial represent the well-established error detection/correction mechanism that facilitates the ideal kinematics of the end-effector and allow for the task goal to be achieved (i.e., the final position of the dart; Todorov et al., 1997). Consequently, that MI is only able to process and integrate environmental and sensory information with movement goals, it follows that a decrease in RE was only driven following PP at any point in training and that ACF1 was only observed to improve in the second half of training (i.e., once mapping of the representations to a specific effector had occurred). Further support of this notion is derived from a body of evidence showing that MI, relative to PP, creates more complex structures of the mental representation a movement (i.e., a composition of a number of different movement ‘chunks’ termed basic action concepts that are organized into a hierarchical structure as expertise is gained; Schack, 2004; Frank et al., 2014; Frank and Schack, 2017). Specifically, as the enhanced complexity of these structures does not translate one-to-one at the behavioural level, the elaborateness of these structures can be directly linked to
refinement of effector independent representations of the skill. Importantly, decreased activation localized to the supplementary motor area (SMA) and cerebellum at the mid-training scan (see Chapter 3) observed following an equivalent bout of MI- vs. PP-based training supports the notion that MI only facilitates effector independent encoding. Specifically, these regions are implicated in both the ‘kinematics-to-dynamics’ transform (Li et al., 2001; Padoa-Schioppa et al., 2002, 2004), reflecting the dynamics of the upcoming movement, and error detection/correction mechanisms that rely on sensory reafferance to update the motor program (Blakemore et al., 1998; Wolpert et al., 1998; Blakemore and Sirigu, 2003; Shadmehr et al., 2010; Shadmehr, 2018), and thus mapping of the motor program to the specific effector.

As alterations to the motor representation/program occur through internal comparisons (Miall and Wolpert, 1996; Wolpert et al., 1998; Bastian, 2006; Popa et al., 2012), how MI facilitates the development of these representations in the absence of feedback remains a key question. During PP, the predicted consequences of the movement (effference copy) are compared to actual movement outcomes (reaffereence) in a forward model to update the motor program (Miall and Wolpert, 1996; Wolpert et al., 1998; Bastian, 2006; Popa et al., 2012). Yet, while feedback is precluded in an error detection/correction mechanism without sensory information during MI, work supports the hypothesis that an alternative internal comparison is in play during motor imagery-based practice (O’Shea and Moran, 2017; Ehrsson et al., 2018; Ingram et al., 2019), as the motor program is shown to undergo training-related alterations during MI-based practice (Gentili et al., 2006, 2010; Kraeutner et al., 2016b; Ingram et al., 2019). Critically, prior work has shown that an internal comparison does not necessarily rely on sensory feedback (Dahm and Rieger, 2019). Specifically, by assessing predicted errors on a dart throwing task during MI and PP
with either delayed or occluded visual feedback, no advantage was observed with the existence of somatosensory or visual feedback. Further, work showing that MI-based practice facilitated improvements in performance following five sessions of practice on a multi-articular tracing task that were greater than that observed for PP without visual feedback, led to the conclusion that the predicted consequences of the movement are compared to a simulated representation of the movement that produce a corresponding sensory representation (Ingram et al., 2019). However, this sensory representation is inferior to sensory feedback, as improvements in performance facilitated through MI remained inferior to that driven by PP with a reduced frequency of visual feedback (Wulf et al., 1995). Thus, actual execution, and in turn sensory feedback vs. a corresponding sensory representation, leads to the development of a stronger error detection and correction mechanism (Wulf et al., 1995).

In light of this aforementioned evidence, our neuroimaging findings indeed suggest a separate system underlies error detection and correction, to ultimately refine effector independent representations, driven via MI. While we did not observe changes in brain activation driven by MI-based practice at any point throughout the study, performance (BVE) on the darts task was shown to correlate negatively with brain activity localized to bilateral parietal cortices and lingual gyri at the mid-training scan (see Chapter 3), and with brain activity localized to occipital regions as well as left superior and bilateral middle frontal gyri at the post-training scan. Activation of these regions during imagery is thought to reflect the reliance on a visual image during imagery (Olsson et al., 2008). Interestingly, a system that comparing visual feedback to simulated visual consequences is critical to planning motor actions (during physical practice) prior to effector selection, separate from that which generates the efference copy and intended consequences of the movement.
(Pilacinski et al., 2018). Thus, the visual image relied on during MI serves as the corresponding sensory feedback in alternative comparison involving this simulated visual and intended visual consequences of the movement, generated through a perceptual efference copy (Tian and Poeppel, 2010). This argument is substantiated by our finding that an increase in activation localized to regions including bilateral occipital cortices, middle temporal gyri, fusiform gyri, and precuneus was observed following training, in line with work demonstrating greater activation of occipital-temporal areas in expert vs. novice archers (Kim et al., 2008) and golfers (Milton et al., 2007) during their pre-shot routine. Activation of these regions, associated with task expertise, is thought to reflect greater visual control and perceptual learning (Gauthier et al., 2000; Milton et al., 2007; Kim et al., 2008); thus, greater activation within these regions during MI of the dart throwing task reflects a more established forward model that relies on a corresponding sensory representation (i.e., simulated visual feedback) vs. sensory reafferance. Of note, why we did not observe changes in MI-related brain activity driven in the second half of training is likely attributed to methodological limitations: namely, that BOLD indirectly reflects an increased use of neural substrates and is limited by its low temporal resolution (Sutton et al., 2009). Studies employing electrophysiological measures report both a smaller magnitude and shorter period of activation during motor imagery relative to physical practice of the same task (Burianová et al., 2013; Duann and Chiou, 2016; Kraeutner et al., 2014). As we employed 30 sec blocks during the fMRI experiment, mirroring the blocks during training and testing, it is thus possible that any lasting changes in the MI-related brain activation driven by training may be too minimal or not sustained long enough to be observed via fMRI (Kraeutner et al., 2014; Pfurtscheller and Neuper, 1997). Further, as months or years of practice are required to acquire expertise of a dart-throwing task, and
none of our participants achieved an expert-level of proficiency on the task, the changes driven in the second half of training may have been too minimal to be detected by our fMRI analyses.

Notably, this work has important implications for the way in which skill acquisition via MI is probed. That MI drives encoding of effector independent representations, but typical outcome measures are more suited to capturing effector dependent encoding, provides an explanation, at least in part, for the inconsistencies in performance gains driven through MI noted in the literature (see Di Rienzo et al., 2016 for a review). For instance, performance gains driven by MI are observed to be marginal when assessing specific task-related outcomes on complex motor tasks (e.g., accuracy on a dart throwing task as employed in Chapter 3; Di Rienzo et al., 2016). In contrast, robust gains in performance driven by motor imagery are observed in the wealth of literature employing key-press sequence tasks, whereby effector independent encoding is critical (Di Rienzo et al., 2016). Yet, performance of discrete key-presses (i.e., overall reaction times vs. sequence-specific) reflecting the motoric or effector-specific component is not observed following a bout of MI (Kraeutner et al., 2016b). As effector independent representations are transferrable across effectors, it is thus critical to consider the use of intermanual transfer tasks (similar to Wohldmann et al., 2007; Lohse et al., 2010a; Land et al., 2016) in addition to typical outcome measures, to probe skill acquisition driven via MI relative to PP.

In summary, we show that MI facilitates encoding of effector independent representations (reflected in improvements in global vs. specific aspects of movements) central to the early stages of skill acquisition. Further, while these representations are not mapped to specific effectors via MI, the encoding driven via MI acts as scaffolding for which effector dependent encoding can be readily facilitated through PP. Importantly, the
way in which the development of effector independent representations is assessed is critical to consider in future investigations of MI-based skill acquisition.
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Chapter 5: GENERAL DISCUSSION

5.0 SUMMARY OF FINDINGS BY CHAPTER

This thesis sought to provide new knowledge related to the neural mechanisms of MI and nature of MI-based skill acquisition. Each experiment, presented in Chapters 2-4, addressed a relevant question pertaining to the mechanisms underlying MI that had not been previously considered in the motor skill acquisition literature. Namely, this thesis asked the following research questions: 1) how does expertise modulate brain activity driven via MI?; 2) how does the modality in which the individual practices (MI vs. PP) modulates changes in both performance and MI-based brain activity?; and 3) does MI rely on effector independent encoding to drive skill acquisition? The main findings from each chapter are summarized below.

Chapter 2: The primary aim of this chapter was to determine how expertise modulates brain activity driven via MI. During MI, novice performance is associated with widespread activity resembling novice physical performance, encompassing bilateral frontal and parietal regions. While the impact of task complexity on MI-related brain activation remains an important avenue of future research, the findings of this chapter provide insight regarding the importance of task selection when examining the neural correlates of MI. In particular, as many tasks employed in the MI literature to elucidate the neural correlates of MI employ skills for which the participant has limited expertise or experience, the resulting patterns of brain activity reflect a novice level of MI performance in addition to differences between MI and PP. Thus, work investigating MI-related brain activation should consider
the level of expertise or experience of participants when selecting the task used in studies of MI.

Chapter 3: Building on work conducted in Chapter 2, as expertise was gained primarily through PP and no conclusions can be drawn in regard to the extent to which practice modality contributed to the achieved level of expertise (or the extent to which MI was used to facilitate learning is unknown), the primary aim of this chapter was to determine how the modality in which expertise of a complex motor skill is gained (i.e., MI vs. PP) manifests in resultant patterns of brain activity and performance after equivalent bouts of training. Here we show that relative to PP, MI-based training did not drive robust changes in brain activation and was inferior for realizing improvements in performance: greater activation in regions critical to refining the motor program were observed in the PP vs. MI group post-training, and MI led to smaller improvements in performance relative to PP. Critically, findings from this chapter provide unique knowledge related to the mechanism underlying MI-based skill acquisition, namely that 1) refinement of the motor program is less robust in MI owing to a difference in the mechanism underlying learning; and 2) different information is encoded in MI relative to PP.

Chapter 4: Building on the knowledge gained in Chapter 3, whereby noted disparities in resultant patterns of brain activation and performance outcomes between the two practice modalities led to the notion that information encoded during MI lends itself to the early stage of learning, the primary aim of this chapter was to examine the nature of information encoded in MI relative to PP by manipulating the stage that MI was applied in training of a complex motor skill. Here, we show that MI drives changes in global aspects of a
movement, reflecting effector independent encoding central to early stages of skill acquisition. Further, that these improvements were only observed when MI was applied prior to PP and following training (i.e., after all ten sessions) indicates that the encoding driven via MI acts as scaffolding for which effector dependent encoding can be readily facilitated. Additionally, findings from this chapter providing unique information as to how a simulation of movement in the absence of feedback is able to drive skill acquisition, improving upon theories posing that MI is analogous to PP.

Overall, the research outlined in this thesis addresses a diverse but related set of theoretical investigations pertaining to the mechanisms underlying MI, that have deeper implications for our understanding of both the neural underpinnings of MI and the application of MI for skill acquisition. Below, findings from the present work are discussed in the context of theories of MI – namely, that MI relies on shared neural substrates with PP to facilitate a simulation of movement without actual execution (Holmes and Collins, 2001; Jeannerod, 2001; O’Shea and Moran, 2017) – and the broader motor learning literature.

5.1 EXPERTISE-RELATED BRAIN ACTIVATION

The experiment presented in Chapter 2 utilized a within and between-group design to address limitations noted in prior work whereby only expertise of the participants is manipulated to assess the degree to which expertise is reflected in MI-related brain activation. In particular, we manipulated both the degree of (physical) expertise that participants had with each task as well as the expertise of the participants. The study presented in this chapter was largely motivated by confounds reported in the MI neuroimaging literature, whereby patterns of brain activity observed during MI are noted
to be more widespread, encompassing a number of bilateral regions relative to PP (Milton et al., 2007; Chang et al., 2010; Debarnot et al., 2014). Yet, the degree to which these patterns resembled novice performance (i.e., in that they were driven by the novelty of the task itself, as many tasks employed in investigations of MI-related brain activation are novel) was unknown. Findings from this study have important implications for how the neural underpinnings of MI relative to PP are interrogated: novelty associated with the skill being performed in the scanner (through MI or PP) should be taken into consideration when evaluating resultant patterns of brain activation. Collectively, our findings and others suggest that changes in neural activity following training reflects greater efficiency of neural function (Milton et al., 2007; Haufler et al., 2000; et al., 2008; Del Percio et al., 2010; Bar and DeSouza, 2016; Guo et al., 2017), in that the reliance on regions underlying executive or higher cognitive functions is reduced as the motor program becomes consolidated, forward model capabilities are established, and the skill is carried out autonomously with less ‘effort’ (Milton et al., 2007; Percio et al., 2008; Del Percio et al., 2010; Yang, 2015; Guo et al., 2017).

While work in Chapter 3 provides further evidence in support of the notion that expertise is reflected in MI-related activation – that MI-related brain activation of a dart throwing task was modulated following training on the task – an increase in activation was observed localized to primarily bilateral frontal and posterior parietal regions following (physical) training. Following work by Bar and De Souza (2016), who showed a “U-shaped” pattern of brain activity (localized to their specific ROIs, the SMA and auditory cortex), during MI in professional ballet dancers over eight months of training on a new dance, the increase in cortical activation (vs. decrease) observed is likely attributed to the level of skill proficiency achieved at the post-training scan; in particular, none of our
participants achieved expertise after five days of training, and were thus likely in the stage of learning whereby greater cognitive resources are required to understand task goals and consolidate the motor program (Yarrow et al., 2009; Dayan and Cohen, 2011; Bar and DeSouza, 2016). As pointed out in Guo et al., (2017), longitudinal studies examining the evolution of brain activity (either PP or MI-related) as expertise is achieved are lacking in the literature, and our understanding of the neural underpinnings of motor learning stem primarily from simple tasks typically employed in neuroimaging studies (i.e., key-press sequence tasks) that do not generalize well to complex or everyday motor tasks (Wulf and Shea, 2002). Thus, further research is required to determine how the stages of skill acquisition (and in particular, later stages) are reflected in the patterns of neural activity. Critically however, findings of the current work have implications for the broader body of motor learning literature – namely that further support is provided for the use of MI to probe learning of complex motor skills, as many of these skills cannot be performed in a scanner (Ross et al., 2003; Baeck et al., 2012; Bar and DeSouza, 2016).

5.2 INTERNAL MODELS IN MOTOR IMAGERY

Our findings from Chapter 3 (in conjunction with Chapter 4) have implications for the deeper investigation of the mechanism that underlies skill acquisition via MI in the absence of sensory feedback. As outlined in Chapter 4, it is likely that a separate system subserves internal comparisons for error detection/correction during MI. Yet, it is likely that these comparisons still rely on forward model processes as prior work has demonstrated the generation of an efference copy during MI (Kilteni et al., 2018; Dahm and Rieger, 2019). In an elegant study by Kilteni and colleagues (2018), whether or not intended consequences of a movement are predicted during MI through the generation of an efference copy was examined using a modified sensory attenuation (force-matching)
paradigm. Specifically, perceived intensity of an external stimulus applied to the left index finger was assessed while participants simultaneously imagined (i.e., MI condition) pressing their right index finger against their left index finger, or remained relaxed (i.e., baseline condition, see Fig. 1.15). Typically, a self-generated touch is perceived as less intense when compared with an external force of identical intensity as the sensory consequences of the self-generated touch have already been predicted by the forward model based on the efference copy of the movement, resulting in attenuated sensory feedback. In this study, as the external stimulus was perceived as less intense during the MI condition relative to baseline, it was posited that this sensory attenuation during MI was due to a sensory prediction being generated (i.e., from the efference copy), and the authors concluded that sensory predictions occur during MI similarly to PP (Kilteni et al., 2018). The generation of an efference copy in MI is further supported by work from Dahm and colleagues, who employed a dart throwing task whereby participants predicted errors during MI or PP with either delayed or occluded visual feedback to probe whether or not intended consequences of the movement are predicted in MI. As no advantage was observed with the existence of somatosensory or visual feedback, they concluded that an internal simulation of action consequences must be occurring during MI and that this simulation did not rely on sensory reafference. In light of work showing that MI-based practice facilitated improvements in performance following five sessions of practice on a multi-articular tracing task that were greater than that observed for physical practice without visual feedback, it is likely that an alternative internal comparison is occurring during MI that does not rely on sensory reafference, and is instead suggested to involve a simulated feedback representation (Kilteni et al., 2018; Dahm and Rieger, 2019; Ingram et al., 2019). Yet, a key question regarding how this feedback representation is generated or
the processes involving in the internal comparison occurring during MI remains elusive in
the literature.

Here, stemming from our findings in light of evidence outlined below, we suggest
that the feedback representation in MI is generated through long-term memory retrieval
processes, which acts as a simulated visual consequence of the movement that are then
compared to the efference copy of the movement in a separate error detection/correction
system (i.e., a system not localized to the cerebellum as in PP). Pilot work by Zhang and
colleagues (2019) demonstrated an increase in cortical activation localized primarily to
dLPFC, PMC, and SMA when elite race walkers performed MI of their sport relative to
recreational controls. In line with work suggesting that MI is knowledge-driven, relying on
internal stimuli stored in long-term memory (Holmes and Calmels, 2008; Kim et al., 2017),
the authors suggested that the increase in cortical activation was linked to well-developed
feedforward capabilities, and that the elite athletes were relying on greater cognitive
resources to draw upon the rich race-walking related information stored in their long-term
memory for (alternative) forward model comparisons during MI (Zhang et al., 2019). While
the increase in cortical activation is seemingly contrary to literature showing decreased MI-
related activity as a function of skill expertise (i.e., as reported in Chapter 2), it is likely
that greater resources were drawn upon as participants were asked to perform MI of the
physical feeling of race walking vs. a discrete movement (Solodkin, 2004; Milton et al.,
2007, 2008; Chang et al., 2010). However, if MI relies on retrieval processes to generate
feedback representations, it follows that regions underlying memory retrieval would be
more active during MI vs. PP of a trained task, as the availability of external information
during PP would preclude the reliance on long-term memory. Indeed, activation localized
to the temporal lobe and anterior cingulate, implicated in the retrieval of spatial and
temporal information (Nyberg et al., 1996; Hayes et al., 2004), is increased during MI relative to PP of a sequence task following training (Lafleur et al., 2002; Lacourse et al., 2005).

Interestingly, work by Rieger and Massen (2014), where participants performed MI and PP (with and without visual feedback) of a novel colouring task, demonstrated the extent to which memory-related processes contribute to visual feedback generated during MI. During PP without visual feedback, participants were required to rely on memory to keep track of the parts of the image that they had ‘already coloured’ and the final product (as participants had to imagine the visual feedback). Notably, greater similarities were observed between MI and PP without visual feedback relative to PP with visual feedback (as assessed via mental chronometry). Thus, it was suggested that a similar process – that visual feedback was generated through retrieval processes – may also be occurring in MI. While learning was not assessed in this study, it is therefore reasonable to suggest that this mechanism subserves the generation of a visual feedback representation for the purposes of comparison with the efference copy for error detection/correction in MI (Rieger and Massen, 2014). Indeed, as reported in Chapter 4, activity localized to occipital regions, as well as middle frontal gyri (implicated in long-term memory retrieval of location information; Nyberg et al., 1996; Hayes et al., 2004) correlated negatively with performance on the darts task. Work by Tian and Poeppel (2010), who sought to discern between internal comparisons between auditory (perceptual) consequences of a movement vs. motor consequences, supports the existence of a separate system that involves a comparison of perceptual vs. motor representations. Specifically, the authors employed MEG to assess imagined practice of speech vs. MI of a simple key-press task relative to actual performance of both tasks. While limited in that they assessed temporal differences
in amplitude (vs. a finer-grain spatial approach), they showed that patterns of activation localized to auditory regions supported an internal comparison for perceptual (i.e., speech) estimations with auditory consequences, distinct from somatosensory estimations with motor consequences (i.e., key-press; Tian and Poeppel, 2010). The kinesthetic feeling during MI was also linked to activity localized to posterior parietal regions (Tian and Poeppel, 2010), explaining previous findings demonstrating increased parietal activity with expertise (Hikosaka et al., 2002; Milton et al., 2007; Tian and Poeppel, 2010; Dayan and Cohen, 2011; Debarnot et al., 2014; Yang, 2015). Thus, in the context of the current work, it is reasonable to postulate that patterns of activation localized to visual regions may support an internal comparison between the efference copy and a visual feedback representation during MI. However, while we suggest this framework for which internal comparisons occur in MI to drive alterations to the motor representation, further research is necessary to determine the neural substrates that support an error detection/correction mechanism in MI.

5.3 TASK SPECIFICITY IN THE MI-LITERATURE

Collectively, this work has important implications for the way in which skill acquisition via MI is probed. As outcome measures typically used in studies of MI are more suited to capturing effector dependent encoding, that MI drives encoding of effector independent representations provides an explanation, at least in part, for the inconsistencies in performance gains driven through MI noted in the literature (see Di Rienzo et al., 2016 for a review). For instance, our findings showing that MI did not drive robust improvements in specific movement parameters is seemingly contrary to literature employing sequence tasks, whereby a bout of MI-based practice is shown to facilitate faster RTs (indicative of learning) to the trained vs. untrained sequence (see Nyberg et al., 2006; Wohldmann et al.,
2007; Kraeutner et al., 2016, 2017 for examples) as well as greater lateralization of brain activation (Lacourse et al., 2004, 2005; Ono et al., 2013; et al., 2014). Arguably however, the extent to which the motor component must be ‘learned’ in a sequence task is minimal. As previously stated, the effector independent nature of MI lends itself to facilitating mapping of perceptual cues to movement goals – a key aspect of sequence learning. Thus, the decrease in RTs observed in the sequence literature may be driven primarily by this perceptual mapping, reflecting purely effector independent encoding. Yet, due to the greater reliance on effector independent encoding in sequence learning tasks, a robust behavioural improvement is observed following MI-based training. Findings from prior neuroimaging work supports this notion, as changes in brain activation driven through MI associated with sequence tasks are reported within frontal and parietal areas that support effector independent encoding (i.e., areas localized to the dorsal stream that subserve visually-guided actions and facilitates visuospatial processes; Rizzolatti and Matelli, 2003; Buxbaum et al., 2005, 2006, 2007; Binkofski and Buxbaum, 2013; Rizzolatti et al., 2014) vs. regions that support effector dependent encoding (Lacourse et al., 2005; Olsson et al., 2008; Zhang et al., 2012, 2016; Kraeutner et al., 2014; Hardwick et al., 2018; Hétu et al., 2013). Thus, it is critical to employ outcome measures that capture effector independent encoding when assessing MI-based skill acquisition.

As effector independent representations are transferrable across effectors, the use of intermanual transfer tasks (e.g., similar to Amemiya et al., 2010; Lohse et al., 2010; Ingram et al., 2016; Land et al., 2016) in addition to typical outcome measures, may be ideal in probing improvements in performance driven via MI. Indeed, similar improvements in performance for both the untrained and trained effector for simple unimanual (i.e., sequence or rotary pursuit) tasks has been observed (Land et al., 2016; Kohl and Roenker, 1980,
1983; Amemiya et al., 2010; Ingram et al., 2016), demonstrating the development of effector independent representations. Notably, Lohse et al., (2010) assessed intermanual transfer of a handwriting task following MI-based training. Improvements in production time were observed following MI, yet no improvements in the accuracy of the characters (as determined by size, as smaller size was taken to be indicative of improved accuracy) with the untrained effector. Researchers concluded that MI was unable to translate the motor representation to concrete patterns of muscle activation, and that while MI improved organization of the sequence of movements required to complete the task, effector dependent encoding did not occur. Importantly however, in assessing the improvements in performance achieved via the untrained effector, researchers were able to characterise the extent to which effector independent encoding occurred. Taking the above together, it is important to consider the perceptual vs. motor nature of the task employed in future investigations of MI-based skill acquisition, as well as the way in which improvements in performance are assessed. In particular, as MI-based practice does not translate at a one-to-one level behaviourally in the same way as PP (Wohldmann et al., 2007; Lohse et al., 2010; Frank et al., 2015; Frank and Schack, 2017), the use of intermanual transfer tasks to probe the development of effector independent representations facilitated via MI may provide greater sensitivity when assessing behavioural outcomes of MI-based practice.

5.4 SKILL TRANSFER FOLLOWING MI

Alternatively, effector independent encoding may further be probed by the use of skill transfer tasks. In particular, in line with prior theories of learning transfer, positive transfer is observed when skills share context and elements (Woodworth and Thorndike, 1901) or when processes underlying learning are shared (i.e., "transfer appropriate processing"; Lee, 1988). That MI facilitates effector independent encoding, relying on
visuospatial processes, these visuospatial elements may transfer across domains (Rienhoff et al., 2013). For instance, Rienhoff et al. (2013), compared the extent to which basketball expertise (gained through PP) transferred to dart throwing using a between-group design involving novice and skilled basketball athletes. Skill transfer was assessed in terms of the ‘quiet eye’ (i.e., final fixation that occurs prior to task execution that occurs for a minimum of 100ms) duration, linked to superior performance (Vickers, 1996; Zentgraf et al., 2009), and accuracy on both tasks. Expert basketball players demonstrated greater accuracy on the darts task relative to the novices, yet no differences were observed for the quiet eye outcome. While the extent to which MI may facilitate skill transfer related to these task outcomes was not assessed in the study as the skilled basketball players obtained their expertise through PP, it is reasonable to suggest that MI may facilitate greater transfer of shared movement features relative to PP due to its reliance on effector independent encoding.

To explore this question, in the study reported in Chapter 4 we further employed a transfer task whereby all participants engaged in a golf putting test block similar to the dart throwing test blocks (see Appendix C for details). Both dart throwing and golf putting have a number of shared context and elements: both are transitive (with or towards an object), multi-joint and require fine motor control and visuomotor integration. Thus, visuospatial elements shared across both tasks show enhanced transfer across domains when training involved MI vs. when training strictly occurred through PP. Participants were instructed to putt the golf ball at a target on an artificial putting green, whereby points was the primary outcome measure (using a ring-based system; Smith et al., 2008). Group-level statistical analyses revealed an effect of time point, indicating that all groups did improve on this task, yet no differences between groups reached statistical significance (see Appendix C for
details). However, while no advantage was observed for MI-based training vs. an equivalent bout of PP at acquisition or retention (day 1 vs. 5 and day 1 vs. 6, respectively) effect sizes conducted for the overall data (i.e., day 1 vs. 10), indicated that groups that employed MI during training led to an advantage on the transfer task as shown via large effect sizes for these groups relative to a moderate effect size obtained in the PP-only group (Appendix C). While the sensitivity of the outcome measure on the putting task was limited, our findings indicate that employing MI during training (at any point) leads to greater transfer of mechanisms and shared skill elements relative to PP. Thus, employing transfer tasks to characterise MI-based skill acquisition remains an important avenue of future research.

5.5 APPLICATION OF MOTOR IMAGERY IN STROKE REHABILITATION

Providing unique knowledge related to the mechanisms of MI have important implications for the use of MI in disciplines where PP is not possible, such as neurorehabilitation following brain injury (e.g., stroke). Recently, MI has been targeted as an effective tool for rehabilitation after stroke, as it is a clinically feasible method to drive brain activation in regions necessary for recovery to occur (Johansson, 2011; Hovington and Brouwer, 2010; Barclay-Goddard et al., 2011; MacIntyre et al., 2018), even in the absence of the ability for physical execution. Yet, despite the seemingly sound physiological basis for its efficacy in facilitating functional recovery, contradictory findings have been reported in a number of recent systematic reviews and meta-analyses of randomized trials examining the efficacy of MI to drive upper limb recovery post-stroke (Barclay-Goddard et al., 2011; Ietswaart et al., 2011; Braun et al., 2013; Carrasco and Cantalapiedra, 2016; Machado et al., 2016). However, unlike physical therapies which are prescribed based on our substantial knowledge of its mechanisms as they relate to learning.
and recovery, derived from studies related to the evolution of learning in the brain, the same mechanisms have yet to be illuminated in MI. Collectively, the current work provides two key pieces of knowledge that may help inform on its use in rehabilitation: 1) that tasks employed in MI-based therapies should be tailored to an individual’s prior experience (i.e., prior skill expertise), and 2) the application of MI in the early stages of skill (re)acquisition is supported, in that the current work provides evidence in support of the effectiveness of MI at the outset of learning and in scenarios when physical therapy is not be possible.

Firstly, tasks employed in clinical studies using MI typically involve simple movements and basic daily activities such as opening and closing of the hand, reaching towards household objects, or ironing (see Page et al., 2007; Ietswaart et al., 2011; Li et al., 2018 for examples). Despite being a core principle of repetitive task specific training that is the foundation of physical therapies, the use of salient, challenging, or client-driven tasks is typically not incorporated into MI-based interventions (Peters and Page, 2015). Critically, through demonstrating that novel tasks drive bilateral patterns of brain activity relative to tasks that the participant has expertise with (see Chapter 2), salient and challenging tasks would thus drive more focal patterns of activity in regions that may lead to improved recovery. Additionally, the greater reliance on posterior parietal regions during MI of novel tasks that we observed in Chapter 2 may further explain its limited efficacy in neurorehabilitation, as many parietal regions are commonly damaged post-stroke, yet damage to this area is most often not taken into account in clinical studies using MI. For instance, often only the hemisphere of the lesion is reported, and patients are not stratified into intervention groups or screened out from MI interventions based on lesion location (see Liu et al., 2004; Ietswaart et al., 2011; Page et al., 2011; de Vries et al., 2013 for examples). Indeed, our prior work and others has shown that inhibition to posterior parietal
regions (induced through non-invasive brain stimulation) impairs MI performance and MI-based learning (Evans et al., 2016; Kraeutner et al., 2016a, 2019), and there is a growing body of evidence suggesting that damage resulting from stroke localized to parietal regions impairs MI ability (Sirigu et al., 1996; McInnes et al., 2016; Oostra et al., 2016).

Secondly, our findings suggest that MI is effective when applied in the early stages of skill acquisition or prior to PP — a finding that has important implications for when physical therapy is not possible. Further, in showing that MI was not effective following PP may indicate that the variability related to the way in which MI is applied in stroke (including the order in which bouts of MI is combined with PP in therapy, e.g., alternating with PP within a session or day, or alternating with PP across days) explains, at least in part, the inconsistencies of its effectiveness for neurorehabilitation noted in the literature. In studies examining the efficacy of MI for upper limb recovery post-stroke, there is a wide range of how MI is employed in the literature. For instance, Li et al. (2018) employed 45 min of MI training, five times a week for four weeks, following usual rehabilitation practices. In contrast, Liu et al. (2004) employed one-hour MI sessions, five days per week for three weeks, whereby patients performed three sets of daily tasks. However, alternating MI and physical task performance was included in the MI sessions such that patients could self-evaluate their errors during actual task performance. Additionally, Ietswaart et al. (2011) employed 45 mins of MI involving goal-directed movements of simple tasks and daily activities, action observation and visualization of objects and scenes, and mental rotation tasks of hands (i.e., ‘implicit’ imagery). As sessions were conducted three days per week over four weeks, in addition to the standard of care, MI was effectively alternating with PP-based therapies across days. Thus, the optimal parameters of MI-based training in stroke, including how to best combine MI with standard of care (e.g., prior to PP, alternating
bouts of MI and PP) needs to be elucidated in future clinical studies.

5.6 CHALLENGES AND LIMITATIONS

5.6.1 Imagery ability

In the studies reported in this thesis, it is important to consider individual differences both in the strategy of imagery employed and imagery ability. Here, participants were instructed to perform kinaesthetic MI (i.e., from the first person perspective, focusing on the polysensory aspects of the movement; Stinear et al., 2006; Munzert and Zentgraf, 2009) delivered via an auditory script at the outset of the MI session (see Appendix D for the script used during the MI familiarization periods for the studies reported in Chapters 2-4), as this type of imagery is shown to recruit more regions from the motor network vs. visual imagery (i.e., from the third person perspective, focusing on the vividness of the picture). While we employed manipulation checks throughout our studies to assess the engagement and vividness of their MI performance, whether or not participants were imagining similar movements or movement components is unknown owing to the covert nature of MI. Further, the level of proficiency with which each movement was imagined remains a confound that is noteworthy to MI. Specifically, while a number of assessments of imagery ability have been previously established in the literature, these assessments primarily rely on participant self-report (for reviews see Holmes and Calmels, 2008; McAvinue and Robertson, 2008; Collet et al., 2011; Boe and Kraeutner, 2017; Cumming and Eaves, 2018). Here, we employed a well-established questionnaire (the MIQ-RS; Gregg et al., 2005; 2010; Butler et al., 2012), to all participants such that we could ensure a similar level of imagery ability across our groups for each of the studies (see Chapters 2-4). However, the range of scores on this questionnaire appears to be minimal within a population of healthy individuals. Specifically, we further assessed individual scores on the MIQ across a total
of 132 healthy participants obtained from the studies reported in this thesis and in prior work (Kraeutner et al., 2018; 2019; see Appendix E). Only two participants overall were noted to report ‘poor imagery ability’ (i.e., as determined by an average score <42, whereby their average rating on each MIQ-RS item would be 3/7; Appendix E). Thus, here we suggest that participants may be over-rating their imagery ability due to a lack of familiarity with MI, or that these questionnaires lack the sensitivity to assess the specific components of imagery ability.

In particular, the ability to imagine a movement is comprised of the generation, maintenance, manipulation, and controllability of an image to achieve task goals/outcomes (Ptak et al., 2017; Cumming and Eaves, 2018; Eaves et al., 2018). As argued in Eaves et al. (2018), it is critical to capture individual differences at both the global and specific level of each of these components. In the current work, it remains unknown the extent to which individual differences in these components may have contributed to between-group results observed in Chapter 2 (athletes vs control) and how the neural representations of MI performance of a task may change over time due to improved imagery ability concurrent with MI-based practice (i.e., that imagery is a skill in itself). To provide preliminary insight on this elusive issue, we conducted an exploratory analysis on data reported within Chapter 2. Here, while our participants demonstrated high imagery ability as measured by the MIQ-RS (Gregg et al., 2005; 2010; Butler et al., 2012), participants in this study reported a range of their frequency of imagery-use (i.e., the extent to which they incorporated mental practice related to sport in their daily lives). While this measure does not specifically probe the frequency in which MI is employed to learn skills, it is possible that regularly engaging in any number of mental practice techniques captured by the questionnaire (e.g.,
meditation, non-motoric visualization, auditory imagery, goal setting, etc.) may impact the
development of MI ability. Here, we generated a map of regions where frequency of use is
correlated with beamformer pseudo-Z scores, thus reflecting a change in beta power,
obtained across all participants, for the task which all participants had prior experience with
(teeth-brushing). A higher frequency was thus correlated to greater changes in beta power.
In contrast to expertise, which was shown to modulate brain activation primarily localized
to regions that encompassed bilateral parietal regions, SMA, and contralateral precentral
regions (see Chapter 2), frequency of imagery use linked to brain activation localized
entirely to the ipsilateral hemisphere, encompassing primarily occipital regions, as well as
ipsilateral precentral and postcentral gyrus (Appendix F). These ipsilateral occipital regions
are linked to imagery vividness (Oostra et al., 2016), and are also shown to be consistently
active during action observation (i.e., which relies heavily on bilateral occipital and parietal
regions; Hardwick et al., 2018). In light of the current findings, the ease in which the
individual is able to generate the motor image – either a kinaesthetic representation or an
image of the familiarization video depicting the task (often employed in studies of MI, and
as employed in all work reported in Chapters 2-4) – is likely developed coincidentally with
task-specific MI-based practice. Yet, how imagery ability may develop distinctively from
task-specific MI-based practice remains unknown in the literature, and future work is
required to probe the way in which imagery ability is represented in MI-related patterns of
brain activation.

5.6.2 Sample size

It is important to note the sample size of studies reported in Chapters 3 and 4,
particularly in that a final n of 11/group was included our neuroimaging analyses. Beyond
within-group differences observed in our behavioural measures, we observed a limited
number of within-group differences in our neuroimaging analyses that reached statistical significance. A larger sample to increase power may result in the ability to capture marginal changes in within-group analyses that were undetected by the current analysis. Additionally, we employed fMRI as our neuroimaging modality in these chapters and consequently, limitations associated with BOLD should be taken into consideration. Critically, BOLD indirectly reflects an increased use of neural substrates and is limited by its low temporal resolution and ability to measure direct electrophysiological activity (Sutton et al., 2009). While a wealth of literature has reported the upregulation of neuronal activity, localized to a network comprising of mainly frontal and parietal areas and core motor areas (Hétu et al., 2013; Hardwick et al., 2018), the extent to which neuronal upregulation occurs is less than that observed during PP of the same task (as evidenced from investigations comparing MI and PP of the same task employing direct electrophysiological measures; Burianová et al., 2013; Kraeutner et al., 2014; Duann and Chiou, 2016)). Further, as many complex tasks cannot be performed in a scanner, the body of knowledge comparing brain activation between MI and PP stems primarily from simple tasks that lack generalizability (Wulf and Shea, 2002). Thus, it is unknown how the extent to which neuronal upregulation during MI relative to PP may be further modulated by task complexity.

Moreover, in the studies reported in Chapters 3 and 4, the duration of each imagery block during the functional runs was ~30sec. We employed ~30sec blocks to mirror the time it took to perform the task both physically and through MI during each behavioural session (i.e., one block of dart throws during the behavioural sessions lasted ~30sec), and also typical of task-based fMRI designs to capture changes in hemodynamic response function. While we observed limited changes in MI-related activation within either of our
groups following both the first and second half of training, greater activation was observed overall (i.e., post-training scan > pre-training scan, regardless of the order of practice modality; MI-PP or PP-MI), localized primarily to bilateral parietal-occipital regions encompassing the cuneus, precuneus, inferior and superior occipital gyri, and fusiform gyri. As outlined in Chapter 4, it is likely that these training-related changes reflect greater visual control and perceptual learning (Gauthier et al., 2000; Milton et al., 2007; Kim et al., 2008), indicative of more robust effector independent representation of the skill during MI. In contrast to studies employing fMRI, neuroimaging work employing MEG allow for electrophysiological activity to be directly assessed on a trial-by-trial basis, as activity is captured on the order of msec. Work assessing brain activation during MI typically employ analyses that focused on a <10 sec window following the ‘go’ cue based on observed MI-related changes in ERD (for examples see Kraeutner et al., 2014; Solomon et al., 2019; Chapter 2). Critically, prior work also shows that the period for which brain activity during MI is sustained is notably shorter relative to PP (Burianová et al., 2013; Kraeutner et al., 2014; Duann and Chiou, 2016). Thus, it is possible that any lasting changes in the MI-related brain activation driven by training within-groups in the studies reported in Chapters 3 and 4 may be too minimal or not sustained long enough to be observed via fMRI (Pfurtscheller and Neuper, 1997; Kraeutner et al., 2014). Taking the above together, a multi-modal approach is therefore necessary to address questions related to the neural underpinnings of MI.

5.6.3 Regional-based neuroimaging analyses

Methodological limitations associated with our regional-based approach in our neuroimaging analyses should also be considered, as this approach may underscore nuances observed in our between-group comparisons noted in Chapter 2 (namely, that there were
no between-group differences observed between the volleyball group and the recreational controls when controlling for task-expertise), and contribute to the limited number of within-group differences reported in Chapters 3 and 4 observed in our analyses that reached statistical significance. In particular, a source-level analysis was employed in Chapter 2 on data obtained via MEG to examine beta ERD, indicative of regional-based brain activation linked to motor planning, imagery, and execution. In Chapters 3 and 4, we generated activation maps to elucidate spatial patterns of brain activation obtained through fMRI. However, these analyses do not permit the extent to which disparate regions are synchronous to be probed (termed functional connectivity; Sun et al., 2004; Schnitzler and Gross, 2005; Rubinov and Sporns, 2010; Brookes et al., 2011). While functional connectivity analyses have advanced our understanding of skill acquisition achieved through physical practice (i.e., in addition to examining regional patterns of brain activation), little is known about network reorganization following MI-based practice.

Generally, motor skill acquisition via PP is characterised by an increase in connectivity in cortico-subcortical circuits, and within fronto-parietal circuits thought to reflect heightened reliance on cognitive resources in the early stages of learning (Sun et al., 2007; Hanakawa et al., 2008; Dayan and Cohen, 2011; Doyon et al., 2011; Lin et al., 2013). For instance, after five days of training on a key-press sequence task, Lin et al. (2013) demonstrated increased coupling between dLPFC, parietal cortices, and cerebellum, as well as between the dLPFC and the caudate nucleus. The increased connectivity observed between dLPFC and fronto-parietal areas was linked to greater efficiency in retrieval processes (or executive functioning required to successfully access sequence representations). Further, increased connectivity observed between prefrontal and subcortical areas was linked to skill automaticity. Thus, as activation within specific
regions may not change throughout practice, how their interactions evolve is important to understanding plasticity associated with skilled performance (Kelly and Garavan, 2005; Debarnot et al., 2014).

Interestingly, findings of the present work indicate that encoding facilitated through MI is central to the early stages of skill acquisition and the cerebellar-based system is not relied on for error detection/correction (see Chapter 4). Given the greater reliance on cognitive processes during early stages of skill acquisition, reflected through greater connectivity between premotor and prefrontal areas during these early stages (Petersen et al., 1998; Hikosaka et al., 2002; Sun et al., 2007), it is reasonable to hypothesize that connectivity between these regions would be heightened in MI vs. PP at the outset of learning. Indeed, Zhang et al., (2012) observed a decrease in coupling between posterior parietal and cortical regions following 14 days of MI-based training on a key-press sequence task, likely reflecting heightened efficiency of effector independent encoding or accessing the effector independent representations following MI-based practice. Notably, Xu et al. (2014) sought to determine the key ‘node’ of information transfer (i.e., the region with the greatest number of connections to disparate regions, highlighting a region central to controlling information flow within a network; Reijneveld et al., 2007; Rubinov and Sporns, 2010) within the MI network relative to PP. In contrast to PP, in which the key node was determined to be the SMA, the key node in MI was localized to the premotor cortex during the same (key-press) task (Xu et al., 2014). Taking this work together, while similar substrates underlie the MI and PP networks, the flow of information transfer may occur in a different manner, further evidenced by a difference in functional reorganization of the motor network following MI- vs. PP-based training. Thus, as characterising changes in network connectivity may provide a more nuanced investigation into the mechanisms
underlying MI, the identification of key nodes, and probing the strength and direction of information transfer between nodes (Reijneveld et al., 2007; Rubinov and Sporns, 2010) over the course of MI-based training represents an important next step in the literature.

5.7 CONCLUSION

Building on prior theories of MI, how the nature of MI differs from PP, owing to the lack of sensory feedback during this modality of practice, has emerged as a critical gap in our understanding of MI. Here it is shown that while MI shares neural substrates and representations of skill expertise with PP, its nature as a modality of skill acquisition is fundamentally different as different information is encoded during MI relative to PP. Namely, MI drives encoding of effector independent representations that manifest as improvements in global aspects of performance, yet alterations to the motor program are less robust in MI as these representations are not mapped to specific effectors. Thus, despite being considered analogous to PP, findings from the current work provide insight as to why improvements in performance driven via MI remain inferior to those driven by PP.

Stemming from the current work, a critical line of questioning pertaining to the specific processes that underlie error detection and correction in MI has emerged. Critically, the present work has important implications for how the mechanisms of MI are probed. In particular, novelty associated with the skill being performed in neuroimaging studies (through MI or PP) should be taken into consideration when evaluating resultant patterns of brain activation. Further, the present work highlights the need to increase the resolution of outcome measures probing training-related effects driven through MI. Namely, that future studies examining the effects of MI-based practice should consider the use of transfer tasks to directly probe effector independent encoding (i.e., vs. strictly effector dependent
encoding). Collectively, this work represents an important step forward in understanding the nature of MI as a modality of skill acquisition.
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Appendix A: Supplementary Materials for Chapter 2

As described in the general discussion and further below, various supplementary analyses were conducted on data collected over the course of this dissertation.
Figure 6.1 Time-frequency response plots for the beta (15-30 Hz) frequency band averaged across 50 MEG sensors (centred on the midline and encompassing bilateral sensorimotor regions), for each task across for the basketball (A), volleyball (B), and control group (C). A Morlet wavelet analysis (128 samples and 32 frequency bins) was applied after parsing each trial with an interval of 2 sec prior to and 9 sec following the “Go” cue.
(time = 0). The first and last seconds of data were cropped to remove edge effects due to the wavelet transformation, and time-frequency responses were then normalized to the baseline interval (2 sec prior to the “Go” cue). Finally TFRs were averaged at a group level for each task condition.
## Appendix B: MI-related activation

### Table 6.1

*MNI coordinates of local maxima resulting from the task-positive network (MI vs. rest) across all participants at the pre-training scan.*

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>MNI coordinates</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td><strong>Pre-training scan</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Inferior frontal gyrus (orbital)</td>
<td>-39</td>
<td>38</td>
</tr>
<tr>
<td>L Inferior frontal gyrus (orbital)</td>
<td>-45</td>
<td>43</td>
</tr>
<tr>
<td>L Inferior frontal gyrus (orbital)</td>
<td>-47</td>
<td>43</td>
</tr>
<tr>
<td>L Precentral gyrus</td>
<td>-26</td>
<td>-15</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>53</td>
<td>-8</td>
</tr>
<tr>
<td>R Inferior frontal gyrus (orbital)</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>16</td>
<td>-65</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>10</td>
<td>-68</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>12</td>
<td>-67</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>4</td>
<td>-70</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>17</td>
<td>-61</td>
</tr>
<tr>
<td>Region</td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>15</td>
<td>-58</td>
</tr>
</tbody>
</table>

*Mid-training scan*

<table>
<thead>
<tr>
<th>Region</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>ZScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>L Insula</td>
<td>-45</td>
<td>-4</td>
<td>-2</td>
<td>6.23</td>
</tr>
<tr>
<td>L Superior temporal gyrus</td>
<td>-49</td>
<td>-12</td>
<td>2</td>
<td>6.18</td>
</tr>
<tr>
<td>L Superior temporal gyrus</td>
<td>-46</td>
<td>-2</td>
<td>-5</td>
<td>5.73</td>
</tr>
<tr>
<td>L Superior temporal gyrus</td>
<td>-43</td>
<td>-10</td>
<td>-5</td>
<td>5.67</td>
</tr>
<tr>
<td>R Insula</td>
<td>48</td>
<td>2</td>
<td>-5</td>
<td>6.19</td>
</tr>
<tr>
<td>R Insula</td>
<td>48</td>
<td>5</td>
<td>-5</td>
<td>6.12</td>
</tr>
</tbody>
</table>

*Post-training scan*

<table>
<thead>
<tr>
<th>Region</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>ZScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>R Insula</td>
<td>45</td>
<td>8</td>
<td>-7</td>
<td>5.89</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>51</td>
<td>-1</td>
<td>-6</td>
<td>5.9</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>60</td>
<td>-24</td>
<td>7</td>
<td>5.73</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>62</td>
<td>-12</td>
<td>3</td>
<td>5.61</td>
</tr>
<tr>
<td>R Superior temporal gyrus</td>
<td>61</td>
<td>-9</td>
<td>3</td>
<td>5.57</td>
</tr>
<tr>
<td>R Superior temporal pole</td>
<td>48</td>
<td>8</td>
<td>-8</td>
<td>5.63</td>
</tr>
</tbody>
</table>
Figure 6.2 Motor imagery-based brain activity (MI vs. rest) across all participants, where the colourbar represents the Z-max value. Activation was localized to regions including bilateral frontal, contralateral precentral, and ipsilateral cerebellar regions. Clusters shown reached a cluster corrected threshold (Z>2.0; p < 0.05), family-wise error corrected for number of comparisons, and are shown overlaid on the MNI template.
Appendix B: Supplementary Materials for Chapter 4

ACF1 calculation:
Formally, the ACF1 in the X and Y planes are defined as follows:

\[
ACF1_x = \frac{E\{x(n)x(n + 1)\}}{E\{x(n)x(n)\}}
\]

\[
ACF1_y = \frac{E\{y(n)y(n + 1)\}}{E\{y(n)y(n)\}}
\]

Where \( E\{ \} \) is the Expectation operation and is computed over all \( n = 1 \ldots \infty \). Where, in this case, \( n \) is the throw number and, X and Y are assumed to be independent stationary, zero mean, Gaussian random variables with standard deviations:

\[
\sigma^2_x = E\{x(n)x(n)\}
\]

\[
\sigma^2_y = E\{y(n)y(n)\}
\]

\[
\sigma^2_x = \sigma^2_y = \sigma^2
\]

For dart throwing let \( c_x(n) \) and \( c_y(n) \) be the Correction Factor in each plane that a thrower applies between successive attempts to hit the Bull’s Eye.

\[
x(n + 1) = c_x(n)x(n)
\]

\[
y(n + 1) = c_y(n)y(n)
\]

Assume that the Correction Factors are random variables and independent of the previous throw. That is, the Correction Factors are only based on the skill level of the dart thrower and do not depend on the previous throw. Also assume that the Correction Factors in the X and Y plane are independent random variables from the same distribution. Thus:

\[
ACF1_x = \frac{\frac{E\{x(n)x(n)\}}{E\{x(n)x(n)\}} \cdot E\{c_x(n)\}}{\sigma^2_x} = \mu_{cx}
\]
ACF1 therefore computes the mean Correction Factor in each plane. A mean of zero reflects no skill as the improvement between throws is on average zero. A nonzero mean indicates that some improvement occurs between throws and so the dart thrower has some level of skill.

For a finite population with \( n = 1 \ldots N \) the true ACF1 can only be estimated. A first approximation is obtained using finite summations as:

\[
ACF_{1x} = \frac{\sum_{n=1}^{N-1} x(n)x(n+1)}{\sum_{n=1}^{N} x(n)x(n)} \cdot \frac{N}{(N-1)}
\]

\[
ACF_{1y} = \frac{\sum_{n=1}^{N-1} y(n)y(n+1)}{\sum_{n=1}^{N} y(n)y(n)} \cdot \frac{N}{(N-1)}
\]

with \( N \) being the total number of throws during a testing session and the scaling factor \( \frac{N}{N-1} \) accounting for the differing number of terms in the numerator and denominator. Note also that it is assumed that \( x(n) \) and \( y(n) \) are stationary, in that skill acquisition does occur during a test block. Thus \( N \) must be small enough to avoid skill acquisition but must also be large enough to obtain useful estimates of \( \mu_c \).

Here we set \( N = 15 \).

Because \( N \) is necessarily small the first approximation is subject to bias introduced by nonzero means in the small sample populations for \( x(n), x(n+1), y(n) \) and \( y(n+1) \). Hence in the X plane:

\[
x(n)x(n+1) = (x_x(n) + \mu_x)(x_x(n+1) + \mu_x) = x_x(n)x_x(n+1) + \mu_x \mu_x
\]

Where \( x_x(n), x_x(n+1) \) are now zero mean and \( \mu_x, \mu_x \) are the means of \( x(n), x(n+1) \) respectively and are computed over the appropriate indices. Similarly:

\[
x(n)x(n) = (x_x(n) + \mu_x)(x_x(n) + \mu_x) = x_x^2(n) + \mu_x^2
\]
Leading to the improved estimates:

\[
ACF_{1x} = \frac{1}{N-1} \sum_{n=1}^{N-1} x(n)x(n + 1) - \mu_x \mu_{x1}
\]

\[
ACF_{1y} = \frac{1}{N-1} \sum_{n=1}^{N-1} y(n)y(n + 1) - \mu_y \mu_{y1}
\]

With:

\[
\mu_x = \frac{1}{N-1} \sum_{n=1}^{N-1} x(n)
\]

\[
\mu_{x1} = \frac{1}{N-1} \sum_{n=1}^{N-1} x(n + 1)
\]

\[
\mu_y = \frac{1}{N-1} \sum_{n=1}^{N-1} y(n)
\]

\[
\mu_{y1} = \frac{1}{N-1} \sum_{n=1}^{N-1} y(n + 1)
\]
Table 6.2  
*Means (and SDs) for all kinematic variables.*

<table>
<thead>
<tr>
<th>Test session</th>
<th>MI-PP</th>
<th>PP-MI</th>
<th>PP-only</th>
<th>MI-PP</th>
<th>PP-MI</th>
<th>PP-only</th>
<th>MI-PP</th>
<th>PP-MI</th>
<th>PP-only</th>
<th>MI-PP</th>
<th>PP-MI</th>
<th>PP-only</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shoulder (°)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take back</td>
<td>63.0 (4.4)</td>
<td>68.0 (5.2)</td>
<td>60.37 (13.41)</td>
<td>80.4 (5.3)</td>
<td>82.8 (4.5)</td>
<td>80.54 (6.30)</td>
<td>36.2 (2.6)</td>
<td>35.5 (3.1)</td>
<td>35.54 (5.68)</td>
<td>92.4 (13.4)</td>
<td>96.9 (11.9)</td>
<td>96.52 (10.23)</td>
</tr>
<tr>
<td>Release</td>
<td>65.7 (3.3)</td>
<td>70.8 (2.8)</td>
<td>68.90 (12.09)</td>
<td>80.8 (5.7)</td>
<td>85.3 (3.9)</td>
<td>84.45 (8.93)</td>
<td>36.9 (2.8)</td>
<td>38.0 (2.7)</td>
<td>40.96 (9.54)</td>
<td>96.1 (12.9)</td>
<td>95.2 (11.2)</td>
<td>97.56 (11.05)</td>
</tr>
<tr>
<td><strong>Elbow (°)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take back</td>
<td>66.16 (4.43)</td>
<td>70.37 (3.23)</td>
<td>71.34 (15.12)</td>
<td>83.61 (4.16)</td>
<td>83.16 (3.61)</td>
<td>85.08 (9.49)</td>
<td>37.30 (2.69)</td>
<td>37.64 (2.77)</td>
<td>41.21 (9.68)</td>
<td>96.00 (12.30)</td>
<td>96.45 (10.24)</td>
<td>96.77 (9.56)</td>
</tr>
<tr>
<td>Release</td>
<td>67.47 (3.19)</td>
<td>72.17 (2.78)</td>
<td>71.75 (12.59)</td>
<td>86.93 (3.85)</td>
<td>84.57 (3.84)</td>
<td>84.72 (1.00)</td>
<td>37.11 (2.45)</td>
<td>37.58 (2.34)</td>
<td>40.34 (9.58)</td>
<td>98.02 (13.00)</td>
<td>95.50 (10.57)</td>
<td>95.78 (9.69)</td>
</tr>
<tr>
<td><strong>Release time (sec)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI-PP</td>
<td>0.176 (0.028)</td>
<td>0.205 (0.03)</td>
<td>0.180 (0.04)</td>
<td>0.170 (0.03)</td>
<td>0.158 (0.03)</td>
<td>0.17 (0.04)</td>
<td>0.170 (0.03)</td>
<td>0.16 (0.02)</td>
<td>0.17 (0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP-MI</td>
<td>0.17 (0.03)</td>
<td>0.16 (0.02)</td>
<td>0.16 (0.04)</td>
<td>0.17 (0.03)</td>
<td>0.17 (0.04)</td>
<td>0.16 (0.04)</td>
<td>0.17 (0.03)</td>
<td>0.16 (0.02)</td>
<td>0.16 (0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP-only</td>
<td>0.18 (0.03)</td>
<td>0.16 (0.02)</td>
<td>0.16 (0.04)</td>
<td>0.17 (0.03)</td>
<td>0.17 (0.04)</td>
<td>0.16 (0.04)</td>
<td>0.17 (0.03)</td>
<td>0.16 (0.02)</td>
<td>0.16 (0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angular velocity (°/ sec)</td>
<td>MI-PP</td>
<td>PP-MI</td>
<td>PP-only</td>
<td>PP-only</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>329.8 (86.8)</td>
<td>365.6 (70.5)</td>
<td>370.75 (76.01)</td>
<td>364.20 (70.26)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>289.1 (69.8)</td>
<td>350.9 (73.2)</td>
<td>356.71 (81.60)</td>
<td>357.73 (76.19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>328.87 (61.87)</td>
<td>346.74 (115.05)</td>
<td>334.19 (85.32)</td>
<td>345.98 (88.35)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix C: Skill transfer following MI-based practice

For the golf task, putting was performed using a standard putter and golf ball. Participants were instructed to putt the golf ball at a target (the flag hole, represented as a white circle, with alternating green and white target rings) 2.44m away from the starting point on an artificial indoor putting green (400 X 700 cm). Each testing block was comprised of 18 total trials, performed in three blocks of six trials. The order that the tasks were administered during each testing session was randomized and counterbalanced across participants. The primary outcome measure was points, using a ring-based system. Specifically, similar to (Smith et al., 2008), we considered the target to be 10 points, with each subsequent ring two less points. One point was awarded if the ball passed the halfway line on the putting green but did not land on any of the target rings. No points were awarded if the ball rolled off the putting green. To facilitate comparison between the three groups (MI-PP; PP-MI; and PP-only) and across the four time points (day 1, 5, 6, 10), total points across blocks were calculated for each participant.

As all data met the assumptions of ANOVA, we performed a 3 (group) X 4 (time point) ANOVA and characterized the extent to which learning occurred within each group via effect sizes (see Appendix X). A significant main effect was observed for time point (F(3,136) = 5.51, \( p = 0.001 \)), although we did not observe a main effect of group (F(3,136) = 0.49, \( p = 0.69 \)), nor interaction (F(6,136) = 0.64, \( p = 0.70 \)).

Table 6.3
Means (and SDs) for each group on the golf putting (untrained transfer) task at each time point.

<table>
<thead>
<tr>
<th>Group</th>
<th>Day 1 (SD)</th>
<th>Day 5 (SD)</th>
<th>Day 6 (SD)</th>
<th>Day 10 (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI-PP</td>
<td>31.8 (12.4)</td>
<td>34.4 (16.2)</td>
<td>38.0 (13.5)</td>
<td>46.6 (16.4)</td>
</tr>
<tr>
<td>PP-MI</td>
<td>28.5 (10.7)</td>
<td>41.3 (13.6)</td>
<td>40.0 (16.4)</td>
<td>48.2 (20.9)</td>
</tr>
<tr>
<td>PP-PP</td>
<td>32.7 (11.7)</td>
<td>34.8 (11.2)</td>
<td>39.9 (14.6)</td>
<td>39.5 (9.1)</td>
</tr>
</tbody>
</table>
Table 6.4

Effect sizes conducted on data from Chapter 3 to characterise changes in performance for the golf putting (untrained transfer) task for the first half of training (day 5 minus day 1), retention (day 6 minus day 1), and overall (day 10 minus day 1). A positive effect size reflects an increase in points across training sessions.

<table>
<thead>
<tr>
<th>Group</th>
<th>Acquisition (day 5 minus 1)</th>
<th>Retention (day 6 minus 1)</th>
<th>Overall (day 10 minus 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI-PP</td>
<td>0.45</td>
<td>0.48</td>
<td>1.01</td>
</tr>
<tr>
<td>PP-MI</td>
<td>1.04</td>
<td>0.83</td>
<td>1.19</td>
</tr>
<tr>
<td>PP-PP</td>
<td>0.18</td>
<td>0.54</td>
<td>0.65</td>
</tr>
</tbody>
</table>
Appendix D: Kinaesthetic Motor Imagery Script

Motor imagery is the mental performance of a movement – this means that you don’t physically perform the movement. Instead you imagine yourself doing it by creating a picture of it in your head. There are two ways you can do motor imagery. The first is by picturing yourself performing the movement, and the second is by picturing someone else doing the movement. For this study we want you to imagine yourself doing the movement.

Doing motor imagery can be difficult at first, but there are a few things that can help you get better at it. One thing you can do is to try and relax – take a couple of slow, deep breaths and let yourself sink into the chair. As you are sitting there think about how the chair feels, and the position of your body. Another thing you can do is to think about how it feels when you actually perform the movement. How is your hand moving? How long does each movement take? All of these sensations can be used to make the picture in your head more vivid.

As we mentioned before there are two ways to do motor imagery. The first is by picturing yourself performing the movement and the second is by picturing someone else doing the movement. For this study we want you to imagine yourself doing the movement.

Right now we want you to watch the video of the motor task so you can start to form a picture of yourself performing this task in your head.
Appendix E: Imagery Ability

The mean MIQ-RS score across a total of 132 participants was shown to be 76.4 (± 12.5), with a range of individual MIQ-RS scores (98) reported in Chapters 2-4, as well as in prior work is min = 29, max = 98. Taking a score of ≥ 56 indicative of good imagery quality (i.e., representing an average rating of 4/7 per each item on the questionnaire), nine participants across all studies were noted to fall below this threshold, with only two participants noted to report ‘poor’ imagery quality (i.e., scoring < 42, or representative of a rating of 3/7 per each item).

![Figure 6.3 MIQ scores across all participants. Data reported is from Chapters 2-4 in conjunction with data taken from Kraeutner et al., 2018; 2019), and unpublished data from a study employing multiple assessments of imagery across the same participants. The red dashed line indicates a score of 56, indicating an average rating of 4/7 on each questionnaire item.](image)
Appendix F: Imagery Use Questionnaire scores correlated with brain activation during motor imagery of a familiar task

Table 6.5

Results of Imagery Use Questionnaire scores against brain activation during 'teeth brushing'.

<table>
<thead>
<tr>
<th>Hemisphere</th>
<th>Region</th>
<th>Voxels</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Frontal Pole</td>
<td>6</td>
</tr>
<tr>
<td>R</td>
<td>Precentral Gyrus</td>
<td>15</td>
</tr>
<tr>
<td>R</td>
<td>Postcentral Gyrus</td>
<td>19</td>
</tr>
<tr>
<td>R</td>
<td>Lateral Occipital Cortex (inferior)</td>
<td>8</td>
</tr>
<tr>
<td>R</td>
<td>Intracalcarine Cortex</td>
<td>19</td>
</tr>
<tr>
<td>R</td>
<td>Precuneus Cortex'</td>
<td>6</td>
</tr>
<tr>
<td>R</td>
<td>Lingual Gyrus</td>
<td>48</td>
</tr>
<tr>
<td>R</td>
<td>Occipital Fusiform Gyrus</td>
<td>25</td>
</tr>
<tr>
<td>R</td>
<td>Occipital Pole</td>
<td>43</td>
</tr>
</tbody>
</table>

Note: Fewer than 5 significant voxels was not considered a significant cluster.
Figure 6.4 Regions where Imagery Use Questionnaire score is positively correlated with beamformer pseudo-z score, for MI of the teeth-brushing task. Only clusters with $\geq 5$ voxels were considered significant and plotted.
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