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ABSTRACT 

 

Strawberry powdery mildew (Sphaerotheca macularis) has been a devastating foliar disease of 

both nursery and fruit production strawberry crops causing significant yield loss up to 70%. 

Traditionally, visual observations are made to monitor strawberry powdery mildew disease each 

week by human experts which is a laborious and time consuming endeavour. The main objective 

of this study was to detect powdery mildew disease in real-time field condition by developing an 

image processing-based machine vision system. The machine vision system consisted of a 

graphical user interface based powdery mildew detection program, two µeye cameras, a real-time 

kinematic global positioning system, and a ruggedized laptop computer. A colour co-occurrence 

matrices based image texture analysis program was generated by using C# programming language. 

Factors affecting machine vision parameters were optimised by evaluating performance upon 

12,000 collected images from healthy and diseases affected strawberry leaves. Results suggested 

artificial cloud lighting system improved real-time powdery mildew detection accuracy as 

compared to natural lighting conditions. Results also suggested that feature model formed by green 

ratio, hue, saturation and intensity images including 23 features, image acquisition speed 1.5 km 

h-1 and camera working depth of 300 mm were outperformed for disease detection. Results of the 

classifier selection revealed that artificial neural network performed better than support vector 

machines and k-nearest neighbor based supervised learning classifiers to detect powdery mildew 

disease in strawberry leaves. Real-time performance of developed vision system was tested in 36 

randomly selected rows in three commercial strawberry fields. Visual observations were compared 

with developed automatic detection system. Real-time test evaluation results demonstrated that the 

machine vision system was capable to detect powdery mildew disease with mean absolute error of 

4.00, 3.42 and 2.83 per row and root mean square error of 4.12, 3.71 and 3.00 per row. The overall 

study reported the developed strawberry powdery mildew detection system can be used to help 

strawberry growers by reducing expenses associated with field scouts for manual monitoring. 
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CHAPTER 1: INTRODUCTION 

Dating back to1990’s, the application of machine vision in detecting plant diseases has increased 

rapidly. Machine vision aims to duplicate the effect of human vision by electronically perceiving 

and understanding an image, and preparing a suitably rapid, consistent, cost effective/economic 

and objective assessment of objects (Sun, 2000; Sonka et al., 2014). Several successful machine 

vision applications have been studied to detect plant diseases in different cropping systems 

(Giacomelli et al., 1996; Chaerle & Van Der Straeten, 2000; Moya et al., 2005; Pydipati et al., 

2005; Huang, 2007; Boissard et al., 2008; Story et al., 2010; Kai et al., 2011; Arivazhagan et al., 

2013; Pineda et al., 2018). However, most of machine vision based plant disease detection studies 

have largely been conducted indoors under controlled illumination and an adequate setup for the 

image acquisition of high quality images. Machine vision experiments are highly affected by 

uncontrolled imaging environments which provides imperfections of input images and results in 

poor accuracy and precision (Romeo et al., 2013). Conditions affecting image quality in the field 

includes: variable illumination conditions, image acquisition speed, wind speed, leaf canopy 

overlapping etc. The leaf canopy generates different illumination conditions outdoors resulting in 

variations in the image quality, and for many applications, such as disease detection this is not 

acceptable. Tian (1995) studied the feasibility of using a machine vision system in natural outdoor 

conditions to identify individual plants with images and reported problems associated with non-

uniform illumination. Inappropriate image acquisition speed is another important parameter 

causing significant image blurring. Therefore, parameter optimization under outdoor conditions is 

a critical consideration for real-time machine vision system development. Machine vision systems 

integrated with machine learning have shown promising potential in a variety of domains (Ropodi 

et al., 2016). Traditional classification or regression systems require considerable domain 
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knowledge and careful engineering to extract features from image raw data (Cai et al., 2018). 

Machine learning techniques have been utilized in a variety of data-driven applications including 

image processing in agriculture and food industry (Chen et al., 2010; Savakar & Anami, 2015; 

Rojas-Moraleda et al., 2017). Variability of performance in different machine vision systems is 

largely affected by machine learning classifiers. Therefore, proper machine learning classifiers 

also must be accounted for in the development of a real-time machine vision system. 

Strawberry (Fragaria × ananassa Duch.) is one of the most economically important cultivated 

fruit crops in the world (Wei et al., 2018). Strawberry powdery mildew (Sphaerotheca macularis) 

disease has become a major problem influenced by fluctuating humidity conditions in the late 

summer and fall months throughout the world (Dodgson, 2007). The disease can reduce strawberry 

yield from 20 to 70% (Dodgson, 2007) by decreasing fruit set, inducing cracks and decreasing 

flavor and storage time (Pertot et al., 2008). The disease identification based on visual symptoms 

has predominantly remained a manual exercise performed by trained pathologists, primarily due 

to the occurrence of confounding symptoms. Manual disease rating is tedious, time-consuming, 

and suffers from inter- and intra-rater variabilities. An automated powdery mildew disease 

detection system would facilitate disease management by strawberry growers. There have been 

few attempts to detect powdery mildew disease in different cropping systems by machine vision, 

(Velázquez-López et al., 2011; Wspanialy & Moussa, 2016) and fewer in disease detection for 

strawberry cropping systems. The problem addressed in this study is how to detect strawberry 

powdery mildew early enough to reduce its impact on crop yield and reduce management costs. 

Therefore, the aim of this study is to develop a graphical user interface based real-time machine 

vision system incorporating machine learning classifiers for strawberry powdery mildew detection 

on strawberry plant leaves. 

https://www.sciencedirect.com/topics/agricultural-and-biological-sciences/fragaria
https://www.sciencedirect.com/topics/agricultural-and-biological-sciences/ananas
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1.1 Objectives 

 Development of an artificial cloud lighting condition system using machine vision for 

strawberry powdery mildew disease detection; 

 Comparison of supervised learning classifiers for strawberry powdery mildew disease 

detection using machine vision; 

 Development of on-the go prescription map for strawberry powdery mildew disease using a 

machine vision system. 
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CHAPTER 2: REVIEW OF LITERATURE 

2.1 Machine Vision Applications in Agriculture 

 

Machine vision is a science that tries to replicate human vision using computer software and 

hardware. The approach involves development of studies and algorithms to analyze and 

automatically extract useful details about an object or set of objects perceived (Gunasekaran, 1996; 

Sun, 2016). Machine vision also involves in taking decisions of physical objects with the help of 

their images. Different types of images including RGB (Wang et al., 2017), hyperspectral (Lu & 

Chen, 1999), multispectral (Mehl et al., 2002), thermal (Stajnko et al., 2004) etc. have already been 

applied in agricultural crop cultivation. 

 

2.1.1 Colour or RGB Imaging 

 

An RGB image is also called a true colour image which is stored by three data arrays defined as 

red, green and blue colour components for each individual pixel. Colour images are carried out by 

using prism construction with bandpass filters and a dichroic coating on selected surfaces of the 

prisms that distinct broadband light into RGB channels (Chen et al., 2002). 

 

Colour imaging techniques are utilized in many sectors of agricultural crop production. Camargo 

and Smith (2009) used the colour images for automatically identifying plant disease visual 

symptoms by image pattern classification. Colour images also used by Polder et al. (2007) for 

early prediction of cabbage leaf disease which can handle the leaf warping and silt overlapping 

problem during leaf growth processes. Colour imaging is not only applied on plant diseases 

detection but also applied on product quality assessments (Daley et al., 1993; Daley et al., 1995; 
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Mahendran et al., 2012), yield prediction (Aggelopoulou et al., 2011; Wang et al., 2013; Zhou et 

al., 2012) and weed sensing (Tang et al., 2000). A classification of apple bruise damage was 

experimented by Throop et al. (1993) where a colour difference between bruised and unbruised 

regions on golden delicious apple images were undertaken. The study resulted colour differences 

were more effective for discriminating bruised from undamaged tissue. Daley et al. (1993) 

implemented colour imaging approach for grading and inspection of poultry and was successful to 

detect tumor regions on whole body. Dorj et al. (2017) developed citrus recognition and counting 

algorithm using colour images for estimating citrus yield. Payne et al. (2013) segmented colour 

images to establish an algorithm for mango fruit yield estimation from daytime images of 

individual trees. Colour images have also been used in cucumber (Zhang et al., 2007), Kiwifruit 

(Wijethunga et al., 2008), apple (Li et al., 2017a) and grape (Font et al., 2014) recognition 

algorithms for counting. Huang et al. (2017) applied colour imaging to account for variability of 

weed infestation and herbicide damage using unmanned aerial vehicles. Their system was 

developed using RGB imaging to identify weed species and determine crop injury over crop fields. 

Another weed detection system developed by Barrero et al. (2016) was conducted on rice fields 

with a final detection accuracy of 99%. The colour images were analysed by using gray-level co-

occurrence matrix (GLCM) with Haralicks descriptor for texture classification. 

 

2.1.2 Hyperspectral Imaging  

 

Hyperspectral imaging is an emerging modality for present agricultural crop productions with the 

spectrum of sufficient resolution (Mohan & Porwal, 2015). Ochoa et al. (2016) tested a hyper-

spectral imaging system for detecting black sigatoka pre-symptomatic responses which is caused 

by the fungus in banana leaves using a high-sensitivity vis-near-infrared camera and an optical 
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spectrograph. Kumar et al. (2016) used a 3D spectroscopy for yield prediction, disease forecasting, 

fungal pathogens identification and macronutrient analysis for fertilizer application and 

monitoring crop infestation in oilseed brassica crop. Monitoring is an essential factor for increasing 

the production of crops and much research has been done on applying hue-saturation-intensity 

(HSI) with sensing techniques in agricultural field. Rodriguez et al. (2006) and Haboudane et al. 

(2002) monitored fungal diseases, water stress and nitrogen status and observed that the presence 

of chlorophyll pigments in leaf tissues strongly affects the electromagnetic spectrum in the visible 

region, especially in the red (670 nm) bands and blue (450 nm). They realized that the strong 

absorption of the wavelengths increased the chlorophyll pigments concentration, which indicated 

a higher amount of nitrogen in crop leaves. Likewise, maturity identification and yield prediction 

are important for managing or increasing crop production. Fruits from the same cluster, i.e., young 

fruit, intermediate fruit and mature fruit have different maturation times. Yang et al. (2014) studied 

the feasibility of HSI for classifying blueberry growth stages for detecting different fruit maturity 

with the spectral range of 398-1010 nm and a spatial resolution of 1mm. Rajkumar et al. (2012) 

determined the maturation period considering parameters such as moisture content, firmness and 

total soluble solids in the visible and near infrared (400-1000 nm) regions. However, hyperspectral 

imaging technology is a very costly approach. 

 

2.1.3 Multispectral Imaging 

 

Multispectral imaging is composed of a series of several images, each gained at a narrow band of 

wavelengths. Images are obtained at a discrete spectral region by positioning a bandpass filter in 

front of a monochrome camera lens (Chen et al., 2002). Multispectral imaging systems have been 
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successfully used for identifying pest infestations (Backoulou et al., 2011), defect detection (Mehl 

et al., 2002; Unay et al., 2006) and other agricultural applications.  

 

Most of the multispectral imaging frameworks can give 8 to 16-bit picture information with sub 

meter resolutions at 3-12 narrow spectral bands in the distinctive to near-infrared (NIR) regions of 

the electromagnetic spectrum (Yang et al., 2012; Gorsevski et al., 2009). Zarco-Tejada et al. (2009) 

observed that multispectral airborne data was acquired at 15 cm spatial resolution at 150 m above 

ground level in the visible, thermal and near infrared regions yielding imagery. Berni et al. (2009) 

utilized multispectral imaging techniques for vegetation monitoring having RMSE of 1.17% in 

ground reflectance. Multispectral imaging also applied with visible and near-visible infrared 

reflectance imaging by Kim et al. (2002) for fecal contamination of apple to monitor food safety 

issues. Peng and Lu (2007) secured the fruit firmness and soluble solid content using the 

characteristics of multispectral scattering images to build a better multispectral imaging system. 

Lleó et al. (2009) observed the maturity and firmness for peach by analysing multispectral images. 

However, multispectral images need more post-processing steps compared to others imaging, such 

as co-registration, that increases the cost of image analysis (Huang et al., 2010). 

2.1.4 Thermal Imaging 

 

Thermal imaging is a technique that converts the invisible radiation pattern of an object into visible 

images. Potential applications of thermal imaging in agricultural fields are possible, such as water 

stress prediction in crops, fruit yield prediction, plant diseases and pathogen detection, irrigation 

scheduling, fruit bruise detection and fruits maturity evaluation (Vadivambal & Jayas, 2011). 
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Identifying plant stress, investigating canopy temperature and measuring stomatal conductance 

have been studied by many researchers (Jones 1999a; Jones 1999b; Jones et al., 2002; Leinonen 

& Jones, 2004). Sela et al. (2007) considered leaf water potential for monitoring water status in 

corn crops using thermal visible images.  Stoll and Jones (2007) investigated the feasibility of 

thermal imaging application in grapevines stress monitoring, concluded this technique can give 

reliable and sensitive indications of leaf temperature and hence to calculate stomatal conductance. 

Oerke et al. (2006) applied thermal imaging on cucumber crop leaves to monitor downy mildew 

and found the maximum temperature difference within the infected leaves was significantly larger 

than the maximum temperature difference within the non-inoculated plants. Hellebrand et al. 

(2000) experimented with the same camera system for detection of powdery mildew (Blumeria 

graminis) in wheat. Their experimental results showed the temperature of the infested plants to be 

lower than healthy plants and concluded that the infested plants could be identified under 

laboratory conditions using thermal imaging. However, a major drawback of this technique is that 

the results will vary as external lighting conditions and temperatures change (Jones, 2004). 

 

2.2 Digital Image Processing 

Over the last couple of decades, digital image processing has played a major role in agricultural 

automation, remote sensing, human diseases analysis and traffic control for identification of 

different objects (Gonzalez & Woods, 2018). Generally, images are processed to help gain insight 

and extract information regarding the dynamics of the system. According to Kebapci et al. (2010), 

plant digital images may contain information related to object’s colour, shape and texture that can 

be analysed for disease/stress monitoring. 
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2.2.1 Colour based Image Processing 

Colour is a visual attribute of radiation incident on the retina of the human eye by an object of 

producing different sensations. It is counted as a measure by which radiation of homogeneous 

spectral contents are grouped together and the objects are labelled as red, green, blue or yellow 

(Julesz, 1962). Colour image processing, which deals with colour features, have been utilized by 

Ohta et al. (1980) for region segmentation with more than hundred colour features. Behroozi-

Khazaei and Maleki (2017) explored the colour features based algorithm for segmenting grape 

clusters from leaves and background. Colour features have been utilized by Zhou et al. (2012) for 

red and green apple recognition. Their study suggested the colour difference features had good 

potential for segmentation of apple fruits from the background. Li et al. (2017b) suggested that 

cucumber fruit identification was a very difficult task because of colour similarity and the 

complexity of colour discrimination in a similar background. Meyer et al. (2004) stated that 

various effects from different lighting sources may be induced upon a digital image resulting in 

poor identification of plants, as well as increased background noise. 

 

2.2.2 Shape based Image Processing 

The shape of an object is a vital and basic visual feature, for human visual form perception systems, 

that is described within the image content (Loncaric, 1998; Zhang & Lu, 2004). It can be thought 

of as a silhouette of the object (Loncaric, 1998), invariant to rotation, scale and translation (Dryden 

& Mardia, 1998). Shape features have been used to perceive between plant species found on leaf 

or plant canopy geometry. 
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Neto et al. (2006) utilized the shape features based on leaf boundary to identify young soybean, 

sunflower, redroot pigweed and velvetleaf plants. Four classical shape features were experimented 

by Guyer et al. (1986) for species identification from eight species of plants grown in containers 

using leaves. In a follow up study, Guyer et al. (1993) observed 17 quantitative shape features to 

identify soybean, jimsonweed, milkwood, velvetleaf, dandelion, ragweed, giant morning glory and 

foxtail plant species. Remagnino et al. (2017) argued that automated analysis of shape feature is a 

key challenge because of variation presented by a species and even by a single plant. They also 

stated that the natural variation could be expected from leaves as well as any organic object. 

Woebbecke et al. (1995) remarked that any particular shape feature did not work successfully as a 

plant classifier as the size of the plant increases, because of large phenological variation among 

plants of the same species. 

 

2.2.3 Texture based Image Processing 

Texture is perceived as visual and physical properties of three-dimensional shape in objects that 

have patterns of variations on the object's surface. Image texture is known as a set of matrices that 

provides information about the spatial arrangement of colour or intensities in an image or selected 

portion of an image (Shapiro & Stockman, 2001). The image textures are a complex of visual 

patterns, having characteristics including brightness, slope, colour and size and can be regarded as 

similarity of grouping in an image (Rosenfeld & Kak, 1982). According to Levine (1985), image 

texture has sub-pattern properties comprising density, uniformity, lightness, linearity, regularity, 

smoothness, randomness and granulation. 
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Haralick et al. (1973) were the first to describe tonal details of texture by quantification of co-

occurrence of tonal pairs. Wavelet transformation based image texture analysis method has been 

applied as a frequency based textural analysis for plant disease detection (Meunkaewjinda et al., 

2008) in agriculture. Kim et al. (2009) used textural analysis to detect grape fruit peel diseases like 

canker, copper burn, greasy spot, melanose and wind scar. Al Bashish et al. (2010) established a 

fast and accurate method using texture-based discrimination for leaf disease detection. 

2.3 Texture Analysis Methods 

Over the last few decades, many textural analysis algorithms have been implemented to extract 

different levels of information from corresponding images. Textural analysis methods have been 

widely utilized and studied in depth but there is no concurrence between the methods to provide 

the best information (Haralick, 1979). There are many different methods for textural analysis, 

which can be categorized into four general groups: Structure-based methods, Filter-based methods, 

Model-based methods and Statistical-based methods. 

 

2.3.1 Structure-based Methods 

The structure-based approach assigned that textures are composed of some elements called 

primitives or texels. The primitives and their spatial arrangements are used to characterize textures. 

The major reason for using structural information, or data, is that the human eye can perceive the 

structural information of some textures easily (Brodatz, 1966). 

 

Different approaches have already been established to find primitives and their invariant features. 

Few methods define a primitive as a maximally connected set of pixels with the same attributes 

(Goyal et al., 1994; Jafari-Khouzani et al., 2006). A pixel’s characteristics (e.g., intensity or 
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gradient) are used to represent the attribute. Then, numerous invariant properties of the primitives, 

such as the average element intensity (Goyal et al., 1994) and the compactness of primitives, are 

calculated. Zhang and Tan (2002a) used morphological operations to remove small holes in 

primitive regions to extract primitives where a texture image was segmented into regions with 

uniform intensity. Zucker (1976) exploited the isomorphic graph theory of usual collocation to 

represent the primitive placement rule from ideal texture, where real texture was conceived as a 

distortion of an underlying ideal texture. Structure-based methods provide a decent symbolic 

depiction of the image. However, the main difficulty of using structure-based approach is how to 

define primitives that represent numerous texture structures especially when the texture has no 

structure. In another word, the structure-based descriptors are better suited for textures with macro-

structures (large structures) and do not work well with micro-textures and non-textures (Zhang and 

Tan, 2002b). 

 

2.3.2 Filter based Methods 

These methods decompose textures by applying filters to images in the spatial or the frequency 

domains. A basic frequency domain analysis is generally executed by utilizing Fourier 

transformations, which has some advantages making it very popular for image processing. Filter 

based methods can be implemented in the log-polar coordinate system to provide scale and rotation 

invariant features (Alapati & Sanderson, 1985). But, it cannot capture local texture features when 

it is applied to the whole domain of an image. Weszka et al. (1976) classified aerial photographs 

into five land use classes by applying a Fourier transform and reported lower accuracy around 

74%. Haralick et al. (1973) made a comparison between second order statistics and Fourier 

transform for textural features extraction. They noticed the Fourier transform features performed 
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poorly due to a lack of spatial localization. As a result, localized spatial filters were suggested by 

Bovik et al. (1990). These filters used a windowed signal processing approach. The frequency 

information is calculated in a window rather than for whole image resulting in joint frequency 

information to the local spatial data. Windowed Fourier filters (Azencott et al., 1997) and 

multichannel Gabor filters (Bovik et al., 1990) are popular texture methods using joint frequency 

information. However, according to Teuner et al. (1995) Gabor filters were unfavorable because 

of their non-orthogonality which results in unnecessary features at different scale and orientation 

of filter window. The wavelet transform is also a very popular method for texture analysis that 

treats any image variability as a small wave having a specific frequency for a limited duration 

(Gonzalez & Woods, 2018). However, Brady and Xie (1996) suggested wavelet transforms are 

not resistant to variation in image created by the motion of object pixels as a problem. 

 

2.3.3 Model based Methods 

In model-based methods, textures can be computed by probabilistic models that include the 

Random Field models such as the Markov Random Fields (Cohen et al., 1991; Yousefi & 

Kehtarnavaz, 2011) and Gibbs Random Fields (Elfadel & Picard, 1994). Recognition properties 

of texture are accounted by capturing the model parameters. McCormick and Jayaramamurthy 

(1974) synthesized texture by assuming linear dependency of an image pixel on its neighboring 

pixels and allocated a weighted average texture value based on linear associativity using an 

autoregressive model. According to Zhang and Tan (2002b), selection of the correct model to 

effectively map a texture into the selected probability model is a critical issue. In addition, these 

models require many parameters to be calculated which is not trivial when the neighborhood size 

is large. Bennett and Khotanzad (1998) suggested that a large set of parameters originating 
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between and within numerous colour bands that rapidly increases the computational complexity 

and cost leading it to non-adaptable approach. Haralick (1979) noticed the model-based approach 

changing scale and direction of an image resulted in significantly different model parameters 

leading towards mismatched to image segments. Therefore, the computational complexity in 

measuring model parameters is of primary concern. 

 

2.3.4 Statistical-based Methods 

The statistical-based approaches are the most successful and popular method for texture analysis. 

Julesz (1975) and Julesz & Caelli (1979) stated that describing texture of an image by using 

statistical measures is initially perceived from experiments on human visual pattern discrimination. 

Darling and Joseph (1968) expanded the concept by extracting a set of features based on classical 

statistical measures of mean and variance of image gray texture for the statistical method. 

However, the results found the same scene for computation of texture features without performing 

texture normalization. After that, a textural coarseness measurement procedure was proposed by 

Rosenfeld and Troy (1970) by computing gray texture differences of adjacent image elements. In 

subsequent work, they detected the boundary by checking variability in textural coarseness 

(Rosenfeld & Thurston, 1971). 

  

Haralick et al. (1973) expressed the gray level co-occurrence matrix (GLCM) is one of the first 

well-known methods using this approach. The authors developed Spatial Gray-texture 

Dependence Matrices (SGDMs) using probability measures of the spatial distribution of 

neighboring textural dissimilarity at different orientations. They extracted fourteen features from 

these matrices having accuracies of 82% and 83%, respectively, for aerial photographs and satellite 
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imagery classification. Shearer and Holmes (1990) invented the colour co-occurrence matrices 

(CCMs) using hue-saturation-intensity (HSI) colour features to SGDMs. They extracted features 

from three planes of HSI colour space and generated CCMs followed by Haralick et al. (1973). 

Their experiments have found higher accuracy around 91% for classifying the different types of 

nursery stocks using CCMs. Pydipati et al. (2006) identified greasy spot, melanose and scab 

disease of citrus having the accuracy over 95% using CCMs textural analysis. 

 

2.4 Machine Learning Techniques in Agriculture 

Machine learning is the study of algorithms and mathematical models that machine vision systems 

use to progressively improve their performance on a specific task. Machine learning methods are 

being applied to identify, detect and predict crop diseases and plant stress phenotyping in 

agricultural research fields. Based on the problem, machine learning has been applied in: 

classification, prediction, detection and quantification. Machine learning is partitioned into two 

classes: supervised learning and unsupervised learning, which are briefly discussed in the 

following sections. 

2.4.1 Supervised Learning 

Supervised machine learning is known as the most frequent tasks which are carried out by 

intelligent systems. If responses are given with known labels the learning is called supervised, in 

contrast to unsupervised learning, where responses are unlabeled (Jain et al., 1999). A couple of 

supervised learning approaches are frequently used in research, such as artificial neural networks 

(ANN), support vector machines (SVM), K nearest neighbors (kNN), decision tree etc.  
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Zhang (2000) provided an overview of multi-layer ANN that consists of large number of neurons 

joined together in a pattern of connections. An ANN based plant disease detection system was 

proposed by Kulkarni and Patil (2012) with diverse image processing techniques having better 

recognition rate of up to 91%. They also suggested that ANN based classifiers detect numerous 

plant diseases with combination of texture and colour features to recognize those diseases. 

Ramakrishnan (2015) reported much higher accuracy around 97.41% for classifying four different 

plant diseases including alternia leaf blight, cercospora affected, Cercosporidium personatum and 

phaeoisariopsis personata. The experiments were done by using CCMs textural analysis with back 

propagation ANN algorithm for detection of leaf disease. The SVM is one of the major supervised 

learning techniques that revolves around the notion of a margin on either side of a hyperplane of 

two distinct data classes. The expected generalization error is reduced by maximizing the margin 

and thereby creating the largest possible distance between the separating hyperplane and the 

instances or responses on either side. Islam et al. (2017) integrated an image processing technique 

along with SVM to allow diagnosing diseases from potato leaf images. The proposed techniques 

proved a path toward automated plant diseases diagnosis on a massive scale having an accuracy 

of 95% with utilization of SVM. An image pattern classification was experimented by Camargo 

and Smith (2009) for detection of the visual symptoms of cotton crop diseases using SVM. The 

CCMs having five features were extracted from their research. Their study suggested that the 

texture-related features and SVM as machine learning systems might lead to successful 

discrimination of plant diseases. Plant diseases also detected/classified by several researchers 

using another machine learning classifier named kNN. The kNN is based on the conception that 

responses within a dataset will generally exist in close proximity to other responses that have 

similar properties. If the responses are marked with a classification label, then the value of the 
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label of an unclassified response can be determined by observing the class of its nearest neighbors. 

kNN places the k nearest responses to the query response and decides its class by recognizing the 

single most frequent class label. Several algorithms utilize weighting schemes that adjust the 

distance measurements and voting influence of each response for more accurate results. 

Wettschereck et al. (1997) have observed the weighting schemes. The kNN experimented by Xu 

et al. (2011) with colour and textural features for developing a tomato diagnosis system that 

showed less accuracy around 82.5% because of less number of features. Murthy (1998) provided 

the description of working procedure in decision trees classifier. This classifier is based on features 

values to categorize responses. Responses are classified starting at the root node and are sorted 

based on their feature values. However, the problem with decision tree construction is that finding 

features that best divides the training data is a major step for classification. Murthy (1998) also 

demonstrated that there are different approaches for finding the feature, but most of studies have 

concluded that there is no single best method. 

 

2.4.2 Unsupervised Learning 

 

In unsupervised learning, the training data consists of only inputs and there are no target outputs. 

Unlike supervised machine learning, unsupervised machine learning does not have explicit task-

specific goals. Unsupervised learning has very limited numbers of applications in agriculture till 

to date. The latest generation of deep convolution neural network (CNN) is one of the unsupervised 

machine learning technique used in image processing application which has achieved a top-five 

error of 16.4% by Krizhevsky et al. (2012). The authors used CNN for classification of images 

into 1000 possible categories. In the following three years, advances in CNNs have lowered the 

error rate to 3.57% (Krizhevsky et al., 2012; Zeiler & Fergus, 2014; Simonyan & Zisserman, 2014; 
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Szegedy et al., 2015; He et al., 2016). About 30,000 leaf images of various crop plants including 

pear (leaf spot), apple (powdery mildew and rust) and grapevine (powdery mildew, downey 

mildew, wilt and mites) were experimented for plant diseases recognition (Sladojevic et al., 2016). 

However, the major problem of this learning is that the model requires large datasets for training 

and that increases the time for validation (Sladojevic et al., 2016). Mohanty et al. (2016) also 

suggested that CNN model’s accuracy is reduced substantially when tested on a set of images 

taken under conditions different from the images used for training. They found this reduction 

ranged from 31.00% to 99.35%. The authors also noted that this technique is not intended to 

replace existing solutions for diseases diagnosis. 

 

2.5 Strawberry Powdery Mildew Severity and Management 

Strawberry powdery mildew disease is caused by Sphaerotheca macularis that mainly causes 

foliar damage, but can also infect fruits especially on susceptible cultivars. It occurs everywhere 

strawberries are grown (Jordan & Hunter, 1972). Maas (1998) reported that reduction of 

photosynthesis occurs due to dense mycelium coverage resulting in serious damage of foliage, 

which can lead to necrosis and eventual defoliation. According to Liu (2017), the severity of 

powdery mildew disease can cause the yield losses up to 70% in strawberry crop. He also stated 

that this disease is accounted as the major fungal disease affecting production of strawberries, 

particularly in polyethylene tunnels. The fungal pathogen affects leaves, flowers, petioles, stolons 

and fruits, and appears to be specific in strawberry crop (Amsalem et al., 2006). Powdery mildew 

infected leaves are cup upward, become reddish on the underside and, in severe instances, develop 

areas that appear badly burned at the margins. Reddening of infected fruit is delayed and, in severe 

instances, fruit shows a white powdery surface film (Wilhelm, 1961). Affected flowers can be 
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deformed resulting in low levels of pollen, wilting or death, while contaminated green fruits fail 

to ripen and infected ripe fruit remain soft having a shortened shelf life and possess small seeds 

(Spencer, 1978). 

 

The automatic disease detection in plants plays an important role in agriculture to reduce the 

scouting related expenses and fungicide/herbicide/pesticide cost, as having disease in plants are 

quite natural. Improper management practice results serious effects on plants and due to which 

respective product quality, quantity or productivity is affected. Diseases including powdery 

mildew is also a major problem for strawberry growers. Monitoring of strawberry powdery mildew 

is mainly conducted by manual inspection and is controlled using biocontrol agents and other 

chemical applications. Velázquez-López et al. (2011) developed a powdery mildew disease 

detection system using image processing techniques for rose. Wspanialy (2013) explored a 

detection system for powdery mildew disease in a greenhouse environment using machine vision 

having an accuracy of 85%. The experiment was conducted with tomato plant leaves. However, 

still there is no automatic detection system has been developed for strawberry powdery mildew 

disease detection using machine vision. 

 

2.6 Conclusion 

The above literature study concluded that machine vision based textural analysis of images with 

supervised learning classifiers has great potential to replace the tradition manual plant diseases 

detection techniques. There are many studies that have already been proved the usefulness of 

machine vision for plant diseases classification of different crops. However, strawberry plant 

disease identification is still primarily human dependent. This present study accepted the 
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challenges of developing an automated system for strawberry diseases especially powdery mildew 

disease detection by using machine vision based on machine learning with color co-occurrence 

matrix and supervised learning. 
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CHAPTER 3: DEVELOPMENT OF AN ARTIFICIAL CLOUD LIGHTING 

CONDITION SYSTEM USING MACHINE VISION FOR STRAWBERRY 

POWDERY MILDEW DISEASE DETECTION 

 

Abstract 

 

Strawberry plants have been facing a significant proportion of diseases during cultivation, 

scattered throughout the field, emphasizing the need for proper diseases management. Powdery 

mildew is one of the major fungal strawberry disease which is typically responsible for 

approximately 30-70% loss of yields. Disease inspection is limited by the human visual 

capabilities because of the microscopic preliminary symptoms. As powdery mildew disease 

scrutiny is still determined by human naked eyes due to lack of technological development for 

plant disease detection task, machine vision systems seem to be well adapted. The aim of this study 

was to develop a machine vision based artificial cloud lighting condition system for detecting 

strawberry powdery mildew leaf disease. The artificial cloud lighting condition system was 

developed consisting of custom software, two µEye colour cameras, a black cloth cover, real time 

kinematics-global positioning system and a ruggedized laptop computer and mounted on a mobile 

platform. The custom software was developed in C# programming language. The colour co-

occurrence matrix based texture analysis was used to extract image features and discriminant 

analysis (quadratic) for classification. The study proposed mobile platform of artificial cloud 

lighting condition for image acquisition is beneficial. It showed higher detection accuracies of 

95.26%, 95.45% and 95.37% for recall, precision and F-measure, respectively compared to 

81.54%, 72% and 75.95% of recall, precision and F-measure, respectively with acquired images 

at natural cloud lighting condition. The feature selection results suggested the PM_GHSI feature 

model was best fit for this study. This study also revealed that the image acquisition speed (1.5 km 
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h-1) and working depth (300 mm) are suitable for strawberry powdery mildew disease detection in 

real-time field condition. 

Keywords: Machine Vision; Powdery Mildew; Lighting Condition; Acquisition Speed; Working 

Depth 

 

3.0 Introduction 

 

Strawberry powdery mildew (Sphaerotheca macularis) is a polycyclic disease, caused by a fungal 

pathogen, which affects petioles, leaves, runners, flowers, and fruits that appears to be specific to 

strawberry plants (Spencer, 1978; Maas, 1998). The disease also impacts the plant's photosynthetic 

ability influencing fruit quality, growth potential, and productivity (Amsalem et al., 2006) that can 

cause 30 to 70% yield loss (Liu, 2017). Plant fruit quality and yield are closely tied to appropriate 

disease management and control of the disease. The ability to detect the powdery mildew (PM) 

disease is essential to be able to apply suitable controls in order to decrease impacts on fruit quality. 

Plant diseases have unique developmental characteristics and behaviours that can aid in their 

detection (Meunkaewjinda et al., 2008). The optimal environmental condition for powdery mildew 

disease conidial germination ranged between 15 and 25 ˚C with relative humidity (RH) higher than 

75%, but less than 98% (Amsalem et al., 2006). The powdery mildew symptoms primarily appear 

on young leaves and conidial germination is significantly higher on young leaves compared to 

older leaves (Amsalem et al., 2006; Bolda & Koike, 2015). The young leaves of strawberry are 

presented from late July to frost (Carisse & Bouchard, 2010). The initial symptoms of PM are 

white patches of mycelium on the upper or lower leaf surfaces and leaf edges may roll upward and 

reddish irregular spots appear on the upper surface on the leaf as the disease progresses (Nelson et 

al., 1995, 1996). Generally, plant diseases are manually identified by growers, which is a laborious 
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and time consuming task that makes accurate estimates of total infected areas and prediction of 

severity in large scale farming systems very challenging (Kobayashi et al., 2001). Development of 

accurate and rapid techniques to detect plant diseases is of critical importance to the fruit industry. 

 

The vast majority of machine vision based plant disease detection methods proposed so far rely on 

digital images, which allows the use of very fast, rapid and accurate techniques in different 

cropping systems (Sena Jr et al., 2003; Weizheng et al., 2008; Al-Hiary et al., 2011; Wspanialy & 

Moussa, 2016; Schor et al., 2017). Wspanialy and Moussa (2016) used a machine vision system 

to detect PM disease in greenhouse and achieved 85% of detection rate during test among tomato 

plants. Schor et al. (2017) applied machine vision technique as an automated diseases detection 

tool capable of ensuring timely control of PM and spotted wilt virus diseases in tomato. Velázquez-

López et al. (2011) developed a machine vision based PM disease detection system for rose and 

reported the matching average rate was 77.6 ± 14.1%. However, several intrinsic and extrinsic 

factors may influence the characteristics of images resulting the machine vision technique remain 

too error prone. Light illumination problems are highly important for machine vision where aspects 

including time of day, overcast condition and position of sun respecting to the leaf, can greatly 

affect image quality and characteristics. Researchers revealed the light illumination variations 

during image acquisition as a major problem in the context of citrus diseases detection (Pydipati 

et al., 2006), citrus canker severity measurement (Bock et al., 2009) and analysis of Zostera marina 

leaf injuries (Boese et al., 2008). Some of attempts has been made to avoid the illumination 

variations toward the development of illumination invariant techniques (Guo et al., 2013; Ye et 

al., 2015), but their success has been modest so far. Researchers also chose to tackle light 

illumination problem by capturing images under the controlled environments of laboratories 
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(Peressotti et al., 2011; Clément et al., 2015), but were unsuccessful to eliminate the illumination 

variations completely. Conversely, a study by Tian et al. (1997) revealed the machine vision 

systems designed for agricultural crop cultivation sector must be capable of operating in 

uncontrolled environments. There are many factors affecting the performance of machine vision 

applications under outdoor conditions, including variable illumination (Tian & Slaughter, 1998; 

Steward & Tian, 1999; Chandler, 2003), image inappropriate features (Chang et al., 2012; Rehman 

et al., 2018), and image acquisition speed (Esau et al., 2018). This study limited to few major 

factors affecting machine vision performance due to its overwhelmed effects on accuracies 

reported in several studies in image processing. Therefore, the aim of this study was to develop a 

machine vision based artificial cloud lighting condition system for improving the performance in 

strawberry powdery mildew detection at a field scale. 

 

3.1 Materials and Methods 

 

3.1.1 Software Development 

 

A graphical user interface (GUI) based image acquisition program was developed during this study 

using C# programming language (Microsoft Corp, Redmond, WA, USA). The GUI had the 

functionality of two cameras and continuously acquired, stored and displayed the images. The 

software acquires 24-bits blue-green-red (BGR) 640 × 256 pixel images corresponding to a 0.6096 

m × 0.2438 m (length × width) area of interest (AOI) from each of the two cameras (full frame 

1280 × 1024 pixel) was defined inside the software by setting the required width, height and 

location of the images. The BGR channel arrangement for image acquisition was selected to match 

the Windows graphics device interface (GDI) for image processing along with proper on-screen 

display. The AOI was extracted from the centre of the full frame images to minimize the barrel 

https://www.sciencedirect.com/science/article/pii/S1537511015000495#!
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effect caused by the wide-angle lens. The software used automatic camera control parameters 

including auto white balance (AWB), auto gain control (AGC) and auto exposure shutter (AES) 

to minimise the effects caused by varying outdoor illumination conditions and to ensure the high-

quality images. The image GUI development process is shown in Fig 3-1. 

 

 

 

 

 

 

 

  

 

 

 

 

Figure 3-1. Image acquisition process for display and store images 

3.1.2 Hardware Development 

 

Strawberry powdery mildew disease detection hardware system consisted of two µEye cameras 

(IDS Imaging Development System Inc., Woburn, MA, USA) connected via 3 m length Universal 

Serial Bus (USB) 2.0 active extension cables (Sabrent CB-USBXT, Miami, Fla.) to a 2.40 GHz 

Intel® CoreTM i5-4210U CPU and 4.00 GB random access memory (RAM) computer (Toshiba 

Corporation, Minato, Tokyo, Japan) installed with 64 bit Windows 7 operating system (Microsoft 

Corp, Redmond, WA, USA). The hardware system assembled like a four wheel cart system (Fig 
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3-2 and 3-3). The wide angle field of view lenses (LM4NCL, Kowa Optimed Inc., Torrance, Calif.) 

with a 3.5 mm focal length were set up to a fixed aperture (f/4.0) and infinity focus. Two types of 

setup were utilized for image acquisition during natural lighting conditions (NLC) and artificial 

cloud lighting conditions (ACC). The mobile platform of NLC and ACC are presented in Fig 3-2 

and 3-3. The ACC was made outdoors with a black cloth cover using one flat sheet located over 

the object to avoid direct sunlight and reduce chromatic colour change, having a satisfied condition 

for image acquisition with less lighting effects and reflection problems in field. A lux meter 

(LX1010BS, V&A Instrument CO., LTD., Shanghai, China) was used to record the light 

illumination inside of ACC chamber and the readings were ranged between 800 to 900 lux during 

experiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-2. Mobile platform for image acquisition in natural lighting condition (NLC) 
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Figure 3-3. Mobile platform for image acquisition in artificial cloud lighting condition (ACC) 

 

3.1.3 Image Processing 

 

The first image processing step of this study was to convert the BGR images into green ratio, 

National Television System Committee (NTSC) standard for luminance and Hue, Saturation and 

Intensity (HSI) images. The following step embraced in textural features extraction from converted 

images. The ratio used was (G × 255) (B + G + R)-1 and a manually obtained threshold (>86). The 

24-bit Bitmap (BMP) images were converted to 8-bit intensity images of NTSC standard for 

luminance during pre-processing. The blue (B), green (G) and red (R) intensity levels of individual 

pixel of an image was employed to calculate the luminance (Lm) in Eq. (3-1). 

Lm = (0.1140 B + 0.5870 G + 0.2989 R) (3-1) 
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A colour conversion was performed for this study from BGR to hue-saturation-intensity (HSI) 

colour plane on input images. Three 2-dimensional arrays were created from each input image. 

The pixel intensity of each array was applied for CCM construction from each colour plane. The 

HSI images were calculated by the following Eq’s (3-2, 3-3, 3-4 & 3-5). 

θh =  cos−1{

1
2

[(R − G) + (R − B)]

[(R − G)2 + (R − G)(G − B)]
1

2⁄
} (3-2) 

Where, θh is the angle and Hue (H) colour plane was calculated based on angle (0-360˚) of circle 

which was normalized in the range [0, 1]. This normalized angle was then linearly transformed to 

256 different intensity levels for calculating the H of particular pixel depending upon it R, G and 

B components (Eq. 3-3). 

H = {

θh

360
∗ 255 if B ≤ G

360 −  θh

360
∗ 255 if B > 𝐺

} (3-3) 

S = 255 × {1 −
3

(R + G + B)
(Min(R, Min(G, B)))} (3-4) 

Where, S is the saturation colour plane. 

I =  
R + G + B

3
  (3-5) 

The CCMs, colour co-occurrence matrices (Shearer and Homes, 1990) are in essence a measure 

of relative frequencies where two neighboring pixels were separated by a distance, d occur in 

image, one with intensity level m, the other with intensity level n and assigning these frequencies 

to a new spatial location defined by tonal values (m, n). An image [I (𝑎, 𝑏 ), 0 ≤ 𝑎 ≤ 𝐶𝑚 − 1, 0 ≤

𝑏 ≤ 𝐶𝑛 − 1 with M intensity levels] can be used to generate a M × M co-occurrence matrix [P 

(m, n, d, α)] for a distance vector (𝑑𝑎, 𝑑𝑏) (Eq. 3-6). The horizontal set of nearest neighbor pixel 
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pairs were generated by feed forward mechanism of image scanning with intensity levels m and n. 

The image also scanned with reverse feed mode mechanism for finding the pairs separated by 

distance (– d) and were added in the set (Eq. 3-6) to generate a symmetric CCM from input image 

(Fig. 3-5). The numbers of pairs with intensity level m and n in the set (Mc) were counted and 

placed in the matrix called CCM at a point whose geometric bounds were defined as (m, n) 

(Haralick et al., 1973).  

𝑃 (𝑚, 𝑛, 𝑑, 𝛼) = 𝑓𝑟𝑒𝑞{((𝑢, 𝑣), (𝑤, 𝑧)) ∈ I ((𝐶𝑚, 𝐶𝑛), (𝐶𝑚,  𝐶𝑛))}                                      (3-6) 

Where, (u, v) represents coordinate of image I with intensity level m, (w, z) represents coordinate 

of image I with intensity level n, 𝐶𝑚 is horizontal spatial domain of image I,  𝐶𝑛 is vertical spatial 

domain of image I, d is distance to consider two pixels as neighboring pixels, α is angular 

relationship between two neighboring pixels, and freq is frequency of elements in the set. 

 

 

Mc = {[(0)(0)], [(0)(0)], [(0)(1)], [(1)(0)], [(1)(1)], [(1)(1)], 

               [(0)(0)], [(0), (0)], [(0)(1)], [(1)(0)], [(1)(1)], [(1)(1)], 

              [(0)(2)], [(2)(0)], [(2)(2)], [(2)(2)], [(2)(2)], [(2)(2)],   

             [(2)(2)], [(2)(2)], [(2)(3)], [(3)(2)], [(3)(3)], [(2)(2)]}  

 

For example, the element at (1, 2) position of horizontal CCM with a displacement vector of 1 

pixel was total number of times the two intensity levels with values 1 and 2 occurred horizontally. 

Extending this concept to additional orientations and summing the results over the entire image, 

four CCMs were developed from this imaginary image (Fig. 3-5).   
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Figure 3-4. Directions of different orientation angles (0˚, 40˚, 90˚ and 135˚) used for CCM 

construction (circle showing nearest neighbor calculated from center) 

 

Figure 3-5. CCM construction from a 4 × 4 imaginary image  

 A 4 × 4 image matrix with an intensity level 4 (ranged from 0 to 3) was used to explain the concept 

of CCM construction in this study (Fig. 3-5), where 0 and 3 represented darkest and brightest 

pixels of image respectively. The dimensions of CCM was determined by the highest intensity 

value of input image matrix as it was proportional to M × M, M being the maximal gray tone value 

(highest intensity level). The reference pixel of CCM construction was marked with a blue circle 
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(Fig. 3-4) and surrounding nearest neighbors were labeled from 1 to 8 in a clockwise direction 

(Fig. 3-4). The displacement vector, d was 1 in this study which means all these neighbors were 

located at a distance equal to 1. 

The CCM was calculated with a given offset(s) and relative orientation angle (α) in the image by 

collating a pixel’s intensity level to another intensity. Thereafter, according to Haralick et al. 

(1973) these CCMs were normalized by dividing the individual entity in CCM matrix by the total 

number of pairs in each matrix. The resulting normalize value varies from 0 to 1 (Eq. 3-7). 

Normalization,  

p(m, n) =  
P(m, n)

∑ ∑ P(m, n)N−1
n=0

N−1
m=0

 

 

(3-7) 

 

Where p (m, n) is a normalized CCM, P (m, n) is a marginal probability function, m is the intensity 

level at a certain pixel, n is another matching intensity level with an offset of s and an orientation 

angle α, and the denominator of the equation, sum of P (m, n), is the total number of pairs in the 

matrix with specific orientation and displacement vector. 

 

(A)                                    (B)                                 (C)                             (D) 

Figure 3-6. Four CCMs construction from a 4 × 4 imaginary image at four different orientations 

with displacement vector, d = 1; (A) P (m, n, 1, 0), blue circle indicates the number of 

highlighted pairs from 𝐌𝐜 (B) P (m, n, 1, 90) (C) (m, n, 1, 45) (D) (m, n, 1, 135) 
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After normalization of CCM, 

 

Figure 3-7. Four CCMs construction after normalization from a 4 × 4 imaginary image at four 

different orientations with displacement vector, d = 1 for orientation angles 0˚, 40˚, 90˚ and 135˚ 

Normalization of CCMs from a 4 × 4 imaginary image is presented in Fig. 3-7 that were generated 

from four different orientation angles presented in Fig. 3-6. According to Chang et al. (2012), the 

offset value 1 with any orientation angle like 0˚, 90˚, 180˚ and 360˚ gave more accurate results out 

of five different offsets 1 to 5. Thus, offset 1 and orientation angle 0˚ were used in the study. Ten 

features were extracted from each luminance, hue, saturation and intensity CCM based on features 

applied by Shearer and Homes (1990) (Table 3-1). 

Table 3-1. Textural feature equations (Shearer & Holmes, 1990) 

Description 
Textural 

Features 
Equation[u] 
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Contrast TF1 

∑ (𝑚 − 𝑛)2

𝑁−1

     |𝑚−𝑛|=0

∑ ∑ 𝑝(𝑚, 𝑛)

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

Homogeneity TF2 

∑ ∑ 𝑝(𝑚, 𝑛)
1

1 + |𝑚 − 𝑛|

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

 

Entropy TF3 

∑ ∑ 𝑝(𝑚, 𝑛) 𝐼𝑛 𝑝(𝑚, 𝑛)

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

Dissimilarity TF4 

∑ ∑ 𝑝(𝑚, 𝑛)|𝑚 − 𝑛|

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

Angular 2nd Moment TF5 

∑ ∑ 𝑝(𝑚, 𝑛)2

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

Inverse Difference Moment TF6 

∑ ∑
𝑝(𝑚, 𝑛)

1 + (𝑚 − 𝑛)2

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

Average TF7 

∑ 𝑚 𝑝𝑥(𝑚)

𝑁−1

𝑚=0

 

Sum of Squares TF8 

∑ (𝑚 − µ)2

𝑁−1

𝑚=0

𝑝𝑥(𝑚) 

Product Moment TF9 

∑ ∑ 𝑝(𝑚, 𝑛)(𝑚 − µ)(𝑛 − µ)

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

Correlation TF10 

∑ ∑ 𝑝(𝑚, 𝑛)
(𝑚 − µ𝑚)(𝑛 − µ𝑛)

ϭ𝑚ϭ𝑛

𝑁−1

𝑛=0

𝑁−1

𝑚=0

 

[u]N is the total number of intensity levels, p(m, n) is the (m ,n)th entry in a normalized CCM; and µ 

is the mean, µm is the mean of row, µn is the mean of column,  ϭm and ϭn are the standard deviation 

along the mth row and nth column of p(m, n) and px(m) was obtained by summation of CCM values 

in mth row. 

 

3.1.4 Factor Affecting Parameters 

3.1.4.1 Feature Selection 

 



34 

 

The stepwise discriminant analysis procedure was applied by using SAS (SAS Institute Inc., Cary, 

NC, USA) to select subsets of most suitable texture features considering all features used in this 

study. A total of 50 features (extracted from five converted images including g-ratio, hue, 

saturation, intensity and luminance) were used to fine-tune the selected feature model by moving 

the selected features in /out to build a more suitable model. Total of 25 combinations of feature 

model were evaluated by forward selection and backward elimination during feature selection. The 

feature selection procedure was continued until all possible features had been added to make an 

optimum discriminant model. The feature addition and removal were supported by defining the 

significance level to enter (F to enter) and the significance level to remove (F to remove) thresholds 

using SAS statistical software. The thresholding level was set based on Chang et al. (2012) as F to 

enter and F to remove were 0.0015 and 0.0010, respectively. A multivariate statistic Wilk’s lambda 

was calculated to measure the class centroid’s differences over the selected features at the end of 

each step. Total of 27 features were selected to develop a final optimal discriminant model by 

using G-ratio, luminance, hue, saturation and intensity images that have the strongest relationship 

in output formation. A feature model with 23 features using G-ratio, hue, saturation and intensity 

images achieved highest accuracy during PM disease classification and chosen for further analysis 

of image data. 

3.1.4.2 Lighting Conditions 

 

The experimental image data under ACC and NLC were collected between the 09 to 13th July, 

2018 in central Nova Scotia, Canada. The temperature ranged from 15 to 25 ºC, average humidity 

was 80-85% and wind speed were 4-6 km h-1 from the West (National Climate Data and 

Information, 2018). Three strawberry fields were selected to collect image data. The three 

categories of leaves selected for image acquisition were powdery mildew affected, other disease 
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affected, and healthy. The selected fields were located on two farms in Debert and Grate Village: 

the Millen farm site I (Field I: 45.429˚N, 63.484˚W), Millen farm site II (Field II: 45.429˚N, 

63.481˚W), and the Balamore farm site III (Field III: 45.413˚N, 63.567˚W). Two strawberry 

varieties, Albion and Ruby June were cultivated in Field I, Field II and Field III, respectively. In 

total, 12,000 images were collected by extracting the AOI from each camera image. The images 

were taken from 10 AM to 4:00 PM (AST). The 60% of the image data used for training and 

remaining 40% for validation. The performance of NLC and ACC were evaluated with precision, 

recall and F-measure. The precision indicated the PM disease detection results that are true 

positives. While recall indicates the ratio of correctly detected PM disease image to all the ground 

truth PM images. The F-measure is the weighted harmonic mean of recall and precision. The 

equations of recall, precision and F-measures were presented in Eq. 3-8, 3-9 and 3-10, respectively. 

Recall =  
TP

TP + FN
× 100% (3-8) 

 

Precision =  
TP

TP + FP
× 100% (3-9) 

 

F∂ =  
(1 +  ∂) × Recall × Precision

∂ ×  Precision + Recall
 (3-10) 

Where, TP is the number of correctly classifier PM disease image, FN is the number of healthy 

and other diseases image that are falsely classified as PM disease, FP is the number of PM disease 

image that are falsely classified as healthy or other disease. ∂ is a nonnegative real value, 

representing the weighted coefficient between recall and precision, which we set ∂ = 0.8 in our 

study to weigh recall more than precision. 
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3.1.4.3 Image Acquisition Speed 

 

The effect of image acquisition speed on detection accuracy was analysed by processing different 

acquired images with different speeds. Five different speeds (1.0, 1.5, 2.0, 2.5 and 3.0 km h-1) were 

applied to select an effective speed for real-time image acquisition. The speed was measured, 

monitored and maintained by using a HiPer® lite + RTK-GPS (Topcon positioning systems Inc., 

Livermore, CA, USA) from GUI display. 

3.1.4.4 Working Depths 

 

Five working depths (100 mm, 200 mm, 300 mm, 400 mm, and 500 mm) were used in this 

experiment to examine the effects of depth of field in strawberry powdery mildew detection 

accuracy. The working depths were adjusted by setting the adjustable camera mount holder. The 

working depth was measured from leaf canopy to the camera sensor by using a steel ruler scale 

(Global Industrial, Richmond Hill, ON, Canada). Images at different working depths were 

collected in ACC condition. 

3.1.5 Statistical Analysis 

 

A complete randomized design (CRD) was used for the image acquisition. The classification 

accuracies of each feature models, ACC and NLC data were calculated by SAS discriminant 

analysis using selected features. The performance of different acquisition speed and working depth 

used in this study were compared with ACC images by discriminant analysis. The level of 

significance used for both tests was 5%. The analysis was performed by using IBM SPSS Statistics 

24 (SPSS Inc., Armonk, NY, USA) statistical software. 

3.2 Results and Discussion 
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3.2.1 Effects of Features Selection 

 

The stepwise discriminant analysis resulted in development of optimum feature model along with 

twenty-five different feature models by using 50 features extracted from CCMs. The optimal ten 

feature models are presented in Table 3-2. The models were developed by adding or removing the 

feature data from all possible combinations of colour spaces used in this study. The optimum model 

(PM_GHSI; PM means Powdery Mildew and each of GHSI means Green Ratio, Hue, Saturation 

and Intensity colour plane, respectively) was generated by reducing the features of all five colour 

planes (green ratio, hue, saturation, intensity and luminance) in order to get the list of features 

having the highest possible classification accuracy.  

 

The classification results of optimal ten feature models resulted in Figure 3-8 by using discriminant 

analysis. The highest classification accuracy was obtained 95.57% for healthy leaves from 

PM_GHSIL model whereas the lowest overall classification accuracy achieved was 77.28% model 

for other disease classification from PM_SIL. When hue and saturation colour space were 

incorporated to model generation the accuracy was higher. The PM_GHS, PM_HSI, PM_GHSI 

and PM_GHSIL models achieved higher accuracies compared with other models. The PM_GHSI 

and PM_GHSIL models showed slight variations of their accuracy whereas PM_GHSI model 

showed higher accuracy (95.45%) in powdery mildew disease detection. There was no 

improvement reported by incorporating luminance feature in model development. Similar results 

were obtained by Chang et al. (2012) with luminance, hue, saturation and intensity colour space 

for weed detection in wild blueberry. The features extraction procedure suggested the hue and 

saturation (HS) features influenced the accuracy more than another colour space features. Rehman 

et al. (2018) reported the overall accuracy (>90%) in both training and test set of goldenrod 
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detection in wild blueberry fields by using hue and saturation features. Chang et al. (2012) 

achieved 91.77% of classification accuracy with the combination of hue and saturation features 

for weed detection. 

Table 3-2. Selection of optimal features by stepwise discriminant analysis 

 

Colour Spaces Used Feature Model Selected Features[V] 

Green Ratio, Hue and 

Saturation 

PM_GHS G_Co, G_Hm, G_Ds, G_Pm, G_Cr, 

H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr 

Green Ratio, Hue and 

Intensity 

PM_GHI G_Co, G_Hm, G_Ds, G_Pm, G_Cr, 

H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, I_Co, I_Hm, I_Ds, I_Av, I_Pm, 

I_Cr 

Green Ratio, Hue and 

Luminance 

PM_GHL G_Co, G_Hm, G_Ds, G_Pm, G_Cr, 

H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, L_Ds, L_An, L_Pm, L_Cr 

Hue, Saturation and Intensity PM_HSI H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr, I_Co, I_Hm, I_Ds, I_Av, I_Pm, 

I_Cr 

Hue, Saturation and 

Luminance 

PM_HSL H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr, L_Ds, L_An, L_Pm, L_Cr 

Saturation, Intensity and 

Luminance 

PM_SIL S_Co, S_Hm, S_Ds, S_Av, S_Pm, S_Cr, 

I_Co, I_Hm, I_Ds, I_Av, I_Pm, I_Cr, 

L_Ds, L_An, L_Pm, L_Cr 

Green Ratio, Hue, Saturation 

and Intensity 

PM_GHSI G_Co, G_Hm, G_Ds, G_Pm, G_Cr, 

H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr, I_Co, I_Hm, I_Ds, I_Av, I_Pm, 

I_Cr 

Green Ratio, Hue, Saturation 

and Luminance 

PM_GHSL G_Co, G_Hm, G_Ds, G_Pm, G_Cr, 

H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr, L_Ds, L_An, L_Pm, L_Cr 

Hue, Saturation, Intensity 

and Luminance 

PM_HSIL H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr, I_Co, I_Hm, I_Ds, I_Av, I_Pm, 

I_Cr, L_Ds, L_An, L_Pm, L_Cr 
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Green Ratio, Hue, Saturation 

Intensity and Luminance 

PM_GHSIL G_Co, G_Hm, G_Ds, G_Pm, G_Cr, 

H_Co, H_Hm, H_En, H_Ds, H_Av, 

H_Cr, S_Co, S_Hm, S_Ds, S_Av, S_Pm, 

S_Cr, I_Co, I_Hm, I_Ds, I_Av, I_Pm, 

I_Cr, L_Ds, L_An, L_Pm, L_Cr 
[V] G = Green Ratio; H = Hue; S = Saturation; I = Intensity; L = Luminance; Co = Contrast; Hm = Homogeneity; 

En = Entropy; Ds = Dissimilarity; Av = Average; An = Angular 2nd Moment; Pm = Product Moment; Cr = 

Correlation. 

 

 

 

Figure 3-8. Classification results for different feature models using Discriminant analysis 

 

3.2.2 Effects of Lighting Conditions 

The results to evaluate the effect of lighting was done under NLC, natural lighting conditions and 

ACC, artificial cloud lighting conditions are resented in Table 3-3. The evaluation of lighting 

effects was done by discriminant analysis based classification. The highest classification 

accuracies were achieved in both of healthy and PM disease classifications with ACC. Conversely, 

the natural lighting condition images were classified with a lower rate of accuracy. The highest 

overall accuracy achieved was 95.45% to classify powdery mildew disease using ACC. The lowest 
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accuracy of 72% was achieved to classify PM disease in natural lighting condition. The highest 

recall, precision and F-measure of 95.26%, 95.45% and 95.37%, respectively, were reported from 

ACC and the lowest recall, precision and F-measure of 81.54%, 72% and 75.95% were reported 

by NLC. This study showed huge variation in accuracy using ACC that could help to solve the 

illumination problem in field condition. Many researchers have been struggling with illumination 

variation and reflection problems that are presented during image collection from agricultural 

fields. Kurtulmus et al. (2011) reported higher value of false negative rate (40.3%) from sunny 

canopies. There have been various attempts to reduce the effect of light reflecting from the canopy. 

Aggelopoulou et al. (2011) used black cloth to reduce reflection and Esau et al. (2017) used a light 

diffuser with artificial light. In this study, ACC showed promising potential in producing clear, 

informative images with less effort in the pre-processing of the images. The ACC increased the 

accuracy of the results because the effect of lighting condition was diminished, which was in 

accordance with Aggelopoulou et al. (2011). The ACC would also serve as a one of aiding options 

of lighting control for our upcoming real-time application. 

Table 3-3. Effect of lighting conditions using natural lighting condition (NLC) and artificial 

could lighting condition (ACC) 

  

Response 

Predicted Group Membership 

Total 
  

Healthy PM Others 

Natural Lighting 

Condition (NLC)a 

Count Healthy 1502 129 369 2000 

PM 196 1440 364 2000 

Other 

Diseases 

223 197 1580 2000 

   Recall for PM (%) 

   Precision for PM (%) 

   F-measure for PM (%) 

1440/ (1440 + 129 + 197) = 81.54% 

1440/ (1440 + 196 +364) = 72% 

75.95% 

% Healthy 75.10 6.45 18.45 100.00 

PM 9.80 72.00 18.20 100.00 
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Other 

Diseases 

11.15 9.85 79.00 100.00 

 

Artificial Cloud 

Lighting 

Condition (ACC)a 

Count Healthy 1904 22 74 2000 

PM 28 1909 63 2000 

Other 

Diseases 

26 73 1901 2000 

   Recall for PM (%) 

   Precision for PM (%) 

   F-measure for PM (%) 

1909/ (1909 + 22 + 73) = 95.26% 

1909/ (1909 + 28 + 63) = 95.45% 

95.37% 

% Healthy 95.20 1.10 3.70 100.00 

PM 1.40 95.45 3.15 100.00 

Other 

Diseases 

1.30 3.65 95.05 100.00 

aCross validation is done only for those cases in the analysis. In cross validation, each case is classified by the 

functions derived from all cases other than that case. 

 

3.2.3 Effects of Image Acquisition Speeds 

 

Figure 3-9 shows the results of different image acquisition speeds in strawberry powdery mildew 

detection under ACC. The experimental results indicated that the increase of ground image 

acquisition speed could decrease the accuracy of the system. The highest recall (95.29%), precision 

(95.48%) and F-measure (95.40%) were achieved by running the system with 1 km h-1 and the 

recall, precision and F-measure were decreasing with increasing acquisition speed (Fig 3-9). The 

slight differences on performance were reported between 1 km h-1 and 1.5 km h-1 image acquisition 

speed. The image quality was blurry when the acquisition speed was increased above 1.5 km h-1. 

In this study, the µEye camera model UI-1240LE with 25.8 frame per second (FPS) was used for 

image acquisition. The image acquisition speed could be increased with higher camera FPS (must 

be higher than 25.8 FPS). Therefore, this study revealed the recommended real-time image 

acquisition speed is 1.5 km h-1 for powdery mildew detection in strawberry field at 25.8 FPS. 

Chattha et al. (2015) suggested ground speeds of 1.6 and 3.2 km h-1 were suitable for real-time 

detection and fertilizer application in wild blueberry field using an 87.2 FPS camera. 
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Figure 3-9. Results of different ground based image acquisition speeds for strawberry powdery 

mildew detection 

 

3.2.4 Effects of Working Depths 

 

Figure 3-10 presents the performance of different working depths used in these experiments. The 

suitable working depth for strawberry PM detection was 300 mm with highest recall (95.26%), 

precision (95.45%) and F-measure (95.37%). The lowest recall (43.25%), precision (45.83%) and 

F-measure (44.83%) were reported using a working depth of 500 mm in this study. The closeness 

of the camera sensor using a 100 mm and 200 mm working depth provided less detection accuracy 

84.35%, 85.22% and 84.83%, and 90.47%, 91.48% and 90.03%, respectively for recall, precision 

and F-measure compared with a 300 mm depth. On the other hand, the accuracy decreased with 

increasing working depth above 300 mm (Fig 3-10). 
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Figure 3-10. Results of different camera working depths for strawberry powdery mildew 

detection 

3.4 Conclusion 

 

The image texture based machine vision technique was applied for strawberry PM detection under 

two different lighting conditions (ACC and NLC) at different acquisition speeds and working 

depths. Five different colour spaces (Green Ratio, Hue, Saturation, Intensity, Luminance) were 

utilized and 50 texture features were extracted by using CCM, colour co-occurrence matrices. The 

25 different features models were considered to select optimal feature model. The PM_GHSI 

model achieved highest accuracy of 95.45% for PM detection compared to other models. The 

results suggested the ACC was found to be suitable for PM detection at image acquisition speed 

(1.5 km h-1) and working depth (300 mm). The poor performances were reported under NLC due 

to huge light illumination variability from the plant canopy during image acquisition. The higher 

acquisition speeds (2, 2.5 and 3 km h-1) were resulted in the detection failure of PM disease due to 

blurred images with the 25 FPS cameras using CCM algorithm. The working depths of 400 and 

500 mm were provided poor recall, precision and F measure scores due to unclear images and were 
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not fit for texture analysis. The study concluded that the mobile platform of ACC at 1.5 km h-1 

acquisition speed and 300 mm working depth would be successful for operation in real-time 

detection of strawberry PM disease in field by using CCM based machine vision technique. 
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CHAPTER 4: COMPARISON OF SUPERVISED CLASSIFIERS FOR POWDERY 

MILDEW DISEASE DETECTION IN STRAWBERRY USING MACHINE VISION 

 

Abstract 
 

Strawberry is one of the important fruits (ranked 4th among all fruits in term of farm gate value) in 

Canada, having farm gate income of 10% of total Canadian farm gate (AAFC, 2016). Powdery 

mildew of strawberry plants is a serious disease caused by an obligate fungal pathogen which is 

responsible for major yield loss during cultivation. This paper presents an image texture based 

disease detection algorithm using supervised classifiers. Three supervised classifiers, including 

artificial neural networks, support vector machines, and k-nearest neighbors were evaluated for 

disease detection. A total of fifty textural features were extracted using a colour co-occurrence 

matrix and 23 features were used for classification after reduction. The collected features data was 

normalized, and used for training and internal, external and cross validations of developed 

classifiers. Results of this study revealed that the highest recall, precision and F-measure were 

98.75% for all cases of internal validation using the artificial neural networks classifier and lowest 

were 53.97%, 66.37% and 60.22%, respectively using the k-nearest neighbors classifier in external 

validations. Results identified the artificial neural network classifier disease detection having a 

lower mean absolute error = 0.0031 and root mean square error = 0.0037 values and 88.50%, 

90.80% and 89.24% of F-measure scores during external validations with three different fields. 

Overall results suggested that an image texture based artificial neural network classifier performed 

better to classify powdery mildew disease compared to other classifiers in strawberry. 

Keywords: Image processing, texture analysis, colour co-occurrence matrix, artificial neural 

network, support vector machine, k-nearest neighbor, powdery mildew. 
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4.0 Introduction 

 

Strawberry (Fragaria × ananassa Duch.) is one of the major horticultural fruit crops with high 

economic value, grown in tropical, subtropical and temperate regions, in approximately 80 

countries worldwide (FAO, 2016). In recent decades, the farm gate value of strawberries in Canada 

has rapidly increased each year generating almost 129 million CAD in 2017 (Statistics Canada, 

2018a). However, strawberry cultivation is decreasing in Canada (Statistics Canada, 2018b). Major 

cultivation constraints to strawberry in Canada include both biotic (fungal diseases and insects) 

and abiotic (low temperature injury) stresses (Elmhirst, 2015). Strawberry powdery mildew 

(Sphaerotheca macularis) (PM) is a serious fungal polycyclic disease affecting strawberry 

production in warm and dry climates (Maas, 1998). The powdery spots develop on all parts of the 

plant except roots and reduce crop yields by causing decreased fruit set, inadequate ripening, fruit 

cracking and deformation, poor flavour development and reducing post-harvest storage time 

(Pertot et al., 2008). These obligate fungal pathogens are typically responsible for 30 to 70% loss 

of yield (Liu, 2017). The disease can also cause serious damage to foliage with reduction of 

photosynthesis that can lead to necrosis and eventual defoliation (Maas, 1998). Generally, the 

initial symptoms of PM are white patches of mycelium on the upper or lower leaf surfaces and leaf 

edges may roll upward and reddish irregular spots appear on the upper surface on the leaf as the 

disease progresses (Nelson et al., 1995 and 1996). Thus, recognition is the key factor to control 

the disease severity in strawberry fields. Farmer detect the presence of plant disease by visual and 

manual inspection, which is a time-consuming endeavour (Kobayashi et al., 2001). The visual 

inspection might also cause misjudgements and delay the scouting process, which might lead to 

lower crop quality and misapplied agrochemicals (Zhou et al., 2015). 
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Machine vision techniques (Al-Hiary et al., 2011; Arivazhagan et al., 2013; Al Bashish et al., 2011; 

Chaudhary et al., 2012) have been used to replicate human vision by combining different 

algorithms and hardware systems in plant disease detection of different cropping systems. Schor 

et al. (2017) applied machine vision techniques as an automated disease detection tool ensuring 

timely control of PM and TSWV diseases. Image texture analysis is widely used as a best image 

processing approach to extract key plant health information compared with colour and shape 

feature analysis. Li et al. (2017b) suggested cucumber fruit identification is difficult because of 

colour similarity and complex background with colour discrimination by using colour features. An 

automated analysis of shape feature is a key challenge because of variation presented by a species 

and even by a single plant (Remagnino et al., 2017). Conversely, texture analysis can achieve with 

higher accuracy to identify early and late scorch, as well as fungal diseases, with a software 

solution that extracted textural features from red-green-blue (RGB) images (Arivazhagan et al., 

2013). The colour co-occurrence matrix (CCM) based textural analysis was introduced for plant 

identification (Shearer & Holmes, 1990) and leaf and stem disease classification (Al Bashish et 

al., 2010). Choudhary and Gulati (2015) detected scorch and spot diseases of different plant species 

by using CCM based texture analysis and achieved 100% accuracy. Although the features 

themselves are not enough for object identification, requiring classifiers for further plant disease 

recognition after extraction. Artificial neural networks (ANN), support vector machines (SVM), 

and k-nearest neighbors (kNN) based supervised machine learning classifiers are mostly applied 

in agricultural research (Mucherino et al., 2009). These approaches have successfully classified 

different plant diseases with a high success rate (Al Bashish et al., 2011; Sankaran et al., 2011; 

Omrani et al., 2014). However, variabilities in performance have been reported through different 

studies (Pydipati et al., 2005; Wang et al., 2008; Camargo & Smith, 2009; Xu et al., 2011; 
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VijayaLakshmi & Mohan, 2016; Yano et al., 2017). In particular, the application of inappropriate 

classifiers has been found to result in poor performance and higher misclassification rates (Miller 

et al., 1998). Therefore, selecting an appropriate classifier for PM detection is of critical 

importance. 

 

To date, there has been very limited research conducted applying machine vision with different 

learning algorithms for powdery mildew disease detection in strawberry cropping systems. Yang 

et al. (2018) recognized the presence of PM disease on strawberry leaves using CNN. However, 

the experiment was conducted to detect PM disease on harvested single leaf that is not common in 

strawberry field. Therefore, the aim of this study was to evaluate a series of supervised classifiers 

for detection of strawberry powdery mildew disease from strawberry branch leaves. 

4.1 Materials and Methods 
 

4.1.1 Study Area and Experimental Overview 

 

Three strawberry fields were selected in western Nova Scotia, Canada to collect strawberry leaf 

image samples. The selected fields were located on two farms in Debert: The Millen farm site I 

(Field I: 45.429˚N, 63.484˚W), Millen farm site II (Field II: 45.429˚N, 63.481˚W), and one in 

Great Village: The Balamore farm site I (Field III: 45.413˚N, 63.567˚W). The Albion strawberry 

variety was cultivated in two fields (Field I and Field II), and Ruby June variety cultivated in Field 

III. There was no difference in PM symptoms on leaves between both varieties. All image samples 

were taken between July 09 to July 27, 2018. The leaf samples used were collected based on 

experienced field scouts by monitoring white patches of mycelium on upper leaf surface. A total 

of 6,000 images (healthy, PM and other diseases affected) were collected from all fields to conduct 
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these experiments under artificial cloud lighting condition (ACC). A description of ACC was 

presented in Chapter 3. The experimented images of healthy and PM leaves were presented in Fig. 

4-1 and 4-2. The images were manually divided into two sets containing of 3,600 images for 

training and 2,400 images for validation in three different classifiers. Internal, external and cross 

validations were experimented for performance evaluation of this study. The performances 

evaluated by recall, precision and F-measure were defined in Chapter 3 (Sec 3.1.4.2). Internal 

validations were conducted with a portion of the data (60% of total) collected from a certain field 

was used for training while the remaining data (40% of total) from that field was used to validate 

the results. Cross validation was done with 5-fold, splitting the total data from all fields in 5 

different subsets and then 4 sets of data were utilized for training and separate one set for 

validation. Correspondingly, other 4 sets used for training and remaining one set used for 

validation and vice versa. The data set was divided into k subsets and a holdout method was 

repeated k times. At each time, k-1 subsets were utilized for training and kth subsets was utilized 

for testing. Finally, the average error across all k trials was computed. Thereafter, every data point 

gets to be in a test set exactly once and gets to be in a training set k-1 times. In case of external 

validation, Field I and Field II images were used to train the classifiers and remaining Field III 

images were used for validation. Similarly, Field I and Field III were used for training and Field 

II for external II validation. Final external validation was done with Field II and Field III for 

training and Field I for validation. 
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Figure 4-1. Experimented healthy leaves image sample 

 

 
 

Figure 4-2. Experimented powdery mildew affected leaves image sample 

4.1.2 Image Processing 

 

The image acquisition system consisted of two major components: an ACC on a mobile platform 

and two digital colour µEye camera (model: UI-1240LE/C, IDS Imaging Development System 

Inc., Woburn, MA, USA) with a sensor resolution of 1280 × 1024 pixels and a complementary 

metal oxide semiconductor sensor for taking very detailed images. The two camera were best fit 

to cover 4 feet (1.2192 m) wide strawberry row and to avoid image overlapping. The images were 
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taken by two cameras having ACC system installed over a mobile platform and saved from the 

camera in the RAW format, were subsequently converted to Windows Bitmap (BMP) format to 

overcome loss related issues caused by image compression. The images were processed with a 

hardware system composed of an Intel® CoreTM i5-4210U CPU @ 2.40 gigahertz and 4.00 

gigabyte Random Access Memory laptop (Toshiba Corporation, Minato, Tokyo, Japan). A custom 

image acquisition program was developed during this study using C# programming language 

(Microsoft Corp., Redmond, WA, USA) for a 64-bit Windows 7 operating system. The details of 

image acquisition software and hardware system are briefly described in Chapter 3 (Sections 3.1.1 

& 3.1.2). 

The image processing steps began with conversion of blue, green and red (BGR) image into green 

ratio, luminance (Lm), HSI images. According to Meng et al. (2015), the HSI colour space works 

better than RGB (red, green and blue) and YUV (luminance, chrominance and chroma) for image 

processing in field conditions. HSI color space represents colors similarly how the human eye 

senses colors which help to get better information from an image. The HSI colour space 

represented the purity of colour such as pure blue (B), green (G), and red (R) in terms of degree, 

whereas saturation represented the measure 1 to 0 to which pure colour is diluted by neutral colour 

(Gonzalez & Woods, 2018). The B, G, and R intensity levels of individual pixel of an image were 

utilized to calculate the hue (H), saturation (S) and intensity (I) components of that pixel by using 

the geometrical transformation relationships. These relationships were defined by the International 

Commission on Illumination (CIE) chromaticity diagram (Gonzalez & Woods, 2018). The colour 

co-occurrence matrices (CCMs) were constructed from converted images, followed by feature 

extraction. The H, S, I and L images were converted using equations suggested by Gonzalez and 

Woods (2018). 
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The CCMs were implemented in C# programming language with five converted images from one 

image and extracting a set of 10 features from individual CCM. Since frequency in the CCMs is a 

function of angular relationship and distance between neighboring pixels, in this research an 

angular relationship of 0˚ and a displacement vector of 1 pixel were selected for CCMs 

construction. The displacement vector of 1 pixel was selected as it provided exceptional results 

when varied between 1 and 5 (Chang et al., 2012). The resulting normalization of each CCM value 

varied from 0 to 1.  

A total of 50 textural features were extracted from an individual image after constructing the CCM. 

The texture features such as contrast, homogeneity, entropy, dissimilarity, angular second moment, 

inverse difference moment, average, sum of square, product moment and correlation were 

extracted to detect strawberry PM disease. Image feature extraction equations are given in Chapter 

3 (Section 3.1.3). 

4.1.3 Data Normalization 

 

A total of 50 features were extracted from one image that were utilized as inputs for classifiers 

after feature reduction. Twenty-three features were selected for classification. The feature 

reduction procedure is presented in Chapter 3 (Section 3.1.4.1). The non-normalized data was 

found to reduce the performance of the classifiers. In order to enhance the performance of 

classifiers, the input data was normalized (Lee et al., 2004) and hence outputs obtained were also 

normalized quantities. The following equation was used for the normalization of the data (Eq. 4-

1). 
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Where,  

iu = Normalized value of input  

iR = Actual value of input 

iMin = Minimum value of input 

iMax = Maximum value of input 

 

4.1.4 Classifiers 

 

In this study, different types of classifiers were evaluated to determine the most effective at 

classifying strawberry powdery mildew disease using CCM based textural features analysis. The 

three supervised learning classifiers evaluated were the ANN, SVM, and kNN by using ACC 

collected images.  

4.1.4.1 ANN Classifier 

 

The textural features of the CCMs were used to provide the input data for training the ANN 

classifier. Neural network models were found to incorporate all the selected textural features in the 

discrimination scheme. Peltarion Synapse (Peltarion Corp., Stockholm, Sweden) was used for 

classifying the textural features, as well as images of healthy and powdery mildew affected leaves. 

A back-propagation artificial neural network (BP-ANN) algorithm was applied for training of the 

proposed network. The 23-46-46-1 network structure was examined which represents twenty-three 

nodes for the input layer, forty-six nodes for two hidden layers each, and one node for the output 

layer for the data analysis (Figure 4-3). The extracted textural features were selected as inputs for 
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the input layer and corresponding healthy or disease labels (powdery mildew and other diseases) 

were established as an output in the output layer. All the settings of developed models were kept 

constant, the mathematical functions were changed and, finally MAE and RMSE were recorded to 

find optimal mathematical function for this study. Four different functions such as the tanh 

sigmoid, exponential, logistic sigmoid, and linear transfer were used to translate the input signals 

into output signals ranging from 0 to 2 (i.e., 0, 1 and 2). The predictor model used was the Mean 

Absolute Error (MAE) and Root Mean Square Error (RMSE) to find the best model structure. The 

MAE is a measure of absolute difference between actual and predicted observation and the RMSE 

is the square root of the average of squared differences between prediction and actual observation 

that measures the average magnitude of the error. 

 

 

 

 

 

 

 

 

 

Figure 4-3. ANN Structure 

The training process was initiated using randomly selected initial weights and biases. The 

experimental conditions involved a supervised training mechanism providing the network output 

by labelling. The MSE and RMSE values were used to determine the performance of the model 

structures. The activation or non-linear function was determined by the presence of particular 

Input layer 

2-Hidden layer 

Output layer 

Textural 

features Classified 

image 



55 

 

neural features that determined the optimal weights. The neural network performed a non-linear 

transformation on the input variables (N) to achieve an output (M) by Eq. (4-2). 

{M} = f ({N}) (4-2) 

 

Where, 

 M = Output 

f = Non-linear function 

N = Input variables 

Four ANN model structures were developed and tested to discover a satisfactory mathematical 

function to process image data. Seventeen simulations of the ANN model were conducted to select 

the optimal three model structures. The size of input layer and two hidden layers with 

corresponding neurons was considered enough to model the continuous non-linear functions. 

Additional hidden layers may cause over and under fitting of the model (Torrecilla et al., 2004). 

All the selected models were run at an epoch size (iterative steps) of 15,000 with learning rate of 

0.1. To determine the optimal epoch size, the best selected ANN model was operated at different 

epoch sizes at an interval of 1,000 and the error values of MAE and RMSE were calculated at each 

interval. According to Madadlou et al. (2009), the epoch size has a major influence on error terms. 

The momentum term of 0.7 was used to develop ANN models. The best model structure and 

mathematical function were selected based on lower MAE and RMSE values and by comparing 

the actual and predicted values. Finally, the model developmental process was completed having 

acceptable errors (i.e., MAE <0.003 and RMSE <0.005) from predicted data set compared with 

actual data set. The MAE is more robust (less sensitive to outliers) compared to MSE. Thus, MSE 
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and RMSE were best fit for calculating error in our study. After training the model, the 

performance of the ANN model was tested by employing the internal, external, and cross 

validation separately (Fig. 4-4).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-4. Flowchart of artificial neural network algorithm for model development 
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4.1.4.2 SVM Classifier 

 

A SVM classifier was selected for these experiments based on previously established studies 

reporting efficient implementation and performance for high dimensional problems and small 

datasets. The classifier was tested to exemplify the effectiveness of powdery mildew disease leaf 

classification from healthy and other diseases leaves. The feature vectors were applied as the input 

to the SVM classifier after normalization. Training and testing were evaluated for measuring the 

performance of the classifier. MATLAB® Classification Toolbox version 2017a (MathWorks, 

Natick, MA, USA) was used for SVM performance evaluation. The general concept of SVM 

(Figure 4-5) is to provide a solution of classification problems by calculating the input vectors into 

a new high-dimensional space through some nonlinear mapping and constructing an optimal 

separating hyperplane that measures the maximum margin to separate positive and negative classes 

(Cristianini & Shawe-Taylor, 2000). The SVM constructs a hyperplane in the space to observe the 

training input vector in an n-dimensional space for classification that has the largest distance to 

the closest training data point of any class. A linear and separable sample set belonging to separate 

classes are separated by the hyperplane. The generalization ability of SVM model is better as the 

distance between the closest vectors to the hyperplane was maximized. The mathematical form of 

SVM classifier is as follow: 

F ∶ UX → Q (4-3) 

 

Where, specified data set mapping is made via a map function F from input space into higher 

dimension feature space Q (dot product space). 
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A linear learning algorithm was performed in Q which required the evaluation of dot products. If 

Q is of a higher dimensional value, then the right-hand side of Eq. 4-3 will be very costly to 

compute (Schölkopf & Smola, 2002). Hence, kernel functions are utilized using the input 

parameters to compute the dot product in the feature space for the non-linear data. 

Five different kernels including linear, quadratic, cubic, fine Gaussian and RBF were utilized for 

experimentation. One promising kernel was selected based on internal and 5-fold cross validations 

performance for external validation. Internal, external, and cross validations were tested for 

performance evaluation of classifier. Two fields of data were used for training and one field of 

data was simultaneously utilized for testing. The external validation process began with exporting 

the model after development. The exported model was used in C# for testing experimental image 

data. The exported model tested the data from separate fields that were not used for training the 

model. Finally, the accuracy was determined based on correctly classified textural features from 

diseases and healthy strawberry leaves. 

 

 

 

 

 

 

 

Figure 4-5. Working principle of SVM classifier 

4.1.4.3 kNN Classifier 

 

Another supervised learning classifier evaluated in this study was the kNN. The kNN classifier is 

a non-parametric method that separates a test object according to the class of majority of its kth 

  

Nonlinear 

mapping 
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nearest neighbour in the training set. It applies the Euclidean distance in the multidimensional 

space as a similarity measurement to separate the test objects. k represents the number of highly 

data-dependent tuning of neighbours and uses uniform weights meaning which is assigned the 

value to a query point is computed from a simple majority vote of the nearest neighbours. The 

unknown object in the query object is compared to every sample of objects which are previously 

being used to train the kNN classifier. The distance measurements of kNN classifier were 

conducted using Euclidean distance with the following equation:   

 

Where P and Q are represented by feature vectors P = (m1,m2,m3…….,mx ) and Q =

(n1,n2,n3…….,nx ) and x is the dimensionality of the feature space. The equation measures the 

Euclidean distance between two points P and Q. 

The performance of kNN varies with different kernel functions. Fine, cosine, coarse, cubic and 

RBF kernels were used for performance evaluation in this study. MATLAB software was used for 

implementing the kNN classifier. After normalizing the textural features, data classification was 

done between the data of healthy, powdery mildew and other diseases affected leaf images using 

kNN classification method. The performance of kNN classifier was evaluated by using internal, 

external, and cross validations. 

4.2 Results and Discussion 
 

4.2.1 Classification Using ANN  

 

EDp(P, Q) =  √
∑ (𝑚𝑖 − 𝑛𝑖)2𝑥

𝑖=1

𝑚
 (4-4) 
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The results from four network structures evaluated to obtain a suitable ANN network for data 

processing are listed in Table 4-1. The highest RMSE was derived from the exponential 

mathematical/transfer function (1.9732), compared to the other functions evaluated to classify 

healthy, powdery mildew and other diseases affected leaves. The tanh sigmoid function was able 

to process data with a reasonably low MAE (0.0031 to 0.0398) and RMSE (0.0037 to 0.0582) 

when compared to the other functions in the networks. Based on low error rates, tanh sigmoid was 

chosen for further processing. All the networks were operated at an epoch of 15,000, as there was 

no improvement in error even if the model was trained more than 15,000 epochs. The results 

corresponding to different epoch sizes are presented in Table 4-2. Farooque et al. (2016) also 

developed an optimal ANN model with an epoch size of 15,000 and reported the model was more 

suitable in capturing non-linearity of relationships between variables. 

Table 4-1. Tested mathematical functions at an epoch size of 15,000 with normalized data 

Model Structures 

Tanh Sigmoid Logistic Sigmoid Linear Exponential 

MAE RMSE MAE RMSE MAE RMSE MAE RMSE 

1W (23/23) & 1F (23/1) 

23 inputs 1 output 
0.0398 0.0582 0.0727 0.0824 0.2645 0.3426 1.6386 1.9732 

1W (23/23)1W 

(23/23)1F (23/1) 

 23 inputs 1 outputs 

0.0083 0.0102 0.0536 0.0682 0.1463 0.2105 0.6826 0.7690 

1W (23/46) & 1F (46/1) 

23 inputs 1 output 
0.0042 0.0048 0.0172 0.0206 0.1187 0.1925 0.6138 0.6872 

1W (23/46)1W 

(46/46)1F (46/1) 23 

inputs 1 output 

0.0031 0.0037 0.0101 0.0228 0.1016 0.1789 0.5277 0.6924 
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Where: W = weight layer; F = function layer;  

 

After determination of an optimal model, it was tested to select an appropriate epoch size testing 

with different numbers of epochs. In total, six different epoch sizes were analysed using the 

optimized model with a tanh sigmoid function (Table 4-2). The model (1W 

(23/46)1W(46/46)1F(46/1)) with an epoch size of 15,000 was selected as the best combination 

based on low MAE (0.0031) and RMSE (0.0037). The optimized model using epochs of 1,000, 

2,000, 3,000 and 4,000 resulted in higher MAE and RMSE values suggesting inferior performance 

compared to 15,000 epochs (Table 4-2). Although the epoch size 5,000 showed lower MAE and 

RMSE values, the 15,000 epoch was determined to be more sufficient for the model structure to 

perform the classification rather than other epochs due to lowest error rates.  

Table 4-2. Selection of approximate epoch 

Sr. 

No 
Model Structure Epoch 

     Tanh Sigmoid 

MAE RMSE 

1. 

1W (23/46)1W (46/46) 1F (46/1) 23 inputs 1 

output 

1,000 0.0738 0.0963 

2. 2,000 0.0384 0.0589 

3. 3,000 0.0137 0.0195 

4. 4,000 0.0093 0.0126 

5. 5,000 0.0056 0.0072 

6. 15,000 0.0031 0.0037 

Where: W = weight layer; F=function layer; 

 

Table 4-3 shows ANN classifier performances based on internal, external and cross validations 

with different datasets. The model classified healthy, powdery mildew and other diseases leaf 

images with higher accuracy in all the case of internal validations. The highest recall (98.75%), 

precision (98.75%) and F-measure (98.75%) were reported using healthy leaves during internal 

validation and the lowest recall, precision and F-measure of 80.82%, 86.04% and 83.64%, 



62 

 

respectively were measured with external-I validation for other diseases classification. Results 

suggested that the ANN classifier performed better at healthy and powdery mildew images 

classification with less numbers of misclassifications whereas comparatively higher 

misclassification rate was obtained by other diseases images. 

Table 4-3. Performance of ANN classifier for strawberry leaf images classification 

 Predicted               Performance 

Validations Response Healthy PM 
Other 

Diseases 
Total 

Recall 

(%) 

Precision 

(%) 

F- 

Measure 

(%) 

Internal 

Healthy 790 3 7 800 98.75 98.75 98.75 

PM 6 784 10 800 98.49 98.00 98.22 

Other 

Diseases 
4 9 787 800 97.89 98.38 98.16 

5-fold Cross 

Healthy 394 2 4 400 98.25 98.50 98.39 

PM 4 388 8 400 97.98 97.00 97.43 

Other 

Diseases 
3 6 391 400 97.02 97.75 97.42 

External Ia 

Healthy 578 23 65 666 90.73 86.79 88.50 

PM 26 569 71 666 87.27 85.44 86.24 

Other 

Diseases 
33 60 573 666 80.82 86.04 83.64 

External IIb 

Healthy 587 24 55 666 94.37 88.14 90.80 

PM 16 579 71 666 86.81 86.94 86.88 

Other 

Diseases 
19 64 583 666 82.23 87.54 85.10 

External 

IIIc 

Healthy 586 29 51 666 90.85 87.99 89.24 

PM 32 576 58 666 86.75 86.49 86.61 

Other 

Diseases 
27 59 580 666 84.18 87.09 85.77 

Where: aExternal-I: training with Field I + Field II and validated with Field III; bExternal-II: training 

with Field I + Field III and validated with Field II; cExternal-III: training with Field II + Field III and 

validated with Field I. 

 

4.2.2 Classification Using SVM 

 

Experimental results showed that the accuracy of the classifier varied with different kernel 

functions (Fig. 4-6). The highest overall performance (averaged values of internal and 5-fold cross 
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validations) was from the linear kernel (98.07%), whereas a 93.17% of accuracy was observed 

using the fine Gaussian kernel. The linear kernel also achieved the highest accuracy value of 

98.38% across internal validation (Fig. 4-6). The best kernel was selected by evaluating the 

accuracy of internal and cross validation, having the highest overall accuracy of approximately 

98.07% (Fig. 4-6). The accuracies were reported due to find out optimal kernel that used to analyse 

experimental image data for detection. 

 

Figure 4-6. Selection of kernel for SVM classifier 

Different assessments conducted for analysing the performance of the proposed SVM classifier 

with linear kernel and the test performances of SVM classifier are presented in Table 4-4. The 

SVM classifier predictions measured values at a high recall and precision rates. The highest recall, 

precision and F-measure were 96.75% for all cases during internal validation and the lowest recall, 

precision and F-measure values of 77.29%, 82.28% and 79.98%, respectively were calculated in 

external-I validation. The external validations (Table 4-4) results varied based on different field 

data used for validations. The highest external validation recall and precision were computed of 
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90.82% and 84.68% with Field II data and lowest with Field III data during validations. The higher 

recall, precision and F-measure rates of 96.73%, 96.25% and 96.46%, respectively also resulted 

with 5-fold cross validation through healthy leaf images (Table 4-4). 

Table 4-4. Performance of SVM classifier for strawberry leaf images classification 

 Predicted               Performance 

Validations Response Healthy PM 
Other 

Diseases 
Total 

Recall 

(%) 

Precision 

(%) 

F- 

Measure 

(%) 

Internal 

Validations 

Healthy 774 7 19 800 96.75 96.75 96.75 

PM 12 765 23 800 96.96 95.63 96.22 

Other 

Diseases 
14 17 769 800 94.82 96.13 95.54 

5-fold Cross 

Validation 

Healthy 385 4 11 400 96.73 96.25 96.46 

PM 8 380 12 400 95.72 95.00 95.32 

Others 

Diseases 
5 13 382 400 94.32 95.5 94.97 

External Ia 

Healthy 556 31 79 666 88.96 83.48 85.83 

PM 32 552 82 666 83.13 82.88 82.99 

Others 

Diseases 
37 81 548 666 77.29 82.28 79.98 

External IIb 

Healthy 564 26 76 666 90.82 84.68 87.30 

PM 38 559 69 666 83.31 83.93 83.65 

Other 

Diseases 
19 86 561 666 79.46 84.23 82.04 

External 

IIIc 

Healthy 558 35 73 666 88.15 83.78 85.67 

PM 36 561 69 666 83.73 84.23 84.01 

Others 

Diseases 
39 74 553 666 79.57 83.03 81.46 

Where: aExternal-I: training with Field I + Field II and validated with Field III; bExternal-II: training 

with Field I + Field III and validated with Field II; cExternal-III: training with Field II + Field III and 

validated with Field I. 

 

4.2.3 Classification Using kNN  

  

Fig. 4-7 shows the classification results using different kernels of kNN classifier model. The results 

from Fig. 4-7 show that the highest classification accuracy was obtained with fine kernel, 

approximately 88.84% during internal validation. The results also showed a fairly high 
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classification accuracy of 86.45% for RBF kernel at the time of internal validation, however the 

highest overall classification accuracy of 87.38% was achieved using the fine kernel. The fine 

kernel was selected as best for these experiments.  

 

Figure 4-7. Selection of kernel for kNN classifier 

 

Table 4-5 outlined the performance of kNN classifier in three different validations, e.g., internal, 

external and cross validation by using fine kernel. As shown in Table 4-5, the best performance 

achieved with internal validation having highest recall, precision and F-measure of 94.25%, 

90.13% and 91.92%, respectively for healthy images. Likewise, ANN and SVM classifier, the 

kNN also reported poor performance at the time of external validations, having lower scores of 

53.97%, 66.37% and 60.22% for recall, precision and F-measure, respectively using Field III data.   

The healthy and powdery mildew leaf images classified more correctly compared to other diseases 

images. The classifier performed better in internal and cross validations and achieved >80% 

74

76

78

80

82

84

86

88

90

Fine RBF Cosine Coarse Cubic

A
cc

u
ra

cy
 (

%
)

Kernels

Internal Validations (%) 5-fold cross validation (%) Overall Accuracy (%)



66 

 

success rates in all cases. Xu et al. (2011) reported in their study that kNN could successfully 

classified 82.5% of tomato diseases which is matched closely with our results with strawberry PM. 

Table 4-5. Performance of kNN classifier for strawberry leaf images classification 

 Predicted               Performance 

Validations Response Healthy PM 
Other 

Diseases 
Total 

Recall 

(%) 

Precision 

(%) 

F- 

Measure 

(%) 

Internal  

Healthy 721 16 63 800 94.25 90.13 91.92 

PM 19 697 84 800 90.05 87.13 88.40 

Other 

Diseases 
25 61 714 800 82.93 89.25 86.33 

5-fold Cross 

Healthy 348 9 43 400 94.05 87.00 90.00 

PM 9 339 52 400 86.70 84.75 85.61 

Other 

Diseases 
13 43 344 400 78.36 86.00 82.43 

External Ia 

Healthy 453 37 176 666 87.79 68.02 75.59 

PM 16 449 201 666 67.72 67.42 67.55 

Other 

Diseases 
47 177 442 666 53.97 66.37 60.22 

External IIb 

Healthy 479 52 135 666 90.55 71.92 79.16 

PM 27 466 173 666 67.63 69.97 68.91 

Other 

Diseases 
23 171 472 666 60.51 70.87 65.86 

External 

IIIc 

 

Healthy 444 67 155 666 83.46 66.67 73.22 

PM 32 452 182 666 67.16 67.87 67.55 

Other 

Diseases 
56 154 456 666 57.50 68.47 63.12 

Where: aExternal-I: training with Field I + Field II and validated with Field III; bExternal-II: training 

with Field I + Field III and validated with Field II; cExternal-III: training with Field II + Field III and 

validated with Field I. 

 

4.2.4 Discussion 

 

In this study, accuracy scores varied during external validations compared to internal and cross 

validations. The accuracies were lower when the classifiers were trained with one variety of 

strawberry plant and validated with another variety of strawberry plant. The Field I and Field II 

were cultivated with Albion variety and Field III with Ruby June variety. The poorest 
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performances were reported when the classifier tested with Field III (Ruby June) data because the 

training was done using the Albion variety from Field I and Field II. The improvements were 

noticed when the Field I and Field II data used for validation. In that case both of Albion and Ruby 

June variety used for training corresponding to the Albion data for validation. The textural 

differences of leaves between two strawberry varieties may cause the variability of performance. 

Al-Saddik et al. (2018) detected yellowness and Esca in Chardonnay grapevine variety using 

texture analysis of leaf images and reported the detection results will be varied for other grapevine 

varieties. This study used a single classifier to classify healthy, powdery mildew and other diseases 

leaf image at the same time. In future studies, we may apply a layered classifier that first discerns 

variety of strawberry and is followed by leaf image classification (i.e., healthy, powdery mildew 

and other diseases) in the second stage by using a second classifier. Many researchers have also 

been struggling to detect powdery mildew disease in different cropping systems (Ei-Helly et al., 

2004; Wspanialy & Moussa, 2016). Wspanialy and Moussa (2016) detected powdery mildew 

disease in tomato plants with a detection rates of 85% in a controlled greenhouse setting. 

The CCMs based image texture analysis using 23 features was found to be effective for this 

specific problem. Stepwise discriminant analysis was performed that could successfully reduce the 

number of textural features to find an optimum features model. The reduction method may also be 

required for future real-time applications that would require fast calculation. An ANN based plant 

disease detection system previously proposed by Kulkarni and Patil (2012) with diverse image 

processing techniques scored high recognition rates of up to 91% in pomegranate crop. They 

suggested that ANN based classifiers detect numerous plant diseases with combination of colour 

and texture features to recognize Alternaria, Bacterial Blight Disease and Anthracnose diseases. 

Ramakrishnan (2015) obtained much higher accuracies of disease detection, around 97.41% for 
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Ground nut. Their experiments were done with CCM textural analysis and back propagation ANN 

algorithm for detection of leaf disease. Results from our study using the ANN classifier with 

strawberry leaves and powdery mildew appear to support previous assertions as to the accuracy of 

ANN. The best performance reported using ANN classifier with (1W(23/46)1W(46/46)1F(46/1)) 

model where the external validation results were also higher than the other two classifiers. 

Islam et al. (2017) presented an approach that integrates machine learning (i.e., SVM) and image 

processing techniques to allow diagnosing diseases from potato leaf images. The proposed 

techniques provide a path toward automated plant disease diagnosis on a large, i.e. field, scale with 

potential accuracy of detection >95% using SVM classifiers. An image pattern classification was 

studied by Camargo and Smith (2009) for detection of the cotton crop diseases using SVM. The 

CCM, co-occurrence matrix having five features were extracted on their research and reached a 

classification accuracy of 90%. Their study suggested that texture-related features and SVM might 

lead to successful for classifying plant diseases but a study by VijayaLakshmi and Mohan (2016) 

reported some difficulty using SVM to understand the structure and size and speed limitations both 

in training and testing the data. Outcomes from our study resulted in similar limitations in speed 

of training but detection accuracies were also high in internal and cross validations. The speed of 

data processing was found to be slower in SVM model development (Fig 4-8). 
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Figure 4-8. Averaged training and testing times of classifiers 

In contrast, kNN had the lowest accuracy in plant disease classification. Sankaran et al. (2011) 

classified citrus disease in leaves resulting in overall accuracies of 83.3%, 86.8% and 86.8%, for 

1st derivative, 2nd derivative, and combined spectral features using kNN, respectively. Similar 

results were obtained in our study using kNN. The inferior results reported by kNN having the 

lowest recall, precision and F-measures scores compared to ANN and SVM. 

Therefore, despite having some misclassifications between healthy, powdery mildew and other 

diseases affected leaf images, the proposed study suggests the ANN classifier for 

classifying/detecting strawberry powdery mildew disease leaves using machine vision. 

4.3 Conclusions 
 

This study was completed to investigate the different supervised classifiers performance for 

classifying strawberry powdery mildew disease in leaf using machine vision. Three different 

classes of strawberry leaves (healthy and powdery mildew affected) were used for this study. 

Image texture based processing algorithms were developed for feature extraction by using colour 
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co-occurrence matrices (CCMs). A total of 50 features were extracted from single leaf image after 

conversion from RGB to g-ratio, Lm and HSI. Stepwise discriminant analysis was used to reduce 

the variable sets (features data) and to evaluate the potential classification accuracies. Three 

supervised classifiers (i.e., ANN, SVM and kNN) were studied to find the best model for 

strawberry powdery mildew disease classification. Overall results of this study reported ANN 

classifier achieved the highest recall (98.75%), precision (98.75%) and F-measure (98.75%) with 

less data processing time (average training time 8s and testing time 2.38s) compared to SVM and 

kNN. The SVM achieved the high accuracy of disease detection (recall: 96.75%, precision: 

96.75%, F-measure: 96.75%) but limitations associated with speed of training and testing of data 

were found (average training time 17s and testing time 5.03s). The poor performance achieved by 

kNN classifier with accuracies (recall: 94.25%, precision: 90.13%, F-measure: 91.92%). Results 

suggested that ANN classifier emerged as the best classification model for the task of strawberry 

powdery mildew disease classification. Consequently, it is recommended that the ANN classifier 

be further considered when applying the texture based machine vision technique in an outdoor 

scene, which will be the focus of future studies. 
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CHAPTER 5: DEVELOPMENT OF ON-THE-GO PRESCRIPTION MAP FOR 

STRAWBERRY POWDERY MILDEW DISEASE USING MACHINE VISION 

 

Abstract 
 

An essential part of strawberry cropping system is proper disease management to reduce losses in 

crop yield. Powdery mildew is one of the major diseases in strawberry which can cause significant 

yield losses. The objective of this research was to develop an on-the-go prescription map using a 

real-time machine vision system for detecting powdery mildew disease in strawberry under field 

condition. A real-time kinematics global positioning system, two cameras, a custom program and 

a ruggedized laptop computer were utilized for development of disease detection system. A custom 

image processing program was developed using colour co-occurrence based texture analysis along 

with artificial neural network technique to process and classify continuously acquiring image data 

simultaneously. Three strawberry field sites were used to evaluate the performance of the 

developed system. A total of thirty-six strawberry rows were tested within three fields and powdery 

mildew detected points were measured manually followed by automatic detection system. The 

manually detected points were compared with automatically detected points to ensure the accuracy 

of the developed system. Results of regression and scatter plots revealed that the system was able 

to detect disease having mean absolute error values of 4.00, 3.42 and 2.83 per row and root mean 

square error values of 4.12, 3.71 and 3.00 per row in field site-I, field site-II and field site-III, 

respectively. The slight deviation in performance was caused by high wind speeds (<8 km h-1) and 

presence of spider mite disease during test in strawberry fields were reported. 

Keywords: Machine Vision, Powdery Mildew, Real-Time, Field Test Evaluation  
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5.0 Introduction 

 

Machine vision is a promising technique usage has grown in last few decades to detect plant 

diseases in the open field (Sankaran et al., 2010) and, fast and accurate monitoring. Imaging in the 

open field is a challenge compared to imaging under laboratory conditions due to harsh and 

difficult to control environment. The highly variable and adverse operating environments offer 

random variations and imperfections of input images that can easily influence the accuracy and 

precision of machine vision specifically used in open agricultural fields (Romeo et al., 2013). 

Pajares et al. (2016) provided the guidelines for selection of appropriate agricultural machine 

vision systems considering the adverse conditions on outdoor environments with high variability 

on the illumination, irregular terrain conditions or different plant growth states for optimum 

performance. Lee et al. (1999) developed a real-time intelligent machine vision system which was 

only capable to detect 47.6% of weeds properly with 24.2% over-sprayed tomato plants in outdoor 

condition for commercial application. Sabzi et al. (2017) suggested a machine vision system based 

on hybrid artificial neural network-harmony search classifiers for automatic segmentation of plants 

under different illumination conditions and claimed to be applicable for all field applications with 

higher accuracies. However, the tests were not conducted using mixed canopy conditions that are 

common in agricultural fields. Therefore, a feasible real-time machine vision system needs to be 

developed to detect plant disease under mixed canopy field conditions. 

 

A prescription map is a set of instructions that contains rate information so that variable rate 

controller can apply the appropriate application to the specific location. Prescription maps utilize 

geographical information systems (GIS) to evaluate variable rate technologies for different 

cropping systems (Carrara et al., 2004; Miller et al., 2004; O’Shaughnessy et al., 2015), spot 
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applications (Zaman et al., 2011; Esau et al., 2014), weed mapping (López-Granados et al., 2016; 

de Castro et al., 2018), crop disease map (Yang et al., 2016) and site specific managements (Brown 

et al., 1995; Fleming et al., 2000; Amaral et al., 2018). Saleem et al. (2013) used a prescription 

map with variable rate spreaders for site-specific fertilizer application in wild blueberry fields. 

Miller et al. (2004) applied granular fertilizer in citrus and observed GPS map based control were 

similar to those found for real-time control. Prescription maps also incorporate well with real-time 

machine vision systems in different cropping systems to detect weeds, bare spots and fruits (Tian, 

2002; Zhang et al., 2010; Esau et al., 2014). 

 

Strawberry powdery mildew is a serious disease affecting strawberry production during warm and 

dry climates (Mass, 1998) and reduce crop yields by causing decreased fruit set, inadequate 

ripening, poor flavour development, fruit cracking and deformation, and reducing post-harvest 

storage time (Pertot et al., 2008). Although the detection of powdery mildew is time consuming, 

inappropriate, labour intensive and human dependant, an automated detection system is crime 

needed for strawberry growers in real-time field condition. Many studies have been conducted for 

weed detection in real-time but a very limited numbers of studies have been conducted for real-

time plant disease detection in agricultural fields. Therefore, the objective of this study is to detect 

strawberry powdery mildew disease in real-time field conditions and develop an on-the-go 

prescription map to support fungicide application decisions. 

 
 

5.1 Materials and Methods 
 

5.1.1 Machine Vision System Development 
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A machine vision system was developed with a mobile platform using locally available bicycle 

parts to minimize the cost. The picture of machine vision system was presented in Chapter 3 (Sec 

3.1.2). The system was controlled by the rear wheels, similar to a shopping cart. An ACC, artificial 

cloud lighting condition system was mounted on the mobile platform to minimize the illumination 

variation during image acquisition. The description of ACC was presented in Chapter 3 (Sec 3.1.2). 

The system was run over single strawberry rows and slim bicycle wheels were used to minimize 

the damage of strawberry runners during the study. The system consisted of two μEye 1240 LE/C 

colour cameras (IDS Imaging Development System Inc., Woburn, MA, USA), a HiPer® 

lite + RTK-GPS (Topcon positioning systems Inc., Livermore, CA, USA) for geo-referencing and 

ruggedized laptop computer (Toshiba Corporation, Minato, Tokyo, Japan). Each of the cameras 

covered a 0.61 m (length) of section in strawberry row. Cameras were connected directly using 

universal serial bus (USB) cables to the laptop computer. The cameras had a 0.3 m working depth 

from the camera sensor to leaf canopy. The 0.3 m working depth performed better for strawberry 

powdery mildew detection based on work presented in Chapter 3 (Sec 3.2.4). The system speed 

was 1.5 ± 0.4 km h-1 and that was maintained constant during the study by continuous visually 

monitoring the GUI display. The system speed (in knots) was parsed from RTK-GPS string and 

converted into metric units (speed (ms-1) = 0.51444 × speed (knots)). Digital gain and exposure 

time were automatically controlled by auto gain control and auto exposure shutter. Details of 

camera settings and hardware system were presented in Chapter 3 (Sec 3.1.1). The RTK-GPS 

antenna was mounted over the cameras to record the coordinates simultaneously. The RTK-GPS 

position of the images was continuously stored in laptop computer by using National Marine 

Electronics Association (NMEA-0183) standard code sentences. The program was designed to 
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only store the powdery mildew images location when it was detected into a comma-separated 

values (CSV) file. 

 

A real-time strawberry powdery mildew disease detection algorithm was developed in C# using 

Visual Studio 2017 (Microsoft, Redmond, WA, USA). The algorithm was capable of processing 

images to differentiate powdery mildew affected leaf from healthy and other diseases leaves. 

Image pixel and area of interest dimensions were same as Chapter 3 image acquisition. The 

algorithm was built to acquire the image from the cameras and transfer onto the laptop for image 

processing. The image processing stage began with a conversion of red-green-blue (RGB) image 

into green ratio, hue, saturation and intensity images. The real-time algorithm did not account 

luminance image features for detection due to not having any improvement was made, presented 

in Chapter 3 (Sec 3.2.1). The details of image processing functioning were given in Chapter 3 (Sec 

3.1.3) and 4 (Sec 4.1.2). Image processing works was conducted using a colour co-occurrence 

matrix (CCM) based texture analysis and a total of 23 features were extracted. The extracted 

features were analyzed to detect powdery mildew disease by using an artificial neural networks 

(ANN) classifier. The ANN was performed better than other classifiers presented in Chapter 4 

(Sec 4.2.1 & 4.2.4). The detection results of geo-referenced coordinates location were imported 

into ArcGIS 10.5 computer software (ESRI, Redlands, CA, USA) for prescription mapping. The 

overview of real-time detection algorithm is presented in Fig. 5-1. 
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Figure 5-1. Flow chart of real-time strawberry powdery mildew disease detection algorithm 

 

5.1.2 Testing of Machine Vision System in Strawberry Fields 

 

The testing of real-time machine vision system performance to detect powdery mildew disease in 

strawberry fields were carried out on 6th, 7th and 13th August 2018 at sites in Debert, Nova Scotia. 
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The tests were conducted during sunny days, having the temperatures ranging from 20 to 32 ºC 

with 50 to 82% RH and wind speeds ranged from 3 to 14 km h-1 (National Climate Data and 

Information, 2018). The software interface of machine vision system is presented in Fig. 5-2. The 

communication between RTK-GPS and laptop computer was directed using setting (COM Port 1 

(computer port 1), baud rate 9,600, stop bit none and parity bit 1). The speed of the system was 

calculated from NMEA-0183 standard code system directly from RTK-GPS data displayed in GUI 

(Fig. 5-2). The latitude and longitude were also recorded from standard code from RTK-GPS. The 

checkbox of camera selection added to control the two cameras used for image acquisition. 

Although the experiments used four processed images from one camera, two picture boxes (for 

one camera) were added in the real-time software due to a lack of space in the GUI display. The 

processed g-ratio and hue images were displayed from both cameras. The program was able to 

process the images to differentiate powdery mildew leaf images for the strawberry fields in real-

time from both images taken by the two cameras. The system performance was evaluated by 

correlating the manual detection results with the automatic system detection results from both 

cameras in all the fields. Detection maps also called prescription maps were developed from the 

experimental data using ArcGIS 10.5 software. 
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Figure 5-2. Machine vision based powdery mildew disease detection software interface. (a: g-

ratio image from camera 1; b: hue image from camera 1; c: g-ratio image from camera 2; d: hue 

image from camera 2) 

5.1.2.1 Experimental sites 

 

Three strawberry field sites were selected in Debert, Nova Scotia to evaluate the performance of 

machine vision based powdery mildew disease detection system. The fields were Debert site I 

(field 1; 45.429318°N, 63.483843°W), Debert site II (field 2; 45.429611°N, 63.48114°W) and 

Debert site III (field 3; 45.429098°N, 63.480276°W). A commercial 12-hectare strawberry farm 

was used to conduct this study. All fields were cultivated with Albion strawberry variety. The 

fields were cultivated in strawberries over the past several years and were commercially managed. 

A total of 12 randomly selected strawberry rows were tested from one side of each field. The 

experimental field image is shown in Fig. 5-3. The strawberry rows evaluated had dimensions of 

1.22 m × 220 m (wide × length) for field site-I and 1.22 m × 180 m for field site-II and field site-

III with a 0.31 m buffer between rows. 

 

 
 

Figure 5-3. Experimental Strawberry Field 
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5.1.2.2 Manually Powdery Mildew Detection 

The manual detection of powdery mildew disease was based on recommendations from two 

experienced field scouts who checked for symptoms including white patches of mycelium on the 

upper leaf surface, roll upward leaf edges and reddish irregular spots on leaf. The number of 

detected points of powdery mildew affected plants in a single row were logged in a paper notebook 

(Hilroy, Mississauga, ON, Canada) after counting. The locations of the detected points were 

recorded at the meantime using ProMark3 mobile mapper (Thales Navigation, Santa Clara, Ca). 

The mobile mapper was calibrated before using to detect the manually detected points. Calibration 

was made by logged about 50 points by mobile mapper that were used to compare with the same 

points measured by RTK-GPS to find out the errors of mobile mapper. The measures points were 

located 8-30 cm away from each point to another. 

 

5.1.2.3 Automatically Powdery Mildew Detection 

The machine vision system was deployed over individual rows of strawberry plants for continuous 

image acquisition by the two cameras. A total of 36 rows were covered over three strawberry fields 

(12 rows each) in this study. The images were processed through texture analysis by CCM and 

followed by detection using the ANN classifier. The powdery mildew detected leaf image 

locations (latitude and longitude) were saved automatically to a CSV file using a function in the 

custom software. Manually and automatically detected points were compared by manually 

counting points to evaluate the outcomes of the system. The detected points were mapped to create 

prescription map using the co-ordinates (longitude and latitude) collected from RTK-GPS and 

mobile mapper.  
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5.1.3 Statistical Analysis 

Linear regression analysis was used to compare the results of manually measurements and 

automatically measurements separately in each field by using Minitab 18 statistical software 

(Minitab Inc., NY, USA). The coefficient of determination (R2), mean absolute error (MAE) and 

root mean square error (RMSE) were calculated. A paired t-test was also used to compare the mean 

of two measurements in Minitab version 18. 

 

5.2 Results and Discussion 

The machine vision based powdery mildew disease detection system was tested on three 

strawberry field sites and corresponding testing results are presented in Fig. 5-4, Fig. 5-5 and Fig. 

5-6 for field site-I, field site-II and field site-III, respectively. The linear regression model showed 

that automatically powdery mildew detection from the system to the strawberry plants was highly 

significantly correlated with manually detection for field site-I (R2 = 0.93; P< 0.001; N = 12) (Fig. 

5-4). The system also showed strong correlation significantly with the other two fields (field site-

II: R2 = 0.88; P< 0.001; N=12, field site-III: R2 = 0.92; P< 0.001; N=12) (Fig. 5-5 & Fig. 5-6). The 

MAE and RMSE were also calculated from all field tests. The results showed that higher MAE 

and RMSE were obtained from field site-I test (4.00/row and 4.12/row). Lower MAE and RMSE 

were noted in validation with field site-III, having values of 2.83/row and 3.00/row, respectively. 

The MAE calculated values from three fields were lower than RMSE values because MAE does 

not give undue importance to large errors (Meade, 2000). The co-efficient of determination (R2) 

was higher in field site-I test. However, the MAE and RMSE values were also higher compared to 

the other two fields. This was due to the number of powdery mildew affected plants being higher 

(more severe than others) in field site-I compared to the other field sites. The lowest R2 value was 
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0.88 generating from testing in field site-II due to slight deviation can be seen in the Fig. 5-5 

compared to others, where the detection points were comparatively more over or under estimated 

than other fields. The reason for over estimation might be the system accounted other diseases 

with white patch symptoms (i.e., spider mites) as powdery mildew disease. The under estimation 

was due to the higher density of plant leaves resulted in powdery mildew affected leaves being 

hidden under leaves. The variations in plant leaf density may have contributed to determine 

machine vision system accuracy. Palleja and Landers (2015) noted the plant density could be 

caused errors for image processing in describing the importance to plant density measurements. 

Ali et al. (2018) also encountered the problems of over and under predicted problems to examine 

the ripening of wild blueberries for appropriate harvesting time using image processing based blue-

ratio algorithm, which were similar to present study problems. 

 

   

Figure 5-4. Manually and Automatically Detected Points Comparison for Field Site I 
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Figure 5-5. Manually and Automatically Detected Points Comparison for Field Site II 

 

 

Figure 5-6. Manually and Automatically Detected Points Comparison for Field Site III 
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A direct comparison of manually and automatically detected powdery mildew disease in 

strawberry fields are presented in Fig. 5-7. The more pronounced fluctuations were observed in 

the field site-II testing the strawberry rows (12-24 rows) with high wind speed (7-14 km hr-1) for 

powdery mildew detections. The comparatively lower fluctuations were reported in field site-I (1-

12 rows) results where the wind speed was 4-10 km hr-1and followed by field site-III (25-36 rows) 

was 3-8 km hr-1. Although the wind speed was comparatively higher in field site-II test, the 

movement of the branches and the leaves during real-time testing was a bit faster. Another reason 

could be the position of a plant leaves changed from frame to frame due to the wind moving the 

leaves resulting in a false match, which was a similar observation reported by Shrestha and Steward 

(2003). The wind speed has direct effects upon real-time machine vision system performance 

under field conditions were also reported by previous studies. Zhang and Chaisattapagon (1995) 

developed a machine vision system for weed identification which was successful during laboratory 

experiments but they pointed out that it was not practical for real-time weed detection, especially 

when a wind effect is considered. The wind speed can be causing blurring boundaries in the images 

which becomes quite complicated for image analysis (Guyer et al., 1986). Safren et al., (2007) did 

not account the leaf images for their experiments when the wind speed was too high. The numbers 

of affected plants were higher in field site-I compared to other two field sites due to longer row 

(220 m each) compared to other fields (180 m each). The misclassification rates of some strawberry 

rows were also higher. A reasonable explanation of this higher misclassification rate might be the 

plants in rows with large number of spider mite containing white spider net over the leaves. 
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Figure 5-7. Strawberry powdery mildew disease detection comparison row by row between 

manually and automatically 

The results of paired-sample t-test suggested that a statistically significant mean difference exist 

between two measurements (manual and automatic) for powdery mildew detection having a mean 

difference of 4.000 (95% CI, 3.336 to 4.664; P <0.001) for field site-I. The results also showed 

statistically significant results with a mean difference of 3.417 (95% CI, 2.460 to 4.373; P <0.001) 

and 2.833 (95% CI, 2.179 to 3.488; P <0.001) for field site II and field site III (Table 1), 

respectively. 

Table 5-1. Pair-wise t-test for manually and automatically powdery mildew disease detection 

Fields Detections Mean (points) S.D. (points) Mean diff. (points) p-value 

Field site-I 
Manual 22.330 3.960 

4.000 <0.001a 
Automatic 18.330 3.650 

Field site-II 
Manual 18.670 4.120 

3.417 <0.001a 
Automatic 15.250 3.390 

Field site-III Manual 14.833 3.380 2.833 <0.001a 
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Automatic 12.000 2.923 
aSignificant at a confidence level of α = 0.05 

 

Strawberry powdery mildew disease detection results from three field sites were mapped in 

ArcGIS 10.5 software are presented in Fig. 5-8, Fig 5-9, Fig. 5-10. The map of automatically 

detected points marked with red bullets were placed over manually detected points as a star signed 

bullets to examine the accuracy of the machine vision system. Subjective analysis of prescription 

maps indicated that the system could detect powdery mildew disease with 82.09%, 81.70% and 

80.90% accuracies for field site-I, field site-II and field site-III, respectively. The accuracies were 

calculated using the ratio of total correctly detected points with the machine vision system relative 

to the total manual detected points. Figure 5-8 identified the presence of powdery mildew diseases 

were higher in western and eastern parts of field compared to the central part. Correspondingly, 

the figure 5-9 showed western and central western parts were more severe than remaining parts of 

field site II whereas figure 5-10 indicated field site III was severe powdery mildew affected in 

eastern part. The map revealed field site III (Fig. 5-10) strawberry plants were less affected by 

powdery mildew disease compared to field site I (Fig. 5-8) and field site II (Fig. 5-9). The 

misclassifications were presented in all fields. The red bullets without having star bullets suggested 

that the system mistakenly detected the points as powdery mildew affected presented in all field 

maps. Consequently, the star bullets without containing red bullets over it revealed the points 

originally affected in powdery mildew measured by manual detection but the system couldn’t able 

to identify the points as powdery mildew affected. A total of 48 powdery mildew affected points 

were missed in field site I compared to 41 points and 34 points in field site II and field site III, 

respectively by the developed system. In contrast, the system inaccurately detected powdery 

mildew points were 31, 27 and 26 for field site-I, field site-II and field site-III, respectively (Fig. 

5-8, Fig. 5-9, Fig. 5-10). 
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Figure 5-8. Field I (Powdery mildew disease detection map) 

 

 

Figure 5-9. Field II (Powdery mildew disease detection map) 
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Figure 5-10. Field III (Powdery mildew disease detection map) 

Overall, our study identified some challenges associated with real-time machine vision system 

applications under field conditions, as previously reported by various researchers (Tian & 

Slaughter, 1998; Jafari et al., 2006; Jeon et al., 2011). A real-time crop and weed segmentation 

algorithm was developed by Jeon et al. (2011) that was able to detect 72.6% of crop correctly using 

ANN. Tian and Slaughter (1998) attempted to overcome the problems raised from field conditions 

by developing an environmentally adaptive segmentation algorithm, however the algorithm only 

correctly identified 45 to 67% of tomato cotyledons. This study detected over 80% of powdery 

mildew disease correctly in the fields studied. The wind effects were a primary driver of 

misclassification in this study and that will always be a major challenge to overcome in real-time 

field conditions. However, a high frame per second (FPS) camera might be a possible option to 

reduce the effects of wind in field experiments. 

 

 

 



88 

 

5.3 Conclusions 
 

Field based evaluation of developed machine vision based powdery mildew detection using image 

texture analysis was moderately successful. A total of 23 texture features along with ANN 

classifier were utilized for machine vision system development. Three strawberry field sites were 

selected for evaluating the performance of developed machine vision system. Manually measured 

powdery mildew detected points were compared with the real-time automatically detected points 

using the machine vision system. Results of linear regression plots showed significant correlations 

were presented between manually and automatically powdery mildew detected points. The MAE 

and RMSE of the detection results were 4.00, 3.42 and 2.83 per row, and 4.12, 3.71 and 3.00 per 

row for field site-I, field site-II and field site-III, respectively. The proposed machine vision system 

could detect disease with having 82.09%, 81.70% and 80.90% accuracies measured from field site-

I, field site-II and field site-III, respectively. The misclassification rates were bit higher due to 

spatial variability of wind speeds, effects leaf overlapping or density and presence of spider mites 

in field tests which can have notably affected upon system performance that needs to be addressed. 

The advancement of detection system would be needed considering different environmental 

factors affecting performance in future studies. Although the impartially misclassifications were 

reported in this study, the developed system can be economically viable option to detect powder 

mildew disease in real-time as there is no real-time automatic detection technique available till to 

date for strawberry cropping system. 
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CHAPTER 6: OVERALL CONCLUSIONS AND RECOMMENDATIONS 

Although agriculture has been a lot of technological advancements over the last couple of decades, 

detection of strawberry powdery mildew disease is still human dependent called manual scouting. 

In manual field scouting, human intellect can be harnessed in detecting disease to keep plant and 

fruit damage at a low level. However, the present trend of decreasing availability and increasing 

cost of field scouter has raised serious concerns on timely detection of strawberry powdery mildew 

disease especially in large scale farm. The strawberry growers are uniformly applying fungicides 

to control powdery mildew disease in three times of every two weeks. The powdery mildew 

diseases are not present uniformly in strawberry field that caused huge fungicide losses every year. 

The long-term goal of this study is to apply spot-application of fungicide by adding sprayer system 

into developed machine vision system, which can lead to wider adoption of automatic detection 

and spraying thus reducing dependency on field scouters. The task of automatic detection of 

powdery mildew disease in the strawberry field is a difficult problem due to several challenges 

and bottlenecks in sensing (machine vision based system for powdery mildew disease detection) 

technology. In this study, innovative image processing based machine vision concepts were 

investigated to address some of the bottlenecks in sensing technology, which would be 

incorporated into automatic spot application system development in the future study. The machine 

vision system composed of two cameras, an ACC chamber, a RTK-GPS, a custom made C# 

algorithm and a ruggedized laptop computer was developed. The developed system was mounted 

on a four-wheel cart based mobile platform for non-destructive detection of powdery mildew 

disease at leaves in strawberry fields. Performance of developed machine vision system was tested 

and evaluated in three selected strawberry field sites. Results of field evaluations using developed 

system and corresponding GIS maps revealed that machine vision system has potential to detect 
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powdery mildew disease in site-specific manner. Results of this study also revealed that the 

developed system preformed fairly accurate, rapidly, reliable and efficiently to detect powdery 

mildew disease in field scale with certain rates of misclassifications. 

6.1 General Conclusions 
 

The first objective of this study was to optimize the parameter influencing performance of machine 

vision system. The parameters including feature selection, illumination conditions, image 

acquisition speed and working depths were investigated and evaluated to select optimum 

conditions for developing a system. The RGB cameras were used during required image 

acquisition. No additional sensing camera and image features (accept texture features) were needed 

for successive powdery mildew detection, which significantly reduced the vision computation load 

and improved overall processing time. The illumination variations were the primary and major 

challenge, which can be lead to change the image contrast and colour completely. An ACC system 

was developed by this study could address the challenges come up with different illumination 

variations. In this study described in Chapter 3, the ACC achieved higher detection accuracies 

(95.26%, 95.45% and 95.37% for recall, precision and F-measure, respectively) collated with NLC 

(81.54%, 72% and 75.95% for recall, precision and F-measure, respectively). Unnecessary image 

features are not only increase the computational time but also decrease the accuracy in some cases. 

The present study noticed (described in Chapter 3) that the extracted 50 features from G-ratio, hue, 

saturation, intensity and luminance images were not needed to achieved optimum performance. 

The step-wise quadratic discriminant analysis suggested the combination of 23 features from 

extracted 50 features performed better to detect powdery mildew in leaves. The image acquisition 

speed is another parameter that inauspiciously effects on detection performance, which is needed 

to be adjusted. The study reported the acquisition speed with 1.0 km h-1 and 1.5 km h-1 provided 
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better performance among other designated speed values. Also, a working depth of 300 mm 

showed tremendous results among all working depths used for experimentations. 

The second objective of this study was conducted to select an optimal supervised classifier for 

powdery mildew detection that was used for real-time disease detection in strawberry fields. The 

detection results were varied with different classifiers used for analysis in machine vision system 

described in Chapter 4. Three popular supervised classifiers including ANN, SVM and kNN were 

appraised/evaluated with a dataset of 6,000 images. The ANN model structure 

(1W(23/46)1W(46/46)1F(46/1)) was selected by assessing the performance of different 

combination of model structure (by adjusting number of hidden layers and nodes). Similarly, the 

kernels (Linear and Fine) for SVM and kNN were selected by analysing the performance of 

different kernels upon powdery mildew disease classification. The powdery mildew disease 

classification rates using ANN achieved recall, precision and F-measure level of 98.49%, 98.00% 

and 98.22% during internal validation, the SVM achieved 96.96%, 95.63% and 96.22%, while 

kNN was 90.05%, 87.13% and 88.40%. The highest recall, precision and F-measure were resulted 

by ANN classifier (98.75% for all cases of internal validation in healthy leaves classification), 

whereas lowest accuracies reported by kNN having recall, precision and F-measure of 53.97%, 

66.37% and 60.22%, respectively during external-I validation. All classifiers performed poorly 

through external validation compared to internal and cross validations. The ANN achieved highest 

recall (88.96%), precision (83.48%) and F-measure (85.83%) for healthy leave images 

classification and kNN performed poorly having accuracies of 53.97%, 66.37% and 60.22%, 

respectively during other diseases leaves classification. The average training and testing times 

were lowest by ANN, having average training and testing times were 8 and 2.38 seconds. The 
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results prove the feasibility of real-time powdery mildew detection using ANN on strawberry leave 

images. 

The final objective of this study was to evaluate the performance of real-time machine vision 

system for strawberry powdery mildew disease detection in field scale. The real-time machine 

vision system composed of two cameras, a ACC, a ruggedized laptop computer and a RTK-GPS 

system. A graphical user interface based CCM algorithm was developed by C# and an ANN 

classifier was used for classification after feature extraction. Three strawberry fields were 

experimented and a total of thirty-six (twelve from each field) rows were randomly selected to 

conduct these experiments. Performance of this study was evaluated by comparing manually 

detected points and automatically detected points. The manually detections were made using a 

mobile mapper and automatic detection by developed machine vision system incorporated with 

RTK-GPS. The speed of the system was maintained around 1.5 km hr-1 during all the experiments. 

However, the wind speeds were varying between 3-14 km hr-1 which showed significant impact 

on detection accuracies. The ACC performed tremendously to reduce the illumination variation 

and maintained the light intensity ranged 800-900 lux. Results revealed that the detection system 

performed highly significantly correlated with manually detection for field site-I (R2 = 0.93; P< 

0.001; N = 12), field site-II (R2 = 0.88; P< 0.001; N=12) and field site-III (R2 = 0.92; P< 0.001; 

N=12). The system preformed poorly in field site-II compared to field site-I and field site-III due 

to high wind speed during experiment. Overall study reported the developed system can be 

detected over 80% of powdery mildew disease in strawberry field. The accuracy is fairly less 

because of various environmental factors affecting the performance of machine vision system 

during experiments. These study have been facing the major problem associated with wind speed 

which may be overcome using high FPS camera. 
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6.2 Future Recommendations 
 

Future work could install the smart spraying system along with machine vision based detection 

system to ensure spot application of fungicides into the strawberry fields. Results of this study 

emphasize the need to evaluate the performance of the developed machine vision system during 

spot spraying in different stages of powdery mildew disease development (early, mid and late). 

Higher leaf density presented a problem called occluded leaf by creating under fitting which needs 

to be evaluated in detail. Improvement would be to use multiple cameras in different angles to 

capture all leaves of strawberry plants. The higher wind speeds accounted as another major 

problem in real-time detection of powdery mildew disease which can be addressed by using high 

frame per second cameras. Additionally, severity/incidence of powdery mildew disease in field 

also need to evaluate in detail to help farmer in making decision about the control. 

The developed machine vision system can be modified to detect other diseases presented in 

different cropping systems. It also can help to transfer the technology to other cropping systems 

for detecting in-season diseases and weeds, thereby allowing the farmers to increase farm gate 

value of their crops. Deep learning (DCNN, deep convolutional neural networks) and other 

advanced artificial intelligence technologies can also be used to modify in existing system for 

detecting real-time strawberry powdery mildew disease in field. 
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