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Abstract

The Collaborative Emergency Centre (CEC) care model was initiated by the Nova Scotia Department of Health and Wellness in 2010. The CEC model of care appears to be a promising way to reorganize and improve emergency care for rural Nova Scotians. In this thesis, the focus is on improving operations of the daytime CEC where providers see patients who are scheduled, who walk-in, and who return from the nighttime CEC. The models developed in this thesis support the physician in determining how many patients to schedule and when to schedule them. The appointment scheduling system considers the unique characteristics of CECs. The number, and pseudo-optimal placement of scheduled appointments is determined with a simulated annealing procedure that uses computer simulation as the method of performance evaluation.
## List of Abbreviations and Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>Patient (scheduled or walk-in)</td>
</tr>
<tr>
<td>$d$</td>
<td>Replication # (day)</td>
</tr>
<tr>
<td>$D$</td>
<td>Number of replications</td>
</tr>
<tr>
<td>$t$</td>
<td>Slot</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of slots in a day</td>
</tr>
<tr>
<td>$\alpha_d$</td>
<td>Volume of scheduled patients that arrive to their appointment on day $d$</td>
</tr>
<tr>
<td>$\beta_d$</td>
<td>Volume of walk-in patients that arrive on day $d$</td>
</tr>
<tr>
<td>$A_{p,d}$</td>
<td>Arrival time of patient $p$</td>
</tr>
<tr>
<td>$S_{p,d}$</td>
<td>Start time of patient $p$</td>
</tr>
<tr>
<td>$L_{p,d}$</td>
<td>Appointment length of patient $p$</td>
</tr>
<tr>
<td>$E_{p,d}$</td>
<td>End time of patient $p$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>End of scheduled day for primary provider</td>
</tr>
<tr>
<td>$V_{s,t,d}$</td>
<td>Volume of scheduled patients in system at start of slot $t$ on day $d$</td>
</tr>
<tr>
<td>$E(V_{s,t})$</td>
<td>Expected volume of scheduled patients in system at slot $t$</td>
</tr>
<tr>
<td>$V_{w,t,d}$</td>
<td>Volume of walk-in patients in system at start of slot $t$ on day $d$</td>
</tr>
<tr>
<td>$E(V_{w,t})$</td>
<td>Expected volume of walk-in patients in system at slot $t$</td>
</tr>
<tr>
<td>$W_d$</td>
<td>Total waiting time for all patients on day $d$</td>
</tr>
<tr>
<td>$W_{b,d}$</td>
<td>Total waiting time for scheduled patients on day $d$</td>
</tr>
<tr>
<td>$W_{w,d}$</td>
<td>Total waiting time for walk-in patients on day $d$</td>
</tr>
<tr>
<td>$E(W)$</td>
<td>Average daily total waiting time for all patients</td>
</tr>
<tr>
<td>$E(W^s)$</td>
<td>Average daily total waiting time for scheduled patients</td>
</tr>
<tr>
<td>$E(W^w)$</td>
<td>Average daily total waiting time for walk-in patients</td>
</tr>
<tr>
<td>$U_d$</td>
<td>Provider utilization on day $d$</td>
</tr>
<tr>
<td>$E(U)$</td>
<td>Average provider utilization</td>
</tr>
<tr>
<td>$O_d$</td>
<td>Total provider overtime on day $d$</td>
</tr>
<tr>
<td>$E(O)$</td>
<td>Average daily overtime</td>
</tr>
</tbody>
</table>
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Chapter 1 Introduction

Outpatient appointment scheduling has long been recognized as a difficult process due to the random nature of the healthcare system [1]. Specifically, the variation in patient appointment lengths and arrival times makes efficient appointment scheduling a challenge. As healthcare costs increase, the desire for increased efficiency and the effective use of resources becomes more prevalent. A relatively new challenge in appointment scheduling involves accommodating walk-in patients [2], whom are unscheduled patients that arrive without notice. This research focuses on developing appointment scheduling procedures that account for traditional appointment scheduling challenges, as well as the challenge associated with walk-in patients. The study is motivated by the Collaborative Emergency Centre (CEC) model of care and was conducted at the CEC in Tatamagouche, Nova Scotia.

1.1. Collaborative Emergency Centres (CECs)

In recent years Nova Scotia (NS) has seen major changes in the delivery of care in rural areas. These changes came in response to “The Patient Journey Through Emergency Care in Nova Scotia” report [3] which found, among other things, six-to-seven week waits for daytime primary care appointments, coupled with underutilized emergency services in NS. These concerns were addressed by implementing a new model of care for these rural areas called Collaborative Emergency Centres (CEC), which were initiated by the Department of Health and Wellness in 2010. CECs use a collaborative team of health providers to expand access to primary care and ensure emergency care is available 24 hours a day, seven days a week. The CEC model is used in place of the traditional physician-led emergency department (ED) model, in areas where the volume of patients or the availability of physicians is insufficient. CECs are physically located in emergency department space of existing hospitals and operate in both a nighttime and daytime mode. At night, a nurse and paramedic are on site with access to an on-call physician who can be consulted by telephone. During daytime hours, the CEC is operated by
physician and nursing staff with primary care appointments offered from 8am-8pm. The daytime CEC operates like a typical primary care clinic with patients scheduled along with unscheduled arrivals treated as "walk-ins." This overview of how patients flow through CECs can be seen in Figure 1.

![Figure 1: Collaborative Emergency Centre Patient Flow](image)

The objective of a CEC is to provide better access to primary care and improve physician utilization. A recent government sponsored review of the CEC care model has found it to be a success [5]. This review suggests that the CEC program is meeting the goals of increasing primary care access, reducing unplanned closures of overnight emergency care, and reducing the physician cost of providing overnight care. However, a number of challenges related to operational decision making remain. Addressing one of these challenges and optimizing patient scheduling within the daytime CEC is the focus of this research, as will be detailed in Section 1.3

1.2. CEC Scheduling

To achieve the desired improvement in primary care access, the daytime CEC model should guarantee same-day appointments to walk-in patients and returning patients who visited the nighttime CEC. Walk-in patients alone do not constitute a full day’s work for the daytime CEC. As such, additional patients (called 'booked patients') are scheduled to fill the clinic. Booked patients include patients who have scheduled an
appointment in advance of the previous night (i.e. weeks/days in advance), as well as overnight return patients who received an appointment the previous night. Considering that the average rural hospital in Nova Scotia is seeing 1.3 patients per night [3], the majority of patients booked throughout the day are going to be booked in advance.

Knowing how many booked patients to schedule to ensure same-day access to walk-in patients is a complicated decision. Scheduling too many booked patients means there may be insufficient capacity to deal with walk-ins, while scheduling too few patients means the daytime CEC may be left idle and underutilized. This concern was identified by a focus group participant who stated that the daytime CEC did “not want to book a full day of appointments, because of the unpredictability in the number of outpatients coming through”, as well as another participant who stated “same-day / next day appointments [are] not always available” [5].

1.3. Objective

The objective of this study is to design CEC specific patient scheduling methods to ensure that, during daytime operations, CECs reserve sufficient space for walk-in patients, while at the same time appropriately utilize resources. This will be accomplished by developing an appointment scheduling system that indicates a suitable volume of booked patients to schedule in addition to the clinic’s walk-in demand, and when throughout the day to schedule these booked patients. The primary goal of this study is to balance three conflicting objectives: 1) volume of booked patients scheduled, 2) the waiting times of patients, and 3) the overtime scheduling of the care provider(s). This will involve developing a method to evaluate the performance of any given clinic schedule template, as well as using this evaluation tool to determine an optimal clinic scheduling template, i.e. an appointment book that indicates the volume and time throughout the day to schedule booked patients.
1.4. Outline

Chapter 2 will outline the literature on outpatient scheduling and the various techniques used to address the variety of environmental factors unique to each clinic. Chapter 3 will introduce the methodology used throughout this thesis. Chapter 4 describes the context of the case study setting. Chapter 5 demonstrates the application and results of the model presented in Chapter 3. Chapter 6 introduces the tool that was developed for stakeholders to use such that a variety of evaluation methods can be performed independently. Finally, Chapter 7 concludes with a discussion of the completed work, research contributions, and opportunities for future research.
Chapter 2 Literature Review

Outpatient scheduling in healthcare has been of significant interest to researchers and hospital administrators alike since the early work of Bailey [6] and Lindley [7]. The goal of these studies is to develop an appointment system which uses a combination of scheduling rules, control parameters, and mechanisms to determine how patient appointments are scheduled. A comprehensive survey of research on outpatient appointment scheduling can be found in the study conducted by Cayirli and Veral [8], which presents a general problem formulation, model considerations, and the methodologies used in current literature. Gupta and Denton [2] provide a detailed state of the art in the design of appointment systems and also indicate opportunities for industrial engineering and operations research models to be applied to this type of problem.

The general problem being addressed in outpatient appointment scheduling is to assign patients to a specific provider $P_i$ during a well-defined clinic session $j = 1, 2, 3, \ldots, J$. Each clinic session is divided into $T$ intervals that are $q_t$ minutes in duration, leading to a clinic duration of $\sum_{t=1}^{T} q_t$ minutes. The length of each interval may vary throughout the session and is called the appointment interval. The number of patients assigned to an identical interval $n_t$ may also vary, and is called the block size.

The following subsections will detail the general rules that are developed when designing an appointment system. Rules that have been studied in the literature will also be detailed.

2.1. Appointment Rules

Appointment rules can be described as the combination of block-sizes, and the length of the appointment intervals. The block-size represents the number of patients that are scheduled to a given block. The appointment interval is the time between two successive appointment start times. Both the block-size and appointment interval can be fixed or variable throughout the clinic session. The
following subsections will detail appointment rules that have been studied in the literature using various block-size and appointment interval combinations.

2.1.1. Single-block Rule

This rule schedules all patients to a single block such that they arrive simultaneously at the start of a clinic session. The single-block system puts an emphasis on reducing the provider’s idle time by having a consistent backlog of patients ready to be served. This, however, leads to excessive wait times for many of the patients. This type of scheduling system was common prior to early work conducted in outpatient appointment scheduling in the 1950’s. Studies conducted by Bailey [6], Lindley [7], and Bailey and Welch [9] introduced the shift towards assigning patients individual appointment times spread throughout the day.

2.1.2. Fixed-block/Fixed-interval

Fixed-block/fixed-interval appointment systems assign the same number of patients to equal length intervals throughout the day. This can include an individual-block system that assigns every patient a unique appointment time, or a multiple-block appointment system, which schedules \( n \) patients to each block in the session. Soriano [10] developed a Two-at-a-Time appointment system where patients are called two-at-a-time with intervals set equal to double the mean service time.

2.1.3. Variable-block/Fixed-interval

Varying the block sizes throughout the clinic session while keeping the appointment intervals constant allows for added flexibility by strategically adding to and limiting the system load. This can be done in order to better match the patient demand with resource supply by smoothing the workload. A commonly studied system of this type uses the Bailey-Welch Rule. This rule is a variation on the individual-block appointment system, except that two patients are scheduled to the initial block of the clinic session. Bailey and Welch [9] concluded that for one doctor this rule performs the best on a trade-off between patient waiting time and provider idle time. Cayirli and Gunes [11] aim to smooth variability in patient demand by recognizing seasonality in unscheduled arrivals. Varying block sizes between 0, 1,
and 2 patients to each slot was done to compliment this seasonality. Further investigation into variable-block/fixed-interval systems have been conducted by Fries and Marathe [12], as well as Liu and Liu [13].

2.1.4. Fixed-block/Variable-interval

This scheduling rule assigns a fixed number of patients to each block, (often individual), and varies the appointment interval length throughout the day. This was studied by Ho and Lau [14] who tested eight different variable-interval scheduling rules under varying environmental conditions. It was found that of the rules tested, the best performance gains were produced by increasing the length of appointment intervals towards the latter part of the session.

2.2. Environmental Factors

Models that have been used in the literature range greatly in complexity. The inclusion of a large number of environmental factors allows the model to represent reality as closely as possible. However, the complexity this adds to the study makes many models intractable. The environmental factors that affect appointment scheduling are detailed in the following subsections.

2.3.1. Number of Providers

In the literature on outpatient scheduling, a traditional assumption is that the clinic is served by one provider, while in reality these facilities often employ multiple providers. If waiting time was the only metric of interest, it would be most efficient to pool these providers using a single common queue for all patients. Schaak and Larson [15] use this common resource pool approach by assigning patients to the first available provider given that a threshold number of providers are left available for higher priority patients. Liu and Liu [13] also use a multi-server system that assumes providers are identical, assigning patients to providers solely based on availability. Many clinic settings will find this pooling of providers undesirable due to the importance of continuity of care that is achieved through a one-to-one
provider-patient relationship. This leads to studies often incorporating independent queues for each provider ([16], [17]).

2.3.2. Patient/Provider Punctuality

Studies often assume that patients and providers are available at the time of appointment. In reality, this is not always true and can lead to disruptions in the appointment schedule. Klassen and Yoogalingam [18] consider the punctuality of providers and find that as lateness increases, appointment blocks should be shorter and pushed later into the session. Other studies have fit theoretical distributions to represent the punctuality of patients [19], [20], [21].

2.3.3. Patient No-Shows

Patients not arriving for their given appointment is another source of schedule disruption. This type of patient is often called a no-show. This is a commonly modelled phenomenon and is often represented as a no-show probability that ranges from 5 to 30 percent depending on clinic observations [19], [21]. A common remedy to disruptions in the schedule caused by patient no-shows is to overbook appointment blocks. This also leads to a risk of increasing patient waiting time, causing a trade-off between patient waiting time and provider idle time to be made. Samorani and LaGanga [22] aim to overbook appointments in an optimal way, using no-show predictions that are dependent on the individual appointment characteristics and the appointment day.

2.3.4. Provider Interruptions

Few studies have analyzed the impact provider disruptions have on appointment scheduling [23]. These disruptions may include charting, phone calls, and aiding other staff members. Klassen and Yoogalingam [18], [23] use a simulation optimization approach to determine the best schedule changes as the level of provider interruption changes. It was observed that as interruptions rise, appointments in the middle of the session should be made longer.
2.3.5. **Service Time Distribution**

The service time distribution is a representation of the time providers consult with patients. Numerous distributions have been used to model service time in the literature. Distributions that have been used in studies include Gamma ([6], [9], [21]), lognormal ([24], [11], [25]), uniform ([13], [14]), Weibull ([13]), and negative exponential ([12]). Empirical data is often collected in order to determine the theoretical distribution that is appropriate for the given clinic setting.

2.4. **Modelling Techniques**

Methodologies used throughout the literature to model and evaluate a given appointment system are either simulation or analytically based. These two approaches will be detailed in the following subsections.

2.4.1. **Simulation**

Simulation modelling is a common method used to evaluate appointment system designs and control policies. These models allow for complex queueing systems to be represented while also considering many real-world variables, such as those described in Chapter 2.2. Simulation allows for the complex nature of an outpatient clinic to be captured and represent reality as close as possible. These models are used to evaluate various appointment schedules and scheduling control policies such that informed decisions can be made.

The earliest work in appointment scheduling conducted by Bailey [6] was evaluated using a manual Monte Carlo simulation technique. After testing various sizes for the initial block and appointment interval, it was determined that an initial block of two patients and individual successive appointments led to a good balance between patient waiting time and provider idle time.

A number of studies use simulation to evaluate the placement of open blocks for unscheduled patients. Su and Shih [26] tested four alternative sequencing rules for scheduled and unscheduled appointments, with each being evaluated based on patient throughput and waiting time. Results indicated scheduled and unscheduled
appointment slots should be alternated in sequence. Klassen and Rohleder [24] developed a simulation model to test various scheduling rules and appointment blocks to be left open for unscheduled patient arrivals. It was indicated that a trade-off must be made between the various performance measures. Open blocks for unscheduled arrivals left earlier in the session lead to lower patient waiting time and a worse percentage of urgent clients seen, while open blocks left later in the session led to lower provider idle time and more urgent patients being seen. Therefore, the position of the urgent slots throughout the day should be chosen based on the goals of the clinic and the performance metrics that are most highly valued. Rising et al. [16] attempt to smooth demand on physicians by intuitively placing appointments during periods of low unscheduled arrival demand. A Monte Carlo simulation was used to evaluate the appointment system design, which showed a 13.4 percent increase in the number of patients seen by physicians. Cayirli and Gunes [11] use simulation optimization to develop a variable block system that optimally assigns either 0, 1, or 2 patients to a block.

2.4.2. Analytical Studies

Analytical approaches to the study of appointment scheduling include optimization models using queuing theory and mathematical programming methods. The complex nature of outpatient scheduling often makes analytical approaches intractable. Therefore, analytical studies often reduce complexity by making certain assumptions or ignoring certain environmental factors.

Qu et al. [27] use a Markov Decision Process to develop an optimal walk-in patient admission policy. The policy evaluates whether or not to admit a walk-in patient and when that patient should be seen based on the current state of the system. They found that when walk-in patient arrival rates are not greater than 20% of service rate, all walk-in patients should be admitted. If this condition does not hold true, walk-in patients should be admitted when the number of slots remaining is greater than the expected number of patients needed to be seen. Schaak and Larson [15] introduce an N server priority queuing model, where $N_l$ is the threshold level for
priority $i$ patients. Priority $i$ patients are served if and only if fewer than $N_i$ providers are occupied. This type of system ensures that high-priority patients receive timely access to providers. Since patients are assigned to any available provider once the threshold conditions are met, this model does not account for patient-provider preferences and continuity of care. Brahimi and Worthington [28] develop a model for multi-server queues with time-dependent arrival rates and discrete service time distribution. The queuing system applied is an inhomogeneous Markov chain in discrete time, using computer programming to calculate time-dependent state probabilities such that idle time and patient waiting time metrics could be obtained. It was determined that the queueing model could be used to show hospital decision makers that improvements to appointment systems are possible, and to advise on what those improvements should be.

2.5. **Performance Measures**

The goal of an appointment system is to optimize some measure that is a proxy for desired clinical performance. Metrics commonly used in literature include the minimization of patient access time (measured in days waiting for an appointment), patient waiting time (measured in minutes waiting in the clinic to start an appointment), provider idle time, and provider overtime. Often the measure of performance is a combination of these factors, as shown by Peng, Qu, and Shi [3] who aimed to minimize the weighted sum of patient waiting time, provider idle time, and provider overtime.

There are also studies that attempt to maximize some clinical measure of performance. Kortbeek et al. [4] develop an optimal appointment system that maximizes the number of unscheduled patients served on the day of arrival. Su and Shih [26] evaluate various blocks to leave open for unscheduled arrivals based on maximizing patient throughput.

Cost measures can often be conflicting such that a trade-off level must be determined by decision makers based on their priorities for clinic performance. For example, provider idle time could be minimized to zero if a large number of patients
were booked into identical blocks. This would however lead to large wait times for patients. Therefore, a trade-off must be made between provider idle time and patient waiting time.

2.6. Managing Unscheduled Arrivals

Appointment scheduling is further complicated in facilities that serve both scheduled appointments and unscheduled arrivals. These unscheduled arrivals are generally called walk-ins. Many clinics do not accommodate walk-in patients and only serve patients with an appointment. As such, many studies in the outpatient scheduling literature do not model walk-in patient arrivals. For facilities that accept walk-ins, issues that must be addressed include randomness of walk-in patient arrivals, different appointment lengths for scheduled and unscheduled appointments, and patients having different needs and priorities. Decision makers must determine how many scheduled patients to book given how many appointments are currently booked, how many are expected to be booked tomorrow, and how many walk-in arrivals are expected. The position of these scheduled appointments must also be determined. The main challenge in scheduling appointments while considering walk-in patients is balancing the trade-off between serving walk-in patients promptly, without increasing the time scheduled patients must wait.

Rising et al. [16] use a two-step approach to smooth the demand for physician services by determining the arrival patterns of walk-in patients and scheduling appointments during periods of low walk-in demand. The first step smoothes the demand by day of the week based on an analysis of historical trends in daily arrival patterns. The second step uses a Monte Carlo simulation model to evaluate the effects of alternative sequencing rules used to smooth the demand across hours of the day. Intuitively choosing appointment periods that compliment known hourly arrivals of walk-in patients led to an increase in the number of patients seen by the physician, as well as a decrease in patient waiting time. Kim and Giachetti [29] develop a stochastic mathematical overbooking model (SMOM) which considers the
probability distribution of walk-in patients. This aids in obtaining the optimal number of appointments to be scheduled, such that expected total profits are maximized. Qu et al. [27] develop a finite-horizon MDP model to optimize the walk-in patient admission policy that determines whether or not to admit a walk-in patient and when walk-in patients should be seen.

2.6.1. Arrival Patterns

The complexity of outpatient scheduling is further complicated by the random nature of walk-in patient arrivals. This disruption can be minimized if appointment systems recognize that seasonality in walk-in patient arrivals exists. This includes demand patterns for month of the year, day of the week, and hour of the day. Patient demand seasonality is a clinical characteristic that has not been studied extensively in the healthcare operational research literature [2]. Au-Yeung et al. [30] found walk-in arrivals exhibited a strong 7-day (weekly) seasonality. Rising et al. [16] conducted one of the earliest studies that attempted to take advantage of this information and designed an appointment system that compliments this seasonality of patient arrivals. It was found that scheduling appointments to complement the day of week and time of day arrival patterns helps smooth the patient flow and improves clinic efficiency.

2.7. Discussion

A large amount of work has been conducted in the field of outpatient appointment scheduling, however, there are still challenges and opportunities for future work. Cayirli and Veral [8] recognize that the majority of studies focus on a specific clinic setting, which leads to a lack of generalizability. Developing models that can be tailored to unique clinic settings would be of value such that environmental factors are appropriately represented for the specific clinic being addressed. Many studies do not include all environmental factors in order to simplify their models such that they are tractable. Along with this, there is also a need for models that provide a realistic representation of an outpatient clinic. Models will be far more representative of realistic operating conditions with the inclusion of many
environmental factors that are based on data from specific clinics. Empirical data can be used to determine realistic distributions and rates for factors such as walk-in patient arrivals, provider and patient unpunctuality, and no-shows.

A lack of studies surrounding a realistic approach to multiple providers has also been seen. Literature often assumes either a single provider, independent queues for multiple providers, or uses multiple servers as a common pool of resources that can serve any patient. The literature is lacking a model that considers a mix of these types of systems. It is important to adhere to patient preferences and allow for continuity of care by having a one-to-one patient-provider relationship, however, clinics may also have a set of doctors that are available to serve any arriving patient during specific sessions. This mixed type of clinic setting that allows for both specific patient-provider queues as well as a single queue that can be served by multiple providers has not been studied. This type of model adds flexibility while also allowing continuity of care to be respected.
Chapter 3  Methodology

To improve the daily operations of the Collaborative Emergency Centre (CEC), the best schedule template to compliment the demands and environmental factors of the clinic was determined. First, a means to evaluate the performance of any given schedule template was developed using a simulation. Next, a model was developed that determines the “best” schedule template for the given clinic setting. The models used to evaluate schedule templates, and determine a pseudo-optimal schedule template are described in the following sections.

3.1. Evaluation Model

Throughout the operation of a clinic day at a CEC, patients tend to spend some amount of time in a queue waiting to see a care provider. Queues are caused by an imbalance between supply and demand, and/or randomness in patient arrivals and patient throughput. In literature, queueing theory is often used to model the nature of queues. However, due to complexity, high variation, and the possibility of an imbalance between supply and demand, queueing theory is not ideal in many complex health care settings [8].

In place of queueing theory researchers often turn to simulation. An advantage of simulation modeling over queueing theory is the ability to model complex queuing systems with greater accuracy and allow for the inclusion of a wide variety of environmental factors. This was shown in the work conducted by Kolker [31] that uses quantitative examples to demonstrate the practical limitations of queueing theory approaches and the powerful, flexible, and informative nature of simulation modelling as a methodology. For these reasons simulation modelling was chosen for this study as a means to evaluate the performance of a specified schedule template.

3.1.1. Design Approach

Simulation modelling allows for the testing of large scale changes to clinic operations, without needing to physically alter and disrupt any part of the actual clinic. Simulation modelling is a mathematical approach which allows for the long-
term behaviour of the clinic to be observed, from which performance measures of interest can be computed. Due to the stochastic nature of simulation models, these performance measures are estimates of system performance.

The simulation model was developed to evaluate and compare the performance of alternative schedule templates while accounting for various clinic specific factors, such as walk-in patient arrival patterns, patient priorities, multiple providers, and variable appointment lengths. A schedule template is defined as the volume of patients booked in the day, and the times throughout the day at which these booked patients are to be scheduled.

The model allows for analysis of variable-block/variable-interval appointment rule systems. This means that any number of booked patients can be assigned to a given time slot, and the interval between booked appointments can be any length of time (later this is limited to 5 minute intervals for computational reasons). The schedule template is intended to be followed for a given clinic day in perpetuity. An example schedule template that books 14 patients can be seen in Figure 2. Variable-block/variable-interval appointment rules have not been studied extensively in literature.

![Variable-Block/Variable-Interval Appointment System](image_url)

*Figure 2: Variable-Block/Variable-Interval Appointment System*

To develop the simulation logic, a conceptual model of the clinic was constructed through discussion with clinic staff including the site manager, care providers, and administrative staff. These discussions were further supported by observing the
clinic and reviewing datasets. Using this conceptual model and data drawn from Nova Scotia Health Authority databases, a computer simulation was developed in Python 3.6. The model was then tested and validated using a number of techniques described in [32], as reviewed in Chapter 3.4.

3.1.2. Conceptual Model

The clinic day is divided into $T$ equal length slots, with each time slot indexed by $t$. The individual slot lengths in this model are 5-minute intervals, such that over a 7am-8pm clinic day, there are $T = 156$ distinct time slots, i.e. $t \in \{1,2, \ldots, T\}$. The clinic day operates from 8am to 8pm, however, walk-in patients may arrive to wait any time after 7am. One replication of the simulation model represents one clinic day, where each day is independent of other days in the model. The simulation is run for $D$ clinic days, with each instance of a day indexed by $d \in \{1,2, \ldots, D\}$.

The entities modelled in the simulation are patients denoted by $p$. The patient types modelled include booked patients and walk-in patients. Let $\alpha_d$ represent the volume of booked patients on day $d$, and $\beta_d$ represent the volume of walk-in patients on day $d$. On each day, booked patients are indexed from $p = 1, 2, \ldots, \alpha_d$, and walk-in patients indexed from $p = \alpha_d + 1, \alpha_d + 2, \ldots, \alpha_d + \beta_d$. Within their own patient types, booked patients and walk-in patients are indexed in ascending order based on arrival time to the clinic. In other words, booked patient $p = 1$ arrived before all booked patients $p > 1$ and walk-in patient $p = \alpha_d + 1$ arrived before all walk-in patients $p > \alpha_d + 1$.

Booked patients are assumed to arrive punctually according to their assigned appointment time, while walk-in patients arrive randomly throughout the day following a known arrival process. The arrival time of patient $p$ on day $d$ is denoted by $A_{p,d}$. Every patient is assigned an appointment length based on an empirical distribution developed from collected clinic data. Let $L_{p,d}$ represent the appointment length for patient $p$ on day $d$. 
Booked patients take priority over walk-in patients, such that when a booked patient is in the system they will always be seen before a walk-in patient. A booked patient, however, cannot pre-empt a walk-in patient that has already begun their appointment. Walk-in patients are assumed to remain in the system until they are seen regardless of the wait.

The resources in the simulation include a primary and secondary provider that are available throughout the clinic day to serve patients. The primary provider serves both walk-in patients and booked patients. Booked patients come from the primary provider’s patient population and have been given an appointment with that provider, therefore, only the primary provider may serve booked patients. The primary provider is generally available to serve patients for the majority of the day. The secondary provider, however, is available for limited times throughout the day to assist the primary provider with serving walk-in patient demand. Since walk-in patients do not have an expectation of which provider they will be served by, these patients join a shared queue that is served by both the primary and secondary provider. In the situation where both providers are available when a walk-in patient arrives to the system, the secondary provider will be the preferred provider in order to increase the likelihood that the primary provider will be available if a booked patient arrives.

3.1.3. Model Inputs

The inputs detailed in this section must be provided to the simulation model. These inputs provide information pertaining to the underlying nature of the clinic setting, such that meaningful clinic specific results can be obtained.

Booked Patient Schedule Template

A schedule template is specified by identifying the volume of booked patients scheduled in the day, as well as the times throughout the day they will be scheduled. The simulation model will generate a booked patient at each instance identified by the schedule template, making the assumption that booked patients arrive
punctually. The system performance under this input schedule template will be evaluated. An example schedule template can be seen in Figure 3.

![Example Schedule Template](image)

*Figure 3: Example Schedule Template*

**Walk-In Arrival Rate Distribution**

In contrast to booked patients that arrive at the times specified by the schedule template, walk-in patients arrive randomly throughout the day. The model requires a time-dependent walk-in arrival rate distribution that is used to randomly generate walk-ins throughout the day. Collected clinic data is used to compute the mean arrival rate for walk-in patients, for each 5-minute interval throughout the day. Like others who model walk-in patient behaviour [33], it is assumed that walk-in arrivals follow a Poisson Arrival process. Using the mean that has been calculated for each 5-minute interval as the parameter for the Poisson Arrival process, a random variate for the number of arrivals during that 5-minute interval is generated. This walk-in arrival rate distribution is explained further in Chapter 4.2.1.

**Patient Appointment Length Distribution**

The previously described inputs provide the model information on when patients are arriving at the clinic. It is also necessary to know how long they spend with a provider once service begins. The appointment length data collected for this study is aggregated into an empirical distribution. To assign appointment lengths to the simulated patients, a random variate from this distribution for each patient is
generated. This patient appointment length distribution is explained further in Chapter 4.2.2.

**Appointment Buffer**

The time a provider requires between subsequent appointments is called the appointment buffer. This accounts for any notes, charting, etc. that might need to be completed after the patient has left, but prior to the next appointment. This is a constant time measure that is added onto every patient’s appointment length. Once this time is added, it is assumed that a provider is able to see the next patient immediately upon completing service of the previous patient.

**Provider Availability**

The times that the primary and secondary providers are available to serve patients throughout the day must be provided. The primary provider is scheduled to work an 8am-8pm clinic day. However, periods of unavailability may be specified that account for activities such as meals and breaks. During a period of unavailability for a provider, patients may not begin service with that provider. The secondary provider is only available to assist with walk-in demand during set periods throughout the day, with the secondary provider generally unavailable for the majority of the day. Example availabilities for the providers can be seen in Figure 4.

![Figure 4: Example Provider Availabilities](image-url)
3.1.4. Model Logic

The simulation model begins by generating all patients to be seen on a given clinic day, which corresponds to one replication of the simulation. Booked patients are generated according to the schedule template and walk-in patients are generated by producing a random variate of the Poisson distribution associated with every 5-minute interval throughout the day. Appointment lengths are generated for each patient by producing a random variate from the empirical distribution for appointment lengths.

To calculate the system metrics of interest, the appointment start time and appointment end time for each patient must be determined. The start and end time for patient $p$ on day $d$ are denoted by $S_{p,d}$ and $E_{p,d}$ respectively. Ideally patients would begin service at their arrival time, however, provider availabilities, patient priorities, stochastic appointment lengths and walk-in arrivals makes this uncommon.

To demonstrate how the generated patients are processed, the activities and the patient selection logic for the primary and secondary provider are outlined below.

The primary provider can be engaged in one of the following states: taking a break, serving a walk-in patient, serving a booked patient, or waiting for a break/patient arrival. At the end of each of these activities, the provider must decide what their next activity will be. In doing so the provider is logically selecting patients to be seen throughout the day. The daily patient selection logic for the primary provider can be seen in Figure 5.
Once an activity is completed, the primary provider first determines if it is time to take a break, as indicated by the provider availability input. If so, the primary provider takes a break of the specified length. If it is not break time, the primary provider determines whether there is a booked patient in the system. If so, the primary provider will serve the booked patient that has been waiting the longest. The primary provider first checks for a booked patient because this patient type has priority over the walk-in patient type. If there were no booked patients in the system, the primary provider would then check if there was a walk-in patient in the system. If so, they would then determine if the secondary provider is available to
serve this walk-in patient, since the secondary provider is the preferred provider for this patient type. If the secondary provider is available, the primary provider will check if another walk-in patient is in the system. If there is a walk-in patient in the system and the secondary provider is not available, the primary provider will serve the walk-in patient that has been waiting the longest. If there are no patients in the system, the primary provider will then wait until the next patient arrival, or their next break time.

The logical walk-through for the secondary provider begins at the start of the day, or once an activity has been completed. The states of the secondary provider include: taking a break, serving a walk-in patient, waiting for a break, or waiting for a walk-in patient arrival. The daily patient selection logic for the secondary provider is shown in Figure 6.
Once an activity is completed, the secondary provider first determines if it is time to take a break, as indicated by the provider availability input. If so, the secondary provider takes a break of the specified length. If it is not break time, the secondary provider checks to see if there is a walk-in patient in the system. If so, the secondary provider will serve the walk-in patient that has been waiting the longest. If there is no walk-in patient in the system, the secondary provider will then wait until the next walk-in arrival, or their next break time.

The patient selection logic for the providers in this chapter describes how patients are selected and processed in the system. This in turn allows the model to determine each patient’s provider, appointment start time, and appointment end time for service. These start and end times along with the arrival times for each patient is all that is required to calculate the metrics of interest. The simulation parameters and metric calculations will be detailed in the following section.

3.1.5. Model Evaluation

Simulation Parameters

Time Step
The model divides the day into time slots of equal length. For the purposes of this research the time step has been set to 5-minute increments. Using this time step over a 7am-8pm clinic day, as in the model, leads to 156 distinct time slots. The time step value can be increased or decreased. If it is decreased the computation time will increase but will accommodate more refined lengths of time (i.e. time intervals that are not multiples of 5). In this application, the 5-minute time step allows the model to both run in a reasonable amount of time and provide meaningful results.

Run Length
The daytime operation of an outpatient clinic is a finite horizon system. Patients enter the system at the start of the day, and continue to be served until the end of the day, at which point the system empties. Therefore, the natural run length of a replication is one clinic day.
Number of Replications

The reliability of the model results will increase as the number of replications increase. However, running the model too long can be a time-consuming task. The number of replications required to achieve a 95% confidence interval with a 10% relative error for the metric of interest is determined. This will be accomplished using a sequential approach as described by Law and Kelton [32], and demonstrated below.

Let \( X_i \) be the measure of a metric of interest, based on the \( i^{th} \) replication for \( i = 1, 2 \ldots n \). The average of this metric across \( n \) replications can be computed by \( \bar{X}(n) = \frac{1}{n} \sum_{i=1}^{n} X_i \). An approximate 100(1 − \( \alpha \)) percent confidence interval for the mean is given by:

\[
\text{Confidence Interval of Mean: } \quad \bar{X}(n) \pm t_{n-1,\frac{\alpha}{2}} \sqrt{\frac{S^2(n)}{n}}
\]

Where \( n = \# \text{ of replications} \)

\( t_{n-1,\frac{\alpha}{2}} = \text{value from Student’s } t - \text{distribution} \)

\( S^2(n) = \text{sample variance} \)

\( h(n) = t_{n-1,\frac{\alpha}{2}} \sqrt{\frac{S^2(n)}{n}} = \text{half width of confidence interval} \)

\( \gamma' = \frac{\gamma}{(1+\gamma)} \), where \( \gamma \) is the preferred relative error

To begin the sequential procedure, the model is initially run with an arbitrary number of replications \( n_0 \), which \( n \) is set equal to. This initial run of the model allows the point estimate of the mean \( \bar{X}(n) \) and half width of the confidence interval \( h(n) \) to be computed. If \( \frac{h(n)}{\bar{X}(n)} \leq \gamma' \) is true, then the requirement of obtaining a 95% confidence interval with 10% relative error has been satisfied. If not, the value of \( n \) is increased and this testing is repeated. This process of increasing the value of \( n \) and testing the condition is continued until the condition is satisfied.
Testing for this study, using a relative error of 10 % and a two-tailed confidence interval of 95 %, leads to a required number of replications equal to 160 to achieve this level of precision.

Initial Conditions

The clinic begins empty at the start of every day (replication), and empties at the end of the day. There is no carry over of patients from one day to another, therefore, days are independent. Note that since the clinic system starts from empty each day, there is no need for a warm-up period that is often included to allow the system to reach steady state.

**Performance Evaluation Metrics**

The performance of a schedule template can be evaluated based on a number of factors derived from the model. These measures include patient waiting time, clinic overtime, and provider utilization. A well performing schedule template provides a high provider utilization while still ensuring sufficiently nominal values for patient waiting time and clinic overtime. The expected state of the system at a given time in the day can also be observed by computing average patient volumes. The following subsections will detail how these metrics can be calculated using the information gathered from patient sequencing. Recall that a day in the model represents one replication.

**Patient Waiting Time**

Patient waiting time for patient $p$ on day $d$ is denoted by $W_{p,d}$. This measure is computed as the difference between the patient’s start time and arrival time.

$$W_{p,d} = S_{p,d} - A_{p,d}$$

The total patient waiting time for day $d$ is,

$$W_d = \sum_{p=1}^{\alpha_d + \beta_d} S_{p,d} - A_{p,d}$$

This could also be evaluated separately for booked and walk-in patients as:
\[ W^b_d = \sum_{p=1}^{\alpha_d} S_{p,d} - A_{p,d} \]
\[ W^w_d = \sum_{p=\alpha_d+1}^{\alpha_d+\beta_d} S_{p,d} - A_{p,d} \]

Finally, the estimate of the expected waiting time for all patients, booked patients, and walk-in patients respectively can be computed. These averages across all simulation replications \( D \) can be computed as shown below.

\[ E(W) = \frac{\sum_{d=1}^{D} W_d}{\sum_{d=1}^{D} (\alpha_d + \beta_d)} \quad E(W^b) = \frac{\sum_{d=1}^{D} W^b_d}{\sum_{d=1}^{D} \alpha_d} \quad E(W^w) = \frac{\sum_{d=1}^{D} W^w_d}{\sum_{d=1}^{D} \beta_d} \]

**Clinic Overtime**

Let \( O_d \) denote the overtime for day \( d \). Overtime is experienced when the end time of the final patient of the day occurs after the last time that the primary provider is scheduled to be serving patients. Let \( \emptyset \) represent the time that the primary provider is scheduled to finish serving patients. The primary provider is assumed to continue serving patients until all have been served, including time past this \( \emptyset \) value if required. Therefore, determining the amount of overtime required for day \( d \) can be determined by subtracting the end time of the last patient by \( \emptyset \). If the primary provider is scheduled to see patients until \( \emptyset = 6pm \), and the end time of the final patient of the day is 7pm, there is a clinic overtime of 1-hour. The final patient of the day will either be the last booked patient or the last walk-in patient. This means that the end of the day will be the maximum of \( E_{\alpha_d,d} \) and \( E_{\alpha_d+\beta_d,d} \), where \( E_{\alpha_d,d} \) and \( E_{\alpha_d+\beta_d,d} \) are the end times of the last booked patient and walk-in patient respectively. Therefore, daily total overtime can be computed as:

\[ O_d = \max[0, \max(E_{\alpha_d,d}, E_{\alpha_d+\beta_d,d}) - \emptyset] \]

The overtime required for any given day is now known, therefore, the expected daily overtime can be computed as:

\[ E(O) = \frac{1}{D} \sum_{d=1}^{D} O_d \]
Provider Utilization

Let $U_d$ denote the utilization for a provider on day $d$. The utilization of the provider refers to the percentage of the day that the provider is serving patients. This includes both time spent directly serving patients, as well as the appointment buffer that is added to account for charting between successive appointments. This time serving patients throughout the day is compared to the total time the provider is available, such that utilization can be computed as:

$$U_d = \frac{\text{total time serving patients on day } d}{\text{total time available to serve patients on day } d}$$

The total time that the provider is available throughout the day is predetermined by the inputs for provider availability. The total time that is spent serving patients throughout the day must then be determined. This can be calculated by analyzing each time slot to determine whether there is a patient being served by the provider of interest. Once the provider utilization on each replicated day has been calculated, the expected daily utilization across all replications can be computed as:

$$E(U) = \frac{1}{D} \sum_{d=1}^{D} U_d$$

Slot-Dependent Booked Patient Volume

Let $V_{td}^b$ represent the volume of booked patients in the system during slot $t$ on day $d$. For each arriving booked patient on day $d$, it can be determined whether they are in the system at slot $t$ by evaluating whether slot $t$ is positioned between the patient’s arrival time and exit time. This logic is used to count the volume of booked patients in each slot throughout the day for each day replicated in the model. The expected volume of booked patients in a given slot can then be calculated by taking the average of all replicated days. Let $E(V_{t}^b)$ represent the average volume of booked patients in slot $t$, which can be computed as:
\[
E(V^b_t) = \frac{1}{D} \sum_{d=1}^{D} V^b_{t,d}
\]

Slot Dependent Walk-In Patient Volume

Similarly, the volume of walk-in patients in the system at a given time slot \( t \) can be determined. Let \( V^w_{t,d} \) represent the volume of walk-in patients in the system during slot \( t \) on day \( d \). For each walk-in patient on day \( d \) it can be determined whether they are in the system at slot \( t \) by evaluating whether slot \( t \) is positioned between the patient’s arrival time and exit time. This allows the volume of walk-in patients in each slot throughout the day for each day replicated in the model to be counted. The expected volume of walk-in patients in a given slot can be determined by taking the average of all replicated days. Let \( E(V^w_t) \) represent the average volume of walk-in patients in slot \( t \), which can be computed as:

\[
E(V^w_t) = \frac{1}{D} \sum_{d=1}^{D} V^w_{t,d}
\]

3.2. Optimization Model

In addition to evaluating a single schedule template, the goal of this research is to determine an optimal schedule template that specifies when to schedule booked patients throughout the day as to compliment the arrival of walk-in patients. The simulation model described in Chapter 3.1 allows any given schedule template to be evaluated. To find an optimal solution, complete enumeration could be used to evaluate all possible schedule template combinations. This would quickly become very computationally expensive, even when there are very few booked patients. Therefore, a heuristic procedure is used to find a near optimal solution, which will be referred to as a pseudo-optimal solution. This heuristic procedure requires the number of booked patients to be scheduled as an input, with the goal of determining the best times throughout the day to schedule these patients. If the number of booked patients to schedule in a given day is unknown, this heuristic procedure can be run for various booked patient loads such that the impact on the metrics of
interest can be observed. This will provide a means to determine a suitable volume of booked patients to schedule, as well as when to schedule them throughout the day.

Simulated annealing was chosen as a good heuristic procedure to find a pseudo-optimal solution, while also solving much faster than a complete enumeration approach. Simulated annealing was inspired from annealing in metallurgy, which is a technique involving heating and controlled cooling of a material to increase the size of its crystals and reduce their defects [34]. The advantage of using simulated annealing as a global optimization technique is the ability for the algorithm to avoid getting stuck at a local minimum value, as will be described in the algorithm below. This heuristic was also chosen due to its relatively easy implementation, and the high likelihood of providing a pseudo-optimal solution. Since there are further clinic considerations not captured in the model (such as provider preferences), a near optimal starting point is all that is required. Decision makers can tweak this pseudo-optimal schedule to accommodate any additional issues presented. Therefore, optimality for the output schedule template is not required and a pseudo-optimal solution is reasonable. The following subsections detail the simulated annealing algorithm as implemented.

### 3.2.1. Simulated Annealing Procedure

The simulated annealing algorithm uses a random search procedure that accepts changes that improve the objective function and some changes that degrade it [35]. This process will help avoid getting stuck in a local minimum and provide a thorough search of the solution space. This algorithm will be referred to as the simulated annealing (SA) procedure, and will be detailed in the remainder of this section.

1. **Generate a random initial schedule template**

The SA procedure begins by generating a random initial solution. For this study, a schedule template is generated with the input number of booked patients scheduled
at random times throughout the day. An example initial schedule template with an input of 10 booked patients can be seen in Figure 7.

**Figure 7: Example Initial Schedule Template**

2. **Calculate cost of initial schedule using cost function**

In order to run the optimization procedure, an objective function must be specified that is to be either minimized or maximized. For example, to evaluate the overall performance of a schedule template, an objective function that is equal to a weighted combination of average patient waiting time and average clinic overtime (both measured in minutes) can be used. Patient waiting time and clinic overtime should remain low, therefore, this cost function is minimized.

\[
\text{Minimize: } \quad \text{Cost} = \alpha \times (\text{Patient Waiting}) + \beta \times (\text{Clinic Overtime})
\]

This step of the simulated annealing procedure evaluates the initial schedule template using the cost function as described. This schedule evaluation is accomplished using the simulation model described in the Chapter 3.1.

3. **Generate a random neighboring solution**

A new schedule template that is a neighbor to the previous schedule template is now generated. This is accomplished by selecting a booked patient at random and moving them from their currently assigned time slot to a new time slot chosen at
random. Continuing on from the example in Figure 7, a random neighboring solution can be generated by moving the patient scheduled at 11:45 to 15:45, as seen in Figure 8.

4. Calculate the new solution's cost

The new schedule template is evaluated with the simulation, using the same objective function as set in Step 2.

5. Compare cost of old and new schedule template

There are now two similar but distinct schedule templates, and their evaluated cost. It is now necessary to determine whether to pivot away from the old schedule template to the new, or remain with the old. This is accomplished by comparing the cost values. First, if the cost of the new template is less than the cost of the old template, move to the new template since this is indicative of a better performance. If the cost of the new template is greater than the old template, indicating the new template is a worse schedule, move to the new template with some acceptance probability. This is the part of the algorithm that allows the search procedure to avoid getting stuck in a local minimum, and will be further explained in Chapter 3.2.2.
6. Repeat steps 3-5

The procedures described in Steps 3-5 are now repeated by generating random neighboring schedules, comparing to the previously accepted schedule, and accepting/rejecting the new schedule with some probability. This is continued until the selected stopping criteria is met, at which point an acceptable pseudo-optimal schedule template is found.

3.2.2. Acceptance Probability Function

The probability of making the transition from the current state to a candidate state is specified by an acceptance probability function. The acceptance probability function takes in the old cost, new cost, and current temperature, as shown in the following equation. If the new cost is less than the old cost, the equation will yield a number greater than 1, and a number between 0 and 1 otherwise.

\[ a = e^{\frac{c_{\text{old}} - c_{\text{new}}}{T}} \]

This acceptance probability is compared to a randomly-generated number between 0 and 1, and if the acceptance probability is larger than the random number, the model switches to the candidate state.

3.2.3. Temperature

In simulated annealing, the temperature \( T \) is a global time-varying parameter that is systematically lowered over time. The temperature parameter affects the probability of accepting a new trial solution, with a larger value of \( T \) leading to a larger probability of acceptance. The search starts with a large initial temperature, represented by \( T_0 \), such that the majority of candidate solutions are accepted. Following each iteration, the temperature is decreased by multiplying \( T \) by a constant value between 0 and 1. Simulated annealing does better when the neighbor-cost-compare-move process is carried out for many iterations at each temperature value. For any given finite problem, the probability that the simulated annealing algorithm terminates with a global optimal solution approaches 1 as the search procedure is extended. Therefore, the annealing schedule should be
determined such that a compromise is made between producing a good solution, and having an acceptable processing time.

3.2.4. Initial Temperature

Kirkpatrick [36] suggested that a suitable initial temperature $T_0$ is one that results in an average increase acceptance probability $a_0$ of about 80%. The value of $T_0$ will depend on the scaling of the function and, therefore, be problem-specific. It can be estimated by conducting an initial search in which all increases are accepted and calculating the average of the objective increase observed, $\delta = (c_{new} - c_{old})^+$. The initial temperature is then given by $T_0 = \frac{\delta}{\ln(a_0)}$. This process is completed prior to each simulated annealing procedure such that a problem specific initial temperature is ensured.

3.2.5. Stopping Criteria

The temperature parameter is systematically lowered throughout the search procedure. Starting with the initial temperature as described in Section 3.2.4, three iterations of the neighbor-cost-compare-move process are performed for each temperature value. The temperature value is then lowered following the three iterations by multiplying $T$ by a constant that is equal to 0.85 for this research. This search procedure continues until the condition $T < 0.0001$ is met.

3.3. Assumptions

In developing the models used for evaluation and optimization, a number of assumptions have been made. These assumptions have been stated throughout the previous sections and are summarized below.

- Booked patients arrive punctually at their appointment time
- There are no booked patient no-shows
- Walk-in arrivals occur based on a time-dependent Poisson process with arrival rates computed from 1-year of historical data
- Booked patients always take priority over walk-in patients
• Patient appointment lengths are determined by a discrete distribution based on historical data
• Demand is sufficient to ensure that all slots reserved for booked patients in the schedule template are used by booked patients

3.4. Verification and Validation

Verification of a model is the process of confirming that it is correctly implemented with respect to the conceptual model [37]. To complete the verification of the model, it must be shown that the right model has been built given the requirements set forth in Chapter 3.1.4. This was conducted by completing a walk-through analysis of the daily output results of simulation trial runs. This output was compared to manually sequenced patients. This allowed for comparison between the output data generated by the simulation model with the output data expected from the real-world system. Multiple tests were run with varying input parameters, and this debugging procedure was conducted to ensure expected model outputs were achieved. This testing and debugging procedure is a time-consuming but very important part of the modelling procedure. Further verification measures were completed during the development of the simulation model computer program. The model was developed in a modular fashion such that specific functions of the model could be tested to ensure that expected results were being achieved.

Validation is the process of demonstrating that the model is an adequate representation of the actual system being modelled. This means that the model reproduces system behavior with sufficient accuracy to satisfy the objectives set forth. The model has been validated both qualitatively and quantitatively. To validate the model qualitatively, the model, assumptions, flow diagrams, and outputs have been shown to system experts. The experts chosen for this analysis and validation included the site manager, care providers, and administrative staff. According to these system experts, the flows represented in the model are a reasonable representation of how the clinic operates on a daily basis. To validate the
model quantitatively, model testing was conducted to compare outputs to expected values. Some of this testing will be detailed in the remainder of this section.

The first test examines whether the results of the metric calculations used in the model make logical sense. This has been completed by examining the waiting time law that indicates waiting time should increase exponentially as utilization increases. This relationship between waiting time and utilization is shown in Figure 9.

![Graph showing the relationship between wait and utilization]

*Figure 9: Expected relationship between wait and utilization*

The simulated annealing procedure was run multiple times, increasing the number of booked patients after each run. Increasing the number of booked patients is expected to increase provider utilization. Average utilization and average patient waiting time measures were calculated for each of these runs, with the results shown in Figure 10. As expected, the relationship between utilization and waiting time is exponential in nature. This analysis also showed that as the volume of patient demand on the system increases, so too does both waiting time and utilization metrics.
Another quantitative analysis was conducted to ensure that the addition of a secondary provider was leading to expected changes to output values. This was done by running the model with no secondary provider availability, and again with the secondary provider available from 9am-11am. The expectation is that patient waiting time should greatly improve when the secondary provider is available. The model was run for varying loads of booked patients to observe the effects, as depicted in Figure 11. As expected the model outputs for average patient waiting time improve significantly with the addition of secondary provider availability.
Finally, a run of the simulated annealing procedure was conducted to determine whether the heuristic approach produced improved schedule templates. This was accomplished by comparing the performance of a historically used schedule template to the performance of the pseudo-optimal schedule template produced using the same volume of booked patients.

The historical schedule template seen in Figure 12 was used on a given clinic day in our case study environment to schedule 9 booked patients. Using the simulation model to evaluate the performance of this schedule template leads to an estimate of expected patient waiting time of 28.2 minutes.

![Historical Schedule](image)

*Figure 12: Historically Used Schedule Template*

The simulated annealing procedure was then run to determine when throughout the day these 9 booked patients should be scheduled, such that patient waiting time is minimized. The pseudo-optimal schedule template developed from this run of the model can be seen in Figure 13.
The estimate of expected patient waiting time under the new schedule template is 12.6 minutes. This indicates a 55.3% reduction in average patient waiting time has been achieved by strategically scheduling the 9 booked patients throughout the day.
Chapter 4  Case Study Context

4.1.  Clinic Description

The case study for this research has been conducted at the Collaborative Emergency Centre located in the Lillian Fraser Memorial Hospital in Tatamagouche, Nova Scotia. As seen in Figure 14, Tatamagouche is a village located along the south side of Tatamagouche Bay with a population of approximately 750 people [38]. However, the number of people that access primary care through this facility is much higher, as people who live in the surrounding communities also receive care here. This rural hospital facility has operated under the CEC model of care since July of 2012.

![Figure 14: Tatamagouche on Nova Scotia Map](image)

Current appointment methods tend to be variable and completed manually. Booked patients are scheduled on an ad-hoc basis based on the experience and intuition of the scheduling staff. This may be very effective when the scheduler is experienced in this clinic setting, however, this becomes much more difficult when the scheduler is new to the system. This is why a standard schedule template is intended to be an effective method to guide staff when scheduling booked patients throughout the day.
4.2. Clinical Data

Clinic data was collected to provide sufficient inputs to the model. This data allows for clinic specific results to be obtained. The collected data elements and their method of collection are detailed in the following subsections.

4.2.1. Walk-In Patient Arrival Pattern

To generate walk-in patients in the model, information must be provided to indicate when throughout the day these patients are arriving. The data used to determine arrival patterns for walk-in patients were gathered from Nova Scotia Health Authority data sources. The data indicates the registration time for all arriving walk-in patients for a 1-year period from April 2016-March 2017. The time that walk-in patients are registered in the system is used as a proxy for arrival time, since the model assumes that patients are ready to be served directly at their time of arrival.

Figure 15 shows the average walk-in arrival rates throughout the day for each weekday that sees a full day of walk-in patients, with results grouped in 15-minute time intervals. It can be seen that there is a consistent trend throughout the day across weekdays. Friday is excluded in this analysis since walk-in patients are not served for the full day.

*Figure 15: Daily time-dependent walk-in arrival rates*
Figure 16 shows the average rates across days Monday-Thursday to clearly illustrate the general trend for when walk-in patients arrive throughout the day. The average daily volume of walk-in patients is 21.82 with a standard deviation of 4.67.

![Average Walk-In Arrival Rate Across Days](image)

*Figure 16: Monday-Thursday average walk-in arrival rate*

### 4.2.2. Appointment Length

Appointment length data was manually collected for all patients over a 2-week period in February 2017. This was accomplished by developing a patient tracker tool. The paper based tool was given to each patient at their time of arrival and was brought with them throughout the course of their time at the clinic. The time of day was recorded when they began service with a provider, and when they departed the clinic. This allowed the appointment length for all patients who used this tracking tool to be computed.

As seen in Table 1 the data was recorded for walk-in and booked patients separately. The sample mean and standard deviation for booked patient service times were 11.03 minutes and 6.87 minutes, respectively; for walk-in patient service times, they were 11.80 minutes and 7.48 minutes.
Due to the negligible difference between these two patient types, the service time data was combined such that a single service time distribution was used for all patients, as depicted by the histogram in Figure 17. The sample mean and standard deviation for this combined data is 11.27 minutes and 7.02 minutes.

<table>
<thead>
<tr>
<th>Patient Appointment Length</th>
<th>Walk-In</th>
<th>Booked</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>11.80</td>
<td>11.03</td>
<td>11.27</td>
</tr>
<tr>
<td>St. Dev</td>
<td>7.48</td>
<td>6.87</td>
<td>7.02</td>
</tr>
<tr>
<td>Sample Size</td>
<td>25</td>
<td>58</td>
<td>83</td>
</tr>
</tbody>
</table>

**Service Time Distribution: All Patients**

![Histogram showing service time distribution for all patients](image)

**Figure 17: Patient Appointment Length Distribution**

### 4.3. Case Study Input Parameters

This section describes the input parameters used in the model to characterize the CEC case study environment. The primary provider is scheduled to work an 8am-8pm clinic shift, however, there are two periods of unavailability during this time frame. From 12pm-1pm and 4:30pm-5pm the provider is unavailable due to meal breaks. The secondary provider is available to assist the primary provider in serving the walk-in demand from 9am-11am. Walk-in patients arrive to the system based on the distribution described in Chapter 4.2.1, which leads to an average daily volume
of walk-in patients equal to 21.82. The patient appointment lengths are based on the distribution described in Chapter 4.2.2, which leads to an average appointment length equal to 11.27 minutes. The appointment buffer that is added to each of these appointment lengths is 5 minutes, representing the time that is required for things such as charting and notes following service. The performance metric that the clinic is most interested in is average patient waiting time, which should remain sufficiently small. In addition to average patient waiting time, the clinic is interested in maintaining a nominal value for average clinic overtime. The parameters gathered from this information are summarized in Table 2.

<table>
<thead>
<tr>
<th>Table 2: Case Study Input Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Values</td>
</tr>
<tr>
<td>Primary Provider Availability</td>
<td>8am-12pm, 1pm-4:30pm, 5pm-8pm</td>
</tr>
<tr>
<td>Secondary Provider Availability</td>
<td>9am-11am</td>
</tr>
<tr>
<td>Walk-In Arrival Distribution</td>
<td>As described in Chapter 4.2.1</td>
</tr>
<tr>
<td></td>
<td>→ Avg. daily volume = 21.82</td>
</tr>
<tr>
<td>Service Length Distribution</td>
<td>As described in Chapter 4.2.2</td>
</tr>
<tr>
<td></td>
<td>→ Avg. length = 11.27 minutes</td>
</tr>
<tr>
<td>Buffer between appointments</td>
<td>5 minutes</td>
</tr>
<tr>
<td>Primary Metric of Interest</td>
<td>Average Patient Waiting Time</td>
</tr>
<tr>
<td>Secondary Metric of Interest</td>
<td>Average Clinic Overtime</td>
</tr>
</tbody>
</table>
4.4. Evaluation Approach

As indicated by the input parameters, the metrics used to ensure performance expectations are met include average patient waiting time, and average clinic overtime. It is expected that as the volume of booked patients increases, so too will the averages for patient waiting time and clinic overtime. Since it is desired to have low values for these metrics, there must be a criterion to indicate the maximum threshold values for these measures. Table 3 outlines the maximum for each value, indicating that average patient waiting time cannot exceed 30 minutes, and average clinic overtime cannot exceed 10 minutes. The aim is to schedule as many booked patients as possible while ensuring that the average values for patient waiting time and clinic overtime do not exceed these threshold values.

*Table 3: Metric Max Value Criteria*

<table>
<thead>
<tr>
<th>Metric</th>
<th>Maximum Threshold Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Patient Waiting Time</td>
<td>30 minutes</td>
</tr>
<tr>
<td>Average Clinic Overtime</td>
<td>10 minutes</td>
</tr>
</tbody>
</table>
Chapter 5 Results

The models presented in Chapter 3 will now be used to answer how many booked patients to schedule, and when to schedule them throughout the day. The model is run using parameters that represent the environmental factors unique to the Lillian Fraser Memorial Hospital’s daytime CEC as introduced in 0.

In Chapter 5.1, a pseudo-optimal schedule template is determined for a variety of booked patient volumes using average patient waiting time as the objective function. How these schedule templates perform in terms of both average patient waiting time and average clinic overtime is observed. In Chapter 5.2, pseudo-optimal schedule templates for a variety of booked patient volumes are determined, now considering multiple objective functions.

5.1. Determine Appropriate Volume of Booked Patients

In this section, the effect that the volume of booked patients has on average patient waiting time and average clinic overtime is examined. The values of these metrics as computed by the simulation model will be compared to the values in Table 3.

The application of the simulation and SA models involve the following steps. For a given volume of booked patients, an initial schedule template is generated and 160 unique clinic days are replicated in the simulation model using this initial schedule template. From this simulation output, the performance metrics of interest are calculated and returned to the SA algorithm. The SA algorithm uses these metrics to compare with a newly generated neighboring schedule template, and accepting/rejecting this new schedule template when appropriate. This process is continued until a stopping criteria is met, and a pseudo-optimal schedule template has been determined. This is repeated for a range of booked patient volume values. In general, the run times for the case study below had a range of 2 minutes to 4 minutes.
This procedure is run many times with the volume of booked patients increasing for each run. In this section, the average patient waiting time is used for the objective function, as it is the primary metric of interest. Each run of the procedure finds a pseudo-optimal schedule template for the specified volume of booked patients for that model run. This pseudo-optimal schedule template indicates when throughout the day to schedule each booked patient such that the average patient waiting time is minimized. In addition to determining a pseudo-optimal schedule for each model run, the metrics of interest are also computed to evaluate the performance of the pseudo-optimal schedule.

Figure 18 illustrates the average utilization for the primary provider with 95% error bars. This metric is plotted as a function of booked patient volume, for values ranging from 0 to 30. It can be seen that when there are zero booked patients scheduled and the only system demand comes from walk-in patients, average utilization for the primary provider is 40%. Provider utilization increases as the volume of booked patients increases, approaching a near 100% utilization when an excess of 25 patients are booked.

![Primary Provider Utilization while minimizing Patient Waiting Time](image-url)
Figure 19 details the average patient waiting time for booked patient volumes ranging from 0 to 30, with a hatched line representing the threshold value for this metric. As the volume of booked patients increases, the waiting time for patients increases exponentially.

![Patient Waiting Time when minimizing Patient Waiting Time](image)

**Figure 19: Impact of Booked Patient Volume on Patient Waiting Time**

Considering that the maximum acceptable average waiting time for patients is 30 minutes, it can be seen that the maximum number of booked patients that adheres to this condition is 21. Before it is concluded that 21 is the maximum volume of booked patients that the clinic can handle, the clinic overtime threshold must also be considered.

Figure 20 illustrates the exponential relationship between booked patient volume and clinic overtime.
Figure 20: Impact of Booked Patient Volume on Clinic Overtime

For volumes of booked patients between 0 and 12 there is a negligible amount of overtime, indicating there is sufficient capacity for all booked patients and walk-in patients to be seen within the 8am-8pm time frame. As the volume of booked patients increases past 12, the average amount of overtime trends upward exponentially. Considering the average overtime threshold of 10 minutes, the corresponding volume of booked patients that does not exceed this threshold is 17.

Therefore, when minimizing average patient waiting time as the objective, a booked patient volume of 17 is the maximum allowable such that both thresholds are adhered to. Figure 21 and Figure 22 explore this further and highlight the slack in the patient waiting time threshold associated with scheduling 17 patients.
When scheduling 21 booked patients, the average patient waiting time is very close to meeting the threshold for average patient waiting time, but the average clinic overtime exceeds the threshold value. When scheduling 17 booked patients, average clinic overtime is very close to meeting the threshold value, but the average patient waiting time is much lower than the threshold value for this metric. In the following section, the volume of patients that can be booked is increased by aligning the metrics of interest as close to the threshold values as possible. This was
accomplished by adjusting the objective function to include clinic overtime in addition to patient waiting time.

5.2. Balance Patient Waiting Time and Clinic Overtime

It will now be shown how the two metrics of interest can be balanced by aligning their performance as close to their threshold value as possible. This was accomplished by adjusting the objective function (OF) such that both clinic overtime and patient waiting time are considered. The aim in conducting this change was to allow for an increased volume of booked patients to be seen while still meeting both metric criteria.

The simulated annealing procedure was run for booked patient volumes of 0 to 21 for three differing objective functions, as shown below. This leads to 66 pseudo-optimal schedule templates and their associated metrics. These metrics are then used to determine which template allows the most booked patients to be scheduled while still adhering to both metric criteria.

\[ OF_1 = 1.0 \times PatientWait + 0.0 \times Overtime \]
\[ OF_2 = 0.5 \times PatientWait + 0.5 \times Overtime \]
\[ OF_3 = 0.0 \times PatientWait + 1.0 \times Overtime \]

Each objective function is a weighted sum of average patient waiting time and clinic overtime. \( OF_2 \) gives them equal weighting, while \( OF_1 \) and \( OF_3 \) examine the extremes.

5.2.1. Average Patient Waiting Time with Multiple Objective Functions

Figure 23 plots the average patient waiting times computed from the SA procedure, using the three objective functions and a range of booked patient volumes.
As expected, when average patient waiting time is no longer the sole focus in the objective function, there is an increase in the average patient waiting time values as shown by the results of $OF_2$ and $OF_3$. When the objective function is solely minimizing clinic overtime ($OF_3$), the maximum volume of booked patients that can be seen while still meeting the patient waiting time criteria is 11.

However, when the objective function is an equally weighted sum of patient waiting time and clinic overtime ($OF_2$), the critical number of booked patients based on average patient waiting time is now 19. This is greater than the previous critical value of 17, therefore, analysis can be continued to determine how clinic overtime is affected by these objective functions.

![Volume of Booked Patients vs. Patient Waiting Time](image.png)

*Figure 23: Patient Waiting Time as a function of Booked Volume and OF*
5.2.2. Average Clinic Overtime with Multiple Objective Functions

Figure 24 plots the average clinic overtime values computed from the SA procedure, using the three objective functions and a range of booked patient volumes.

![Volume of Booked Patients vs. Clinic Overtime](image)

*Figure 24: Clinic Overtime as a function of Booked Volume and OF*

It can be seen that when using an equally weighted combination of patient waiting time and clinic overtime as the objective function ($OF_2$), the critical number of booked patients is 19.

The critical value for the maximum number of booked patients to schedule based on the set criteria is now chosen as the minimum of the two critical values for patient waiting time and clinic overtime. In this instance, the critical volume of booked patients based on average patient waiting time and average clinic overtime are both 19. Therefore, a critical volume of 19 is chosen as an estimate of the suitable volume of booked patients to align with the metric criteria. Figure 25 and Figure 26 illustrate the balancing of the deficit between the average metric and its maximum value criteria. This was accomplished by adjusting the objective function to include
clinic overtime, such that average patient waiting time increased closer to the threshold value, and average clinic overtime remained fairly stagnant with the addition of booked patients.

![Figure 25: Critical volumes based on patient waiting time vs. threshold](image1)

![Figure 26: Critical volumes based on clinic overtime vs. threshold](image2)

Table 4 summarizes the results from the analysis using these three objective functions. The critical volume of booked patients based on each metric for the three objective functions tested are detailed. It is clear, that 19 is the maximum volume of patients that can be scheduled such that both thresholds are adhered to.
Finally, to explore the sensitivity of the objective function weights, the analysis used to generate Table 4 is repeated with varying $\alpha$ and $\beta$ used in the objective function $OF = \alpha \times PatientWait + \beta \times Overtime$. The results of this extended analysis are shown in Table 5, with results indicating 19 booked patients is the most that can be scheduled to meet the metric criteria. This occurs when the objective function is an equally weighted sum of the two metrics of interest.

<table>
<thead>
<tr>
<th>Critical Booked Patient Volume Based on:</th>
<th>Critical Volumes</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patient Waiting Time</td>
<td>Clinic Overtime</td>
<td>Both</td>
<td></td>
</tr>
<tr>
<td>OF1</td>
<td>21</td>
<td>17</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>OF2</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>OF3</td>
<td>11</td>
<td>21</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

| Table 5: Extended objective function analysis |
|---|---|---|---|---|---|---|---|---|---|---|
| $\alpha$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 |
| $\beta$ | 1 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 | 0 |

<table>
<thead>
<tr>
<th>Clinic Booked Patient Volume Based on:</th>
<th>Critical Volumes</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patient Waiting Time</td>
<td>Clinic Overtime</td>
<td>Both</td>
<td></td>
</tr>
<tr>
<td>OF1</td>
<td>11</td>
<td>15</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>OF2</td>
<td>18</td>
<td>17</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>OF3</td>
<td>19</td>
<td>19</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

5.3. Review of Pseudo-Optimal Schedule Template

Recall that each time the SA procedure is run, a pseudo-optimal schedule template and computed values for the metrics of interest are obtained as an output. The metrics were used in the previous sections to determine what a suitable volume of booked patients for the clinic should be. Upon determining that 19 is a reasonable
volume of patients to book in a day, the associated pseudo-optimal schedule template can be reviewed. This pseudo-optimal schedule template is shown in Figure 27. In addition to the booked patient schedule, this figure also plots the average number of walk-in patients in the system throughout the day.

![Pseudo-Optimal Schedule Template](image)

*Figure 27: Pseudo-optimal schedule template*

The first 3 patients are given an appointment time between 8am and 9am. At this point in the day, the backlog of walk-in demand is still increasing such that the primary provider will be able to see booked patients without significantly impacting waiting time for walk-in patients. The next 8 patients are booked between 9am and 11am. This too is a logical period to place booked patients since the secondary provider is available to assist with walk-in demand during this time.

As expected there are no booked patients scheduled between 12pm and 1pm, which is the period of time when the primary provider takes lunch. During this period, the average volume of walk-in patients in the system is steadily increasing because no patients are being seen during this time.

There are no patients booked between 1pm and 2:15pm, which is the period of time directly following the provider lunch break. This is allowing for a portion of the patient demand built up over lunch to be served prior to more booked patients being added to the system.
The remaining 8 booked patients are dispersed throughout the afternoon, with the final booked patient occurring at 5:30pm. This allows for the patient demand remaining at the end of the day to be served in less than 10 minutes on average, indicating the maximum average overtime criteria has been met.

5.4. Secondary Provider Availability Case Study

The results to this point have shown how the appropriate volume of booked patients and an associated pseudo-optimal schedule can be determined. This was under the assumption that a secondary provider was necessary and scheduled to assist with walk-in demand between 9am-11am. The aim of this section is to demonstrate how the model can be used to determine how best to utilize the secondary provider, i.e. to determine the best period of time throughout the day to make them available.

Recall that the secondary provider is only able to see walk-in patients, not booked patients, and will be the priority provider for walk-in patients while they are available. For simplicity, only the patient waiting time metric is evaluated in this demonstration. The input parameters used in this testing can be seen in Table 6.

<table>
<thead>
<tr>
<th>Table 6: Secondary Provider Analysis Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Primary Provider Availability</td>
</tr>
<tr>
<td>Walk-In Arrival Distribution</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Service Length Distribution</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Buffer between appointments</td>
</tr>
<tr>
<td>Metric of Interest</td>
</tr>
</tbody>
</table>
5.4.1. Determine if a secondary provider is necessary

To determine whether it is necessary to use a secondary provider to assist with walk-in demand, it is observed how patient waiting time is affected when there is no secondary provider availability. This will be compared to the previous scenario, where the secondary provider was available for two hours from 9am to 11am.

Figure 28 illustrates that as expected, there is significant improvement in patient waiting time when a secondary provider is available for two hours in the morning from 9am to 11pm. The difference in patient waiting time becomes increasingly pronounced as the volume of booked patients’ increases.

These results indicate that there is a significant benefit to having a secondary provider available to assist with the demand of walk-in patients.

5.4.2. Placement of secondary provider availability

Having determined that using the services of a secondary provider is beneficial to the system, it must also be determined where to strategically align the availability of
the secondary provider such that the most benefit can be seen. Assume that the amount of time the secondary provider has been allotted to be available is two hours. As shown in Figure 29, the highest walk-in patient demand occurs during the morning session of the clinic. Therefore, analysis will be conducted to examine the best 2-hour period in the morning session to make the secondary provider available to assist with walk-in demand.

![Time-dependent Walk-In Arrival Rate](image)

*Figure 29: Time Dependent Walk-In Arrival Rates*

Clinic performance is evaluated at three distinct 2-hour periods of availability in the morning session (8am-10am, 9am-11am, and 10am-12pm). Testing is completed to determine the clinic performance with an objective of minimizing patient waiting time.

As seen in Figure 30, the relative difference in performance is quite small for these varying periods of secondary provider availability. The difference in performance increases as the volume of booked patients increases. Therefore, depending on the volume of booked patients desired, the recommendation for which availability period to implement may vary.
Figure 30: Impact of secondary provider availability placement on waiting time

The availability period between 9am and 11am is trending as the best availability period to use for all volumes of booked patients. However, the superiority of this time period is quite small for low volumes of booked patients. Therefore, when the volume of booked patients is low, it would be recommended to choose the availability period that is most convenient for the clinic and secondary provider. As the volume of booked patients increases, and the difference in performance becomes more pronounced, the 9am to 11am availability period would see benefits in the clinic operations in regard to average patient waiting time.

5.4.3. Additional Secondary Provider Availability

It has been determined that secondary provider availability is beneficial, and that the best placement for two hours of availability is between 9am and 11am. Additional testing is now conducted to observe the impact of adding an additional hour of secondary provider availability in the afternoon clinic session. Testing was
conducted to observe the effect on average patient waiting time when an additional hour of availability is placed between 2pm and 3pm.

![Figure 31: Impact of additional secondary provider availability on waiting time](image)

Figure 31 shows that the additional availability would not lead to any improvement in patient waiting time when there are less than approximately 15 booked patients. With greater than 15 booked patients, the additional secondary provider availability becomes increasingly beneficial to the system as the volume of booked patients increases. Previous analysis showed that the system can handle approximately 19 booked patients. When the booked patient volume is 19 the improvement on patient waiting time with the additional availability does not appear significant enough to add availability in the afternoon session.
Chapter 6 Tool

This chapter introduces the tool that was developed for stakeholders to conduct independent analysis. It shows the development of the tool as well as the capabilities and functionality. The interface and steps taken to evaluate the current state are shown first, followed by an explanation of the different adjustments that can be made and evaluated. The tool was developed using Tkinter, which is the standard graphical user interface package for Python.

Figure 32 shows the landing page for the evaluation tool, with links to the four main actions that can be completed. These involve three varying methods of evaluation and access to the raw inputs used in the analyses, which are detailed in the following subsections.

![Figure 32: Tool Landing Page](image)

For information on the three scheduling evaluation methods, clicking the information button (white “i” in the blue circle) to the left of the link will produce a pop-up window that provides a brief description of the methods and the inputs required. An example of this is shown for the “Evaluate Schedule Template” evaluation option in Figure 33.
6.1. Evaluate Schedule Template

When a stakeholder would like to evaluate the performance of a known schedule template, they begin by clicking the “Evaluate Schedule Template” button. The required inputs include the volume of booked patients, when they are scheduled throughout the day, and the periods of availability for the primary and secondary provider. The input interface can be seen in Figure 34.
Once the inputs are submitted and the “Run” button clicked, the “View Results” button will appear. Clicking this button leads the user to the screen shown in Figure 35, which displays the performance metrics averaged across all replicated days.

![Schedule Evaluator](image)

**Figure 35: Schedule Evaluation Average Performance Metrics**

These results provide average measures for how long patients are waiting in the system prior to being seen by a provider. This is further broken into average waiting times for booked patients and walk-in patients. Since booked patients have priority in the system, they have a much shorter average waiting time. Average overtime is provided to indicate the average amount of time that the primary provider is required to stay past the time he or she has been scheduled to work. The average amount of overtime in this example is quite low. Finally, average measures of utilization for the primary and secondary providers are shown. These represent the percentage of available working time used to see patients.

From this screen, the user can return to the main menu using the home icon in the top right corner, return to schedule inputs by clicking the “Back to View Schedule” button, or see additional metric information by clicking the “View Advanced Results” button. By clicking the “View Advanced Results” button, an Excel document (see Figure 36) that contains distributions for patient waiting time, booked patient waiting time, walk-in patient waiting time, clinic overtime, clinic idle time, and primary provider utilization will be opened. These results can be used to determine
what percentage of patients have a waiting time less than a predetermined number of minutes, and other statistics beyond the means.

Figure 36: Advanced Metrics for Schedule Evaluation

6.2. Evaluate Trade-Off of Metrics

The second method of evaluation allows for the trade-off between two clinic metrics to be observed. This is accomplished by conducting multiple runs of the SA procedure with an objective function that is a weighted combination of the two metrics of interest. The scaling factors for these metrics are adjusted for each run.

Let the scaling factor for the first metric of interest be denoted by $\alpha$, and the scaling factor for the second metric of interest be denoted by $\beta$. The model allows the user to select two of the following three metrics for relational comparison:

- Patient Waiting Time
- Clinic Overtime
- Primary Provider Utilization

Using patient waiting time and clinic overtime as the metrics of interest, the objective function for the SA procedure would looks as follows:

$$\text{Minimize: } \text{Cost} = \alpha \times \text{PatientWaitingTime} + \beta \times \text{ClinicOvertime}$$
The tool then runs the SA procedure 11 times, starting with $\alpha = 1$ and $\beta = 0$. After each run, $\alpha$ and $\beta$ are decremented and incremented respectively by 0.1 until $\alpha = 0$ and $\beta = 1$.

**Table 7: Simulated Annealing Procedure Schedule**

<table>
<thead>
<tr>
<th>Run #</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

This means that in the first run of the procedure, the model is searching for a pseudo-optimal schedule that minimizes only patient waiting time with no concern for the adverse effects on clinic overtime. As the runs progress, the model becomes increasingly concerned with clinic overtime in addition to patient waiting time. This is true until the final run, when the model is solely minimizing clinic overtime with no concern for patient waiting time. The inputs required for this analysis includes the number of booked patients, two metrics of interest, and provider availabilities. The input interface is shown in Figure 37.
The output for this analysis includes the average metrics that are used to evaluate performance, and the pseudo-optimal schedules that are developed on each of the eleven runs of the simulated annealing procedure. A trade-off curve is plotted that compares the two metrics of interest on each of the runs. An example of this can be seen in Figure 38, where the trade-off between patient waiting time and clinic overtime is being depicted. The lowest values for each of these metrics occur when the simulated annealing procedure is run for each of the metrics individually. These values are obtained from run number 1 and 11 as shown in Table 7, and are noted in Figure 38 as extremes.
This type of analysis is most useful when the volume of booked patients the clinic would like to schedule is known, however, the appropriate objective function is not. Developing pseudo-optimal schedules that minimize varying trade-offs between the two metrics of interest allow for decision makers to select the one that has the most desirable trade-off. In the current example, decision makers may decide that the cluster of 3 schedules, as indicated in Figure 38, provide the best trade-off of patient waiting time and clinic overtime, and will be further reviewed for selection.

6.3. **Create Patient Load Trade-off Curve**

The final evaluation method allows the user to evaluate the impact that the volume of booked patients has on the system. This is accomplished by running the SA procedure multiple times for a specified range of booked patient loads. This evaluation method was used in Chapter 5 to assist in determining an appropriate volume of booked patients that the system can handle. The required inputs for this method of evaluation includes the range of booked patient volumes to be analyzed, the objective function to be minimized during the SA procedure, and the provider
availabilities. The objective function can be a weighted combination of one or two of the following metrics of interests:

- Patient Waiting Time
- Clinic Overtime
- Primary Provider Utilization

The input interface is shown in Figure 39.
Average clinic metrics including patient waiting time, clinic overtime, and provider utilization are calculated for each run of the simulated annealing procedure. Plots such as those seen in Figure 40, Figure 41, and Figure 42 are then produced. These allow the impact that patient volume has on each of these metrics to be observed.

**Figure 40: Impact of Booked Patient Volume on Patient Waiting Time**

**Figure 41: Impact of Booked Patient Volume on Clinic Overtime**

**Figure 42: Impact of Booked Patient Volume on Provider Utilization**
6.4. View Edit Raw inputs

The final capability of the user tool is to view and edit the raw data inputs required for the model. This includes the distributions for walk-in patient arrivals and appointment lengths, as detailed in Chapter 4.2. When a stakeholder would like to access the raw inputs, they begin by clicking the “View/Edit Raw Inputs” button on the tool landing page. This will open a page that indicates the raw inputs available for access. By clicking the Excel icon next to the indicated distribution as shown in Figure 43, an Excel file will be opened with the raw data for that distribution.

![Figure 43: Raw Input Selection](image)

The Excel sheet that contains the walk-in arrival rate data includes the time-dependent arrival rates, a graph that depicts the arrival pattern across the day, and a brief description of the data. This can be seen in Figure 44.

![Figure 44: Walk-In Arrival Distribution Raw Data](image)
The Excel sheet that contains the appointment length distribution data includes the probability of each appointment length, the appointment buffer, histograms that depict the probabilities, and a brief description of the data.

![Excel Sheet](image)

*Figure 45: Appointment Length Distribution Raw Data*

The data contained in these Excel sheets are clinic specific for the Lillian Fraser Memorial Hospital CEC. If the volume of walk-in patients arriving to the clinic, or the amount of time the provider takes with the patients’ changes, this data may be adjusted to accurately reflect the clinic setting in its current state. Additionally, if evaluation was desired for a different clinic setting, data could be collected and input to these Excel sheets for analysis to be conducted.
Chapter 7 Conclusion

This research developed a method to determine the volume and time to schedule booked patients in an outpatient clinic with walk-in patients. This was accomplished using a simulation model of the clinic to compute estimates of average patient waiting time, clinic overtime, and provider utilization. In addition to evaluating a specified schedule template, simulated annealing was implemented to determine a pseudo-optimal schedule template.

One of the major benefits of the methodology is the ability to gain clinic specific results. Clinic specific factors such as non-stationary walk-in patient arrival patterns and appointment length distributions vary from clinic to clinic. Therefore, the approach allows users to input raw data specific to their clinics. The clinic may also have different metrics of interest, and threshold values for these metrics that must be met for a schedule template to be accepted. These metrics can be specified such that the clinic is developing a pseudo-optimal schedule template that meets their specific requirements.

To accomplish this, clinics must specify the walk-in patient arrival rates throughout the day, and the patient appointment length distribution for their clinic. They must also provide the clinic metrics that they are interested in, and threshold values for each which should not be exceeded. These are the constraints used to ensure suitable schedule templates are developed. Once these parameters are collected and specified in the model, testing and results can be gathered to determine a pseudo-optimal schedule template tailored to the specific clinic.

From the case study and analyses, a number of general rules of thumb have been determined to support clinic managers and schedulers in determining when to schedule booked patients. These general rules of thumb are listed below.
1. Schedule booked patients at the start of the clinic day. This allows for booked patients to be served while the backlog of walk-in demand has yet to increase significantly.

2. Schedule booked patients to correspond with time periods that typically have few walk-in patient arrivals.

3. Schedule booked patients during the periods of the day that the secondary provider is available to serve walk-in patients. This allows the primary provider to serve booked patients without the walk-in patients being neglected.

4. Booked patients should not be scheduled in the time immediately following a lunch break. This allows for the backlog of walk-in patients that have been accumulating during the lunch break to be served.

5. The last booked patient should be scheduled such that a sufficient amount of time is remaining in the clinic day to serve the remaining backlog of patients.

An additional point to consider is how changes in scheduling methods will affect patient behaviour. Walk-in patient arrival patterns may begin to change as members of the community begin to recognize times throughout the day that they will be seen with a short waiting time. These adverse outcomes of changing scheduling methods should be considered and walk-in arrival rates regularly reviewed.

7.1. Summary of Contributions

This research has studied the outpatient scheduling problem and has developed a method for evaluating schedule templates and finding a pseudo-optimal template for a given clinic setting. The contributions of this research are as follows:

- Developed a methodology allowing outpatient clinics to determine an appropriate volume of patients to book, and when to book them throughout the day
- Combined simulation and simulated annealing in a methodology that determines a clinic specific pseudo-optimal schedule template
• Developed a simulation model of the clinic using non-commercial software to evaluate the performance of a schedule template
• Developed a tool that can be used to evaluate results and allow users to adjust model parameters

7.2. Future Research

Future research has been identified to broaden the analysis of the outpatient scheduling problem at hand. A main benefit of the current model is the ability to develop results that account for the environmental factors unique to a given clinic. The model can easily be modified to account for unique walk-in arrival rates, appointment length distributions, and performance metric requirements. The logic used to model the flow of patients through the clinic is more difficult to adjust. This leaves the opportunity for future work that develops a framework for easily modifying the simulation conceptual model logic, such that the model is more adaptable to clinics with atypical patient flows. Additionally, this research has excluded patient no-shows and patient punctuality from analysis. These environmental factors can easily be added to the model in future work to broaden the analysis.

In this research, the effect that a given schedule template has on the daily performance of the clinic has been analyzed. This analysis could be taken a step further by observing the impact that schedule templates and booked patient volumes have on the access time of patients to the clinic. This would mainly be a function of the volume of booked patients the clinic is able to see in a day.
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APPENDIX A: Model Formulation

This research uses a combination of simulation and simulated annealing to develop pseudo-optimal schedule templates. This appendix will provide additional detail into the formulation of these modelling approaches. The notation used is shown below.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>Patient (booked or walk-in)</td>
</tr>
<tr>
<td>$d$</td>
<td>Replication # (day)</td>
</tr>
<tr>
<td>$D$</td>
<td>Number of replications</td>
</tr>
<tr>
<td>$\alpha_d$</td>
<td>Volume of booked patients that arrive to their appointment on day $d$</td>
</tr>
<tr>
<td>$\beta_d$</td>
<td>Volume of walk-in patients that arrive on day $d$</td>
</tr>
<tr>
<td>$A_{p,d}$</td>
<td>Arrival time of patient $p$</td>
</tr>
<tr>
<td>$S_{p,d}$</td>
<td>Start time of patient $p$</td>
</tr>
<tr>
<td>$L_{p,d}$</td>
<td>Appointment length of patient $p$</td>
</tr>
<tr>
<td>$E_{p,d}$</td>
<td>End time of patient $p$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>End of scheduled day for primary provider</td>
</tr>
<tr>
<td>$S$</td>
<td>Start time of the clinic day</td>
</tr>
<tr>
<td>$F$</td>
<td>End time of the clinic day</td>
</tr>
</tbody>
</table>

General Overview

The simulation and simulated annealing procedure work together to determine when to book patients (i.e. the pseudo optimal schedule template represented by $A_{p,d}, p \in [1,2,\ldots,\alpha_d]$) such that the objective function:

$$\alpha \sum_{d=1}^{D} \left( \frac{\alpha_d + \beta_d (S_{p,d} - A_{p,d})}{\alpha_d + \beta_d} \right) + \beta \sum_{d=1}^{D} \max_{0 \leq d \leq \alpha_d + \beta_d} \left( \frac{E_{a,d} + E_{d} + \beta_d d}{D} \right),$$

is minimized. Where $A_{p,d}$ is restricted to opening hours of the clinic (i.e. $S = 8 \text{am}$, $F = 8 \text{pm}$),

$$S \leq A_{p,d} \leq F \quad \forall \ p \in [1,2,\ldots,\alpha_d + \beta_d], \forall \ d \in [1,2,\ldots,D]$$
And where the average waiting time per patient is less than or equal to 30 minutes,

\[
\sum_{d=1}^{D} \left( \frac{\sum_{p=1}^{\alpha_d + \beta_d \left(S_{p,d} - A_{p,d}\right)}}{\alpha_d + \beta_d} \right) \leq 30 \text{ minutes}
\]

And where the average over time is less than or equal to 10 minutes,

\[
\sum_{d=1}^{D} \max \left[ 0, \max_{d} \left( E_{\alpha_d, d} \cdot E_{\alpha_d, d} + \beta_d \right) - \emptyset \right] \leq 10 \text{ minutes},
\]

And where the schedule template \( A_{p,d} \) is the same for each day of the simulation,

\[ A_{p,1} = A_{p,d} \quad \forall d \forall A_{p,d} \text{ values generated by the simulated annealing procedure.} \]