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Abstract

Multiple-quadcopter systems have various civilian and military applications, such as

forest fire monitoring and load transportation. However, since multiple-quadcopter

systems are networked control systems (NCSs), they suffer from network-induced con-

straints, such as time delay and packet loss. Consensus, which is a basic coordination

problem, is often desired for the group in achieving tasks. The objective of this thesis

is to develop novel distributed consensus algorithms for multiple-quadcopter systems

over two types of communication delays: uniform constant delays and asynchronous

time-varying delays. The quadcopter system is simplified into four decoupled subsys-

tems such that it can be studied in a multi-agent system (MAS) scale. The interac-

tions among quadcopters are modeled using algebraic graph theory. The consensus

problem is then converted to a stability analysis problem by defining the consensus

error dynamics. Sufficient conditions for stabilizing controller design are developed

based on Lyapunov’s method and linear matrix inequality (LMI) techniques for both

cases. Finally, extensive MATLAB simulations are carried out for both cases to

verify the proposed algorithms. Discussions are given regarding the feasibility and

effectiveness of the proposed controllers under various conditions.
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Chapter 1

Introduction

The following sections outline the background for the research work, including a

research motivation, overviews in applications and communication constraints, and

research contributions.

1.1 Research Motivation

Multi-agent systems (MASs) are computerized systems composed of multiple intelli-

gent agents that can interact with each other through exchanging information. The

agents are decentralized which means there is no single controlling agent in the system,

and autonomous which means they are at least partially independent. In addition,

each agent only has local views of the whole system [4]. Using MAS to achieve a com-

mon task is usually more efficient and with more operational capability than a single

agent system especially for tasks which are difficult or impossible for a single agent

to complete such as combat, surveillance, mapping and underwater mine hunting.

Coordinations between the agents are mandatory for the MAS in achieving tasks

as a group. Consensus control, which has received considerable attention from re-

searchers in recent years, is a basic coordination problem in MASs, that is to develop

a consensus algorithm for each agent only based on its local information such that

the group of agents can reach an agreement on certain quantities of interest. Many

other coordination algorithms, such as axial alignment and formation control, can be

designed based on the consensus algorithm. In addition, information exchange be-

tween agents in MASs is mostly and popularly through shared wireless network by the

virtue of its flexible architectures and generally reduced installation and maintenance

costs. However, wireless networks are not always as reliable as hardwired ones due

to connection strength, bandwidth constraints, which can cause packet delays and

losses. Motivated by these discussions, this thesis investigates the robust consensus

control design against network-induced delays for multiple-quadcopter systems.

1
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1.2 Applications Overview

A quadcopter is a special type of vertical takeoff and landing (VTOL) unmaned

aerial vehicle (UAV). It is mechanically simple, highly maneuverable and it can carry

large payload compared with conventional helicopters. Due to the above advantages,

multiple-quadcopter systems can be applied in accomplishing civilian and military

tasks, such as forest fire monitoring, load transportation and surveillance.

1.2.1 Forest Fire Monitoring

Wildfire consumed approximately 27 million acres of land in North America during

2005-2007 [5]. In many cases, lots of residents have been displaced thus inducing great

financial losses. Besides, wildfires also pose great threats to human and wildlife health

due to the smoke. Therefore, early detection of the forest fire is crucial in protecting

forests and limiting the fire spread. A system of multiple quadcopters in leader-

follower structure equipped with different types of sensors, which can cooperatively

confirm and reduce the false fire alarm using the measurements from different sensors,

is proposed for forest monitoring and fire detection in [1].

The forest monitoring and fire detection is achieved through three stages shown in

Figure 1.1: Forest monitoring and fire detection scenario [1]

Fig. 1.1. In the first stage, the system takes off and flying in formation while following

a planned searching and coverage path. In the second stage, once a agent detects

fire, it will send fire alarm to the ground station (GS) and the remaining agents.

Sensory data will then be sent to the GS from all agents. Based on the information

received, the GS will re-plan the reference trajectory and send this information to
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the leader. The followers will then start tracking this new reference trajectory using

their own local on-board controller. In the final stage, according to the new situation

surrounding the fire spot, the system will reconfigure its formation to track the fire

perimeter to confirm alarm and provide updated information about the fire.

1.2.2 Load Transportation

Load transportation using a quadcopter has various potential applications ranging

from package delivery, automated construction, and emergency rescue missions due

to its ability of vertical taking off and landing in rough or inaccessible areas, hovering

capability and omni-directional maneuverability. Load transportation with multiple

quadcopters is advantageous when the load is heavier than the maximum payload of

a single quadcopter, or when additional redundancy is required for safety.

In [2], multiple quadcopters are controlled to cooperatively grasp and transport a

Figure 1.2: Payload transportation [2]

payload in three-dimensional space as shown in Fig. 1.2. A special griping mechanism

which allows the quadcopter to attach to and release from the payload is developed.

Similar research but with suspended cables for transporting loads are conducted in

[6, 7].



4

1.3 Communication Constraints Review

The attribute of NCSs that distinguishes with other control systems is that informa-

tion (reference input, plant output, control input, etc.) is exchanged using a shared

digital communication network as shown in Fig. 1.3, among control system compo-

nents (sensor, controller, actuator, etc.). In contrast to the traditional point-to-point

centralized control systems, NCSs are more flexible, cheaper and easier to install and

maintain. However, they also suffer from network-induced constraints, such as time

delay, packet loss, time-varying transmission intervals, competition of multiple nodes

accessing networks, and data quantization [8, 9]. The first two constraints will be

emphasized in this section.

Network

Plant Plant

Sensor Actuator

Controller Controller

Sensor Actuator

……

……

Figure 1.3: Typical NCS structure

1.3.1 Time Delay

It is well known from studies on traditional time-delayed systems that delays can

deteriorate the system performance or even induce instability of the closed-loop sys-

tem. The delays in NCSs are composed of three components: computational delay,

network access delay, and transmission delay. The computational delay is a result of

the finite processing speed of digital devices which are often negligible compared with

the other two classes of delays that are commonly called network-induced delays. The

network access delay is the time that a queued packet has to wait before being sent



5

out. The transmission delay is the amount of time required for the packet through

the network medium.

The time delays in NCSs are usually dealt in robustness or adaptation frameworks.

A typical approach in robustness framework is to treat an NCS as a traditional input-

delay system as follows: ẋ(t) = Ax(t) +Bu(t)

u(t) = Kx(t− τl(t)),
(1.1)

where K is state-feedback controller gain, τl(t) is a lumped time-varying delay in feed-

back and forward channels. In addition, 0 ≤ τl(t) ≤ d, where d is a known constant.

Then the Lyapunov-based method can be implemented in deriving the conditions of

system stability performance [10, 11]. In an adaptation framework, the NCSs are

modeled as stochastic switched systems. In contrast to the static control gain design

in robustness framework, the controller gains are actually switching depending on the

size of delays [12].

1.3.2 Packet Loss

Data are transmitted as information packets in NCSs and they may be lost due to

network traffic congestion and transmission error in physical network links especially

in a wireless network. Besides, long propagation delay of a packet can also be treated

as a packet loss since the outdated packets will generally be discarded by the receiver.

Therefore, dealing with the packet loss in NCSs is critical.

Generally, the off-line and on-line frameworks are proposed for dealing the packet

loss in NCSs. In the off-line framework [13], the stabilizing controller is designed based

on the feasible solution of sufficient LMI formed for a given maximum consecutive

packet losses m, despite any knowledge of real packet losses in the system. The

controller is efficient as long as the number of consecutive packet losses in the system

is less than m. In another off-line framework [14], the packet losses in both feedback

and forward channels are modeled by the Bernoulli random process. The control

design is then carried out by using the expectation of the stochastic variables. In an

on-line framework, the control gains are calculated off-line, yet the control input to

the plant is implemented on-line depending on the situation whether a packet is lost

or received.
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1.4 Consensus Control Review

Consensus behavior of multi-agent systems commonly exists in the real world. It

has wide engineering applications such as clock synchronization, and multi-motor

synchronization [15]. This section reviews existing works related to the consensus

control design for MASs with or without communication constraints.

1.4.1 Consensus Control without Communication Constraints

The groundwork of the consensus problem for clusters of linear dynamic agents with

fixed or switching topologies was presented in [16]. A high-order consensus algo-

rithm for integrator-type systems was developed in [17], which generalizes the single-

integrator and double-integrator consensus algorithms existing in the literature. Mo-

tivated by this work, a formation control algorithm for a group of quadcopters with

fourth order linearized flight dynamics was designed in [18]. The full-order observer

[19] and reduced-order observer [20] based output feedback consensus protocols for

MASs with general linear dynamics and directed communication topology were also

developed. Inspired by these output feedback algorithms, a new observer based con-

sensus algorithm was proposed in [21]. The consensus problem for networks of fully-

actuated Euler-Lagrange systems where all of the states are measurable was studied

in [22]. The synchronization problem for a group of nonlinear oscillators was studied

in [23] and the synchronization of linear parameter-varying (LPV) systems for both

homogeneous and heterogeneous agents was investigated in [24].

1.4.2 Consensus Control with Communication Constraints

The communication constraints considered in consensus control design mainly are

time-delays and packet losses. The packet loss has been modeled as Bernoulli ran-

dom processes in [25] and Markovian switching processes in [26] . Most approaches

used Lyapunov-based methods to ensure mean square stability due to the stochas-

tic nature that packet loss imposed on the system. The research of delay effects in

MASs is initiated in [16], where a delay bound that ensures the asymptotic conver-

gence of the system was developed based on the frequency domain analysis for single-

integrator systems under uniform communication delays. The result was extended to
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single-integrator [27] and double-integrators systems [28] under non-uniform delays.

In [29], the leader-follower consensus problem for double-integrators systems under

synchronous time-varying delays is investigated using Lyapunov-based method. In

general, the delay effect is analyzed using frequency domain method for the system

with linear agent dynamics and constant uniform or nonuniform delays, and using

Lyapunov’s method for the system with time-varying delays. A review of some of the

recent progresses and challenges in the consensus problem of MASs was given in [30].

1.5 Thesis Contribution

The main contribution of this thesis is the developments of novel consensus algorithms

for multiple-quadcopter system under synchronous constant delays and asynchronous

time-varying communication delays.

1. Specifically, the quadcopter dynamics is simplified such that it can be studied

in a MAS scale.

2. The consensus problem is converted to a stability analysis problem by defining

the consensus error dynamics.

3. Lyapunov-based methods along with LMI techniques are applied in forming the

sufficient conditions for the static stabilizing control gain design for the error

dynamics under constant and time-varying delays.

4. The stability conditions are decomposed into small conditions with the size of a

single agent in order to reduce the computational complexity for a large group

of quadcopters.

5. Extensive simulations are conducted, and discussions are given regarding the

feasibility and effectiveness of the proposed controllers under various conditions.

1.6 Thesis Outline

The rest of this work is organized as follows. Chapter 2 describes the background

theories used in this work. Chapter 3 presents the mathematical model used in this
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work. The control objective is also described in this chapter. Chapter 4 gives a de-

tailed description for the consensus algorithm design for the MAS under synchronous

constant and asynchronous time-varying communication delays. Chapter 5 discusses

the simulation results in the constant delay case regarding the effects of the commu-

nication topology, the number of agents, the constant delay and the arbitrary design

parameters. Chapter 6 discusses the simulation results in the time-varying delay

case. Chapter 7 summarizes the conclusion of this work and suggests areas for future

research.



Chapter 2

Background Theory

This chapter presents the notations, preliminaries and theoretical concepts used in

this thesis: 1)graph theory 2)Lyapunov-based controller design 3)matrix theory.

2.1 Multi-Agent Systems with Graph Theory

This section discusses the fundamental concepts of control of MASs modeled using

the graph theory. This section is mainly based on [31, 32].

2.1.1 Graph Theory

In MASs, agents interacting with each other through exchanging information is natu-

rally modeled by directed or undirected graphs. A directed graph, also called digraph,

is represented by G(V , E), where V denotes the node which symbolizes the agent and

E denotes the edge which symbolizes the communication channel. The edges in di-

graphs are unidirectional, an edge (i, j) ∈ E indicates that agent j (child node)

receives information from agent i (parent node) but not necessarily vice versa. In

addition, node i is a neighbor of node j and the set of neighbors of node j is denoted

as Nj. In contrast to digraphs, the edges in undirected graphs are bidirectional, i.e.

(i, j) ∈ E ⇔ (j, i) ∈ E . Thus an undirected graph can be viewed as a special case of

directed graphs.

A directed path in a digraph from nodes i1 to ik is a sequence of ordered edges of

the form (il, il+1), l = 1, · · · , k − 1. A digraph has a directed spanning tree if it con-

tains a node called root which has no parent node and has directed paths from such

node to every other nodes. The adjacency matrix A = [aij] of a digraph is defined

such that aij is a positive weight if (j, i) ∈ E and aij = 0 otherwise (aii = 0, self-edge

is not allowed). Throughout this thesis, the weight is assumed to be irrelevant, thus

aij = 1 if (j, i) ∈ E . The associated in-degree matrix D, is a diagonal matrix with its

diagonal entry given as dii =
∑N

j=1 aij, i = 1, · · · , N . Then the Laplacian matrix L is

9
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obtained as L = D −A, which is always symmetric for an undirected graph.

Consider the directed graph of five agents shown in Fig. 2.1 as an illustrative

1 2 3

45

Figure 2.1: Directed graph with five agents

example. For the edge (1,2), node 1 is the parent node and node 2 is the child

node. The set of neighbors of node 2 is given as N2 = {node 1, node 3, node 5}.
This digraph contains a directed spanning tree since there is a directed path from

node 1 to every other node (e.g. directed path from node 1 to node 5, (1,2),(2,5)

or (1,2),(2,3),(3,4),(4,5)). The adjacency and in-degree matrices of this digraph are

given as

A =



0 0 0 0 0

1 0 1 0 1

0 1 0 1 0

0 0 1 0 1

0 1 0 1 0


,D =



0 0 0 0 0

0 3 0 0 0

0 0 2 0 0

0 0 0 2 0

0 0 0 0 2


. (2.1)

The Laplacian matrix is then given as

L =



0 0 0 0 0

−1 3 −1 0 −1

0 −1 2 −1 0

0 0 −1 2 −1

0 −1 0 −1 2


. (2.2)

In addition, this digraph can be categorized as a leader-follower structure, where node

1 is the leader which does not receive information from any other nodes. Nodes 2,

3, 4, 5 are the followers. Moreover, the followers form an undirected graph among
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themselves and the Laplacian matrix can be partitioned as

L =

 L11 L12

L21 L22

 ,
where L22 is symmetric and

L22 =


3 −1 0 −1

−1 2 −1 0

0 −1 2 −1

−1 0 −1 2

 .

2.1.2 Consensus Control of Multi-Agent Systems

The consensus problem, which is the development of a consensus algorithm for each

agent only based on its local information such that the group of agents can reach an

agreement on certain quantities of interest, is a basic MASs coordination problem. A

simple consensus framework is shown in Fig. 2.2. Consider a group of N agents with

Communication 
Networks

Consensus 
algorithm on 

agent i
agent i

Figure 2.2: A simple consensus framework

dynamics of the ith agent (i ∈ 1, · · · , N) given as a 1st order integrator:

ξ̇i(t) = ui(t), (2.3)

where ξi is the information state and ui is the control input. A fundamental consensus

algorithm is given by

ui(t) = −
N∑
j=1

aij(ξi(t)− ξj(t)), (2.4)
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where aij is the (i, j)th entry of the adjacency matrix associated with the commu-

nication graph of N agents. Consensus is said to be achieved if |ξi(t) − ξj(t)| → 0,

as t → ∞, ∀ i, j ∈ 1, · · · , N . The basic idea underneath algorithm (2.4) is that

each agent is driven towards its neighbors. In addition, this algorithm can be modi-

fied accordingly to achieve different control objectives, such as rendezvous(also called

consensus), axial alignment and formation maneuvering.

2.1.3 Simulations

This subsection presents simulations for consensus-based cooperative control applica-

tions of rendezvous, axial alignment and formation maneuvering. In the rendezvous,

agents are required to simultaneously reach an unknown target position obtained

through team negotiation. In the axial alignment, agents are required to be evenly

distributed on a line with a given separation distance. In the formation maneuvering,

agents are required to form a specific geometry and move at a given group velocity.

Rendezvous

Consider a group of four agents with two dimensional single integrator dynamics

(ξi =

[
xi

yi

]
) under communication topology as in Fig. 2.3. Simulations of the group

behavior are conducted under following assumptions:

1) it is a homogeneous system (ξi = ui, i = 1, · · · , N);

2) the collision and obstacle avoidance are not considered;

3) the low-level control is not considered;

4) the communication delay are not considered;

5) the physical constraints of the agent are neglected.

The rendezvous behavior as shown in Fig. 2.4, is accomplished with the control algo-

rithm (2.4).
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1 2

34

Figure 2.3: Communication topology for rendezvous

0 1 2 3 4 5

X [m]

0

1

2

3

4

5

Y
 [m

]

Start
End
Agent 1
Agent 2
Agent 3
Agent 4

Figure 2.4: Rendezvous

Axial Alignment

In the axial alignment, the fundamental consensus algorithm is modified as

ui = −
N∑
j=1

aij[(ξi − ξj)− (δi − δj)], (2.5)

where δi is a predefined a constant vector and ∆ij = δi − δj which is the desired sep-

aration distance. With the control algorithm (2.5) and the communication topology
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0 1 2 3 4 5

X [m]

0

1

2

3

4

5

Y
 [m

]

Start
End
data1
data2
data3
data4

Figure 2.5: Axial alignment

in Fig. 2.3, the group of agents, as shown in Fig. 2.5, are relatively 0.4 m apart in the

Y direction at the end, given that δ1 =

[
0

0

]
, δ2 =

[
0

0.4

]
, δ3 =

[
0

0.8

]
and δ4 =

[
0

1.2

]
.

Formation Maneuvering

Consider the leader-follower communication structure given in Fig. 2.1, Agent 1 is

the leader, and the rest of the agents are followers. In this simulation, every agent is

required to maintain a separation distance of 0.4 m in both X and Y directions with

its neighbors (forming a V shape) and simultaneously move at 0.1 m/s in X direction

as a group. A proposed control algorithm based on the fundamental consensus law is

given as


ξ̇i = ξ̇d − ki(ξi − ξd − δi)−

N∑
j=1

aij[(ξi − ξj)− (δi − δj)], i = l,

ξ̇i = 1∑N
j=1 aij

N∑
j=1

aij{ξ̇j − [(ξi − ξj)− (δi − δj)]}, i 6= l,

(2.6)
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where ki is a positive constant and it is set as 1 in this simulation. l denotes coefficient

of the leader. ξd =

[
0.1t

2.5

]
is the desired trajectory. The constant separation vectors

are given as δ1 =

[
0

0

]
, δ2 =

[
−0.4

0.4

]
, δ3 =

[
−0.4

−0.4

]
, δ4 =

[
−0.8

0.8

]
, and δ5 =

[
−0.8

−0.8

]
.

The system response under the controller (2.6) is shown in Fig. 2.6.

-1 -0.5 0 0.5 1 1.5 2 2.5

X [m]

0

1

2

3

4

5

Y
 [m

]

Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Start
End

Figure 2.6: Formation maneuvering

2.2 Lyapunov-Based Methods

The Lyapunov-based controller design method is introduced in this section. This

section is mainly based on [33, 34].

2.2.1 Lyapunov Stability

Consider x = 0, without loss of generality, to be an equilibrium point (f(0) = 0)

of a single-input-single-output (SISO) autonomous system ẋ = f(x). An equilib-

rium point is stable if the system trajectory remains nearby when it starts nearby.
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An equilibrium point is asymptotically stable if the system trajectory asymptotically

converges to this point when it starts nearby. Lyapunov stability theorem states

that, x = 0 is a stable (asymptotically stable) equilibrium point if there exists a

continuously-differentiable positive-definite function V (x) (known as Lyapunov func-

tion) and its time derivative V̇ (x) is negative semi-definite (negative definite). V (x)

is positive definite (semidefinite) if V (x) > 0 (V (x) ≥ 0), ∀x 6= 0 and V (0) = 0,

and the negative definiteness (semidefiniteness) is defined analogously. In addition, if

the Lyapunov function is radially unbounded (V (x)→∞ as ‖x‖ → ∞), then global

asymptotic stability can be achieved. At last, the above statements are also valid in

multidimensional systems.

2.2.2 Controller Design Based on Lyapunov’s Method

There are basically two ways of applying the Laypunov’s method in the controller

design, and both are trial-and-error methods. The first method requires assuming a

certain form of the control law and then finding a Lyapunov function that justifies the

choice. In contrast, the second method involves hypothesizing a Lyapunov function

candidate and then searching for a control law that can realize such a candidate. The

second method is employed in control design in this thesis.

First Method

An n-link robot manipulator has the following dynamics

H(q)q̈ + C(q, q̇)q̇ + g(q) = τττ , (2.7)

where q ∈ Rn is the robot joint position vector, τττ is the joint torque input vector,

H(·) ∈ Rn×n is the inertia matrix (positive definite), C(·) represents the Coriolis and

centripetal forces, and g(·) is the gravitational torque vector. Consider a proportional-

derivative (PD) controller with the gravity compensation term

τττ = −KDq̇−KPq + g(q), (2.8)

where KD and KP are positive definite constant matrices. To analyze the stability

of the closed loop dynamics, a Lyapunov function candidate mimicking the physical
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energy of a manipulator system is proposed as

V =
1

2
[q̇THq̇ + qTKpq]. (2.9)

Then the time derivative of the candidate, with the aid of the skew symmetric property

of Ṁ − 2C, is obtained as

V̇ = −q̇TKDq̇. (2.10)

Thus the proposed Lyapunov function candidate is a real Lyapunov function and the

system under the controller (2.8) is asymptotically stable.

Second Method

Consider the problem of stabilizing the linear system

ẋ = Ax +Bu, (2.11)

where x ∈ Rn, A ∈ Rn×n, B ∈ Rn×m, u ∈ Rm. It is sufficient to choose the control

law with the following form

u = Kx, (2.12)

where K ∈ Rm×n. Consider a Lyapunov function candidate for the closed-loop dy-

namics as

V (x) =
1

2
xTPx, (2.13)

where P is a symmetric positive definite matrix. Its time derivative is then given as

V̇ (x) = xT [(A+BK)TP + P (A+BK)]x. (2.14)

The Lyapunov function candidate (2.13) is a real Lyapunov function, thus the closed-

loop dynamics is asymptotically stable, if K is the solution of

(A+BK)TP + P (A+BK) = −Q, (2.15)

where Q is an arbitrary positive definite matrix.

2.3 Matrix Theory

This section introduces the essential matrix concepts used in this thesis.
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2.3.1 Properties in Linear Matrix Inequality

Many control problems can be formulated as LMI feasibility problems. The following

lemma is very useful in converting a class of convex nonlinear inequalities to an LMI.

Lemma 1. [35] The Schur Complement states that for any symmetric negative def-

inite matrix C ∈ Rq×q, symmetric matrix A ∈ Rp×p, and matrix B ∈ Rp×q, the

LMIs

C < 0, A−BC−1BT < 0, (2.16)

are equivalent to [
A B

BT C

]
< 0. (2.17)

2.3.2 Quadratic Integral Inequality

Lemma 2. [36] Given any constant symmetric positive definite matrix E ∈ Rn×n,

and vector function ωωω : [t − τ, t] → Rn where the integrations concerned are well

defined, then

−τ
∫ t

t−τ
ωωωT (s)Eωωω(s)ds ≤ −

[∫ t

t−τ
ωωω(s)ds

]T
E

[∫ t

t−τ
ωωω(s)ds

]
. (2.18)

2.3.3 Kronecker Product

For A ∈ Rm×n, B ∈ Rp×q, the kronecker product of A and B, A ⊗ B, is a mp × nq
matrix defined as

A⊗B =


a11B a12B · · · a1nB

a21B a22B · · · a2nB
...

...
. . .

...

am1B am2B · · · amnB

 .
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The Kronecker product satisfies the following rules of calculation [37]:

(kA)⊗B = A⊗ (kB) = k(A⊗B)

(A+B)⊗ C = A⊗ C +B ⊗ C

A⊗ (B ⊗ C) = (A⊗B)⊗ C

(A⊗B)(C ⊗D) = (AC)⊗ (BD)

(A⊗B)T = AT ⊗BT

(A⊗B)−1 = A−1 ⊗B−1,

where k is a constant and the last property holds if and only if both A and B are

invertible.



Chapter 3

Problem Formulation

This chapter presents the system modeling for a quadcopter. Simplified models for

multiple-quadcopter systems are then discussed. The control objective is also defined.

This section presents the dynamic model of a quadcopter obtained via Euler-Lagrange

equations.

3.1 Quadcopter Characteristics

A quadcopter, also known as a quadrotor, is basically a helicopter with four rotors.

The inertial frame EI(x, y, z) and body frame EB(xB, yB, zB) coordinates are utilized

to represent the quadcopter configuration given in Fig. 3.1. It is assumed that, the

Figure 3.1: Quadcopter configuration [3]

origin of EB is attached to the center of mass of the quadcopter and moving along

with it. The absolute linear position (x, y, z) is defined in EI as ξξξ. The angular

20



21

position (φ, θ, ψ), where φ, θ, ψ denote the roll, pitch and yaw Euler angles (rotation

around x,y,z-axes), is defined as ηηη in EI. In the body frame EB, the linear and angular

velocities are defined as vB and ννν.

ξξξ =


x

y

z

 , ηηη =


φ

θ

ψ

 ,vB =


vx,B

vy,B

vz,B

 , ννν =


p

q

r

 .
The rotation matrix (zyx) [38] from EB to EI is given as

R =


CψCθ CψSθSφ − SψCφ CψSθCφ + SψSφ

SψCθ SψSθSφ + CψCφ SψSθCφ − CψSφ
−Sθ CθSφ CθCφ

 ,
where Sx and Cx denote sinx and cosx. In addition, the rotation matrix R is orthog-

onal thus R−1 = RT . The angular velocity ννν in EB and the rate of change of Euler

angles η̇ηη are related by the transformation matrix Wη as

ννν = Wηη̇ηη, (3.1)

and

η̇ηη = W−1
η ννν, (3.2)

where W−1
η and Wη are given in [39] as,

W−1
η =


1 SφTθ CφTθ

0 Cφ −Sφ
0 Sφ/Cθ Cφ/Cθ

 ,Wη =


1 0 −Sθ
0 Cφ CθSφ

0 −Sφ CθCφ

 ,
where Tx denotes tanx. The quadcopter is assumed to have symmetric structure

about xB and yB axes, thus Ixx = Iyy and the inertia matrix of the quadcopter is

diagonal and given as

I =


Ixx

Iyy

Izz

 .
It is also assumed that the thrust force fi generated by the ith rotor is proportional

to the square of its rotational speed wi [40]. The proportionality k is constant for all

rotors and the thrust force is as

fi = kw2
i , i = 1, 2, 3, 4. (3.3)
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Therefore, the force input vector can be expressed as

fB =


0

0

T

 =


0

0
4∑
i=1

fi

 , (3.4)

where T is the total thrust. And the torque input vector is

τττB =


τφ

τθ

τψ

 =


l(f4 − f2)
l(f3 − f1)

d(−f1 + f2 − f3 + f4)

 , (3.5)

where l is the link length (center to rotor), d is the torque factor (related to the torque

generated around rotor axis from its rotation). In addition, some researchers also in-

cluded the aerodynamic drag terms [41], while assuming the translational drag force

is proportional to the relative linear velocity with respect to the air, and rotational

drag is proportional to relative angular velocity. However, for the sake of simplicity,

the aerodynamic terms will be neglected in the sequel. The quadcopter is an under-

actuated system since it has six degrees of freedom (6-DOF: x, y, z, φ, θ, ψ) but only

has four inputs (T, τφ, τθ, τψ). This means, only up to 4-DOF (pitch and roll motions

are coupled with motions in x and y directions) can be independently controlled. For

instance, the rotational pitch motion will always result in a translational motion in

x-direction.

Newton-Euler[42, 43] and Euler-Lagrange [40, 44] equations have been widely

adopted in modeling the quadcopter dynamics. In the following subsection, the quad-

copter dynamic model is presented via Euler-Lagrange formalism. The nomenclatures

of the quadcopter system are summarized in Table 3.1.
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Table 3.1: Nomenclature of quadcopter system
Parameter Definition

EI Inertial frame coordinate system
EB Body frame coordinate system
ξξξ Linear position in the inertial frame
ηηη Angular position in the inertial frame
vB Linear velocity in the body frame
ννν Angular velocity in the body frame
I Inertial matrix
wi Rotation speed of the ith rotor
fi Thrust force generated by the ith rotor
l Link length (from center to rotor)

fB Force input vector in the body frame
τττB Torque input vector in the body frame

3.2 Quadcopter Dynamics

The Lagrangian L is defined as the kinetic energy minus the potential energy, where

the kinetic energy is the sum of the translational energy Etrans and the rotational

energy Erot of the system.

L(q, q̇) = Etrans + Erot − Epot =
m

2
ξ̇̇ξ̇ξT ξ̇̇ξ̇ξ +

1

2
νννT Iννν −mgz, (3.6)

where q =
[
ξξξT ηηηT

]T
. Then the Euler-Lagrange equations with external forces and

torques are given as [
f

τττB

]
=

d

dt
(
∂L
∂q̇

)− ∂L
∂q

. (3.7)

The linear and angular components are independent thus can be studied separately

and the linear part is given below

f = RfB = mξ̈ξξ +mg


0

0

1

 , (3.8)

which can be rearranged as
ẍ

ÿ

z̈

 = −g


0

0

1

+
T

m


CψSθCφ + SψSφ

SψSθCφ − CψSφ
CθCφ

 . (3.9)
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The rotational energy can also be expressed in the inertial frame as

Erot =
1

2
η̇ηηTJη̇ηη, (3.10)

where the Jacobian matrix J(ηηη) can be obtained from (3.1) as

J(ηηη) =W T
η IWη

=


Ixx 0 −IxxSθ
0 IyyC

2
φ + IzzS

2
φ (Iyy − Izz)CφSφCθ

−IxxSθ (Iyy − Izz)CφSφCθ IxxS
2
θ + IyyS

2
φC

2
θ + IzzC

2
φC

2
θ

 .
The angular part of Euler-Lagrange equation is then given as

τττB = J(η)η̈ηη +
d

dt
(J(η))η̇ηη − 1

2

∂

∂ηηη
(η̇ηηTJ(η)η̇ηη) = J(η)η̈ηη + C(ηηη, η̇ηη)η̇ηη, (3.11)

where C(ηηη, η̇ηη) is Coriolis term [44] given as.

C(ηηη, η̇ηη) =


C11 C12 C13

C21 C22 C23

C31 C32 C33

 ,
where

C11 = 0

C12 = (Iyy − Izz)(θ̇CφSφ + ψ̇S2
φCθ) + (Izz − Iyy)ψ̇C2

φCθ − Ixxψ̇Cθ

C13 = (Izz − Iyy)ψ̇CφSφC2
θ

C21 = (Izz − Iyy)(θ̇CφSφ + ψ̇SφCθ) + (Iyy − Izz)ψ̇C2
φCθ + Ixxψ̇Cθ

C22 = (Izz − Iyy)φ̇CφSφ

C23 = −Ixxψ̇SθCθ + Iyyψ̇S
2
φSθCθ + Izzψ̇C

2
φSθCθ

C31 = (Iyy − Izz)ψ̇C2
θSφCφ − Ixxθ̇Cθ

C32 = (Izz − Iyy)(θ̇CφSφSθ + φ̇S2
φCθ) + (Iyy − Izz)φ̇C2

φCθ

Ixxψ̇SθCθ − Iyyψ̇S2
φSθCθ − Izzψ̇C2

φSθCθ

C33 = (Iyy − Izz)φ̇CφSφC2
θ − Iyyθ̇S2

φCθSθ − Izz θ̇C2
φCθSθ + Ixxθ̇CθSθ.

Assume the singular position does not occur (θ 6= π
2
) in all control situations, thus

the inverse of Jacobian matrix J always exists, and then the angular dynamics (3.12)

can be rearranged as

η̈ηη = J−1(ηηη)(τττB − C(ηηη, η̇ηη)η̇ηη). (3.12)
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3.3 Simplified Quadcopter Models

Various simplifications on quadcopter dynamics have been employed in the controller

design in the literature for dealing with the highly coupled nonlinearities. Most

simplifications are based on certain linearization techniques such as the planar motion

assumption, full linearization, feedback linearization and the small angle variation

assumption.

3.3.1 Partially-Linearized Quadcopter Model

A partially-linearized model, where the angular dynamics (3.12) is feedback linearized

while the linear dynamic remains unchanged, has been used extensively in the liter-

ature [45]. A feedback linearization law (assume φ, θ, ψ, φ̇, θ̇, ψ̇ are measurable) is

applied to change the torque input variables as,

τττB = C(ηηη, η̇ηη)η̇ηη + Jτ̃ττ , (3.13)

where τ̃ττ are the new torque inputs and

τ̃ττ =


τ̃φ

τ̃θ

τ̃ψ

 . (3.14)

Then the angular dynamics can be linearized as

η̈ηη = τ̃ττ . (3.15)

Thus the system dynamics becomes

ẍ = T
m

(CψSθCφ + SψSφ)

ÿ = T
m

(SψSθCφ − CψSφ)

z̈ = T
m
CθCφ − g

φ̈ = τ̃φ

θ̈ = τ̃θ

ψ̈ = τ̃ψ,

(3.16)

This model was initially used in [46, 45] where nonlinear controllers based on the

nested saturation method were proposed for real-time stabilization and tracking. A
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new sliding mode control algorithm was then introduced for this underactuated sys-

tem [47]. Motivated by this work, the distributed sliding mode control algorithms

were developed for the leaderless consensus as well as a virtual leader based consen-

sus tracking for a group of quadcopters [48]. The same authors also considered the

multi-quadcopter consensus problem using zero dynamics method under directed and

switching communication topologies [49]. The containment control for multiple quad-

copter system has also been discussed in [50]. A feedback linearization controller and

an adaptive sliding mode controller were proposed and discussed in [51]. In addition,

a similar model, as given in Appendix B.1 which is derived based on the left-handed

coordinate system as in Appendix C, was also widely adopted in the literature.

3.3.2 Fully-Linearized Quadcopter Model

The fully linearized quadcopter model has been mainly used in the H∞ controller

[52, 53, 54] and linear-quadratic regulator (LQR) controller design [55]. The partially

linearized dynamics (3.16) can be rewritten in a state-space form as

ẋ1

ẋ2

ẋ3

ẋ4

ẋ5

ẋ6

ẋ7

ẋ8

ẋ9

ẋ10

ẋ11

ẋ12



=



x2

(u1
m

+ g)(Cx7Sx9Cx11 + Sx7Sx11)

x4

(u1
m

+ g)(Sx7Sx9Cx11 − Cx7Sx11)
x6

(u1
m

+ g)(Cx9Cx11)− g
x8

u2

x10

u3

x12

u4



, (3.17)

where the states are defined as

[x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12]
T =

[x ẋ y ẏ z ż ψ ψ̇ θ θ̇ φ φ̇]T ,
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and the control inputs are given as[
u1 u2 u3 u4

]T
=
[
T −mg τ̃ψ τ̃θ τ̃φ

]T
The state-space representation (3.17) was then linearized around the origin (f(0, 0) =

0, equilibrium point) by Taylor series expansion, which produces the following linear

system

ẋ = Ax+Bu, (3.18)

where

A =



0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 g 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 −g 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0



, B =



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1
m

0 0 0

0 0 0 0

0 1 0 0

0 0 0 0

0 0 1 0

0 0 0 0

0 0 0 1


and

u =
[
u1 u2 u3 u4

]T
.

To implement this model, the system has to be operating around equilibrium states.

With this in mind, H∞ robust and LQR optimal controllers are favored. Moreover,

a fully linearized model based on the left-handed coordinate system, perhaps more

popular in literature, is included in Appendix B.2.

3.3.3 Planar Quadcopter Model

Planar quadcopter model can be obtained if it flies slowly enough, thus the external

aerodynamic forces can be neglected, and no yawing moment will ever be generated.
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Under these assumptions, linearized longitudinal and lateral models under a constant

altitude equilibrium point are given as follows

d

dt


x

u

θ

q

 =


u

−gθ
q
Mθ

Iyy

 ,
d

dt


y

v

φ

p

 =


v

gφ

p
Mφ

Ixx

 , (3.19)

where Mθ and Mφ are associated torque inputs. If we define, θ̄ = −gθ, q̄ = −gq,
M θ = − g

Iyy
Mθ, φ̄ = gφ, p̄ = gp and Mφ = g

Ixx
Mφ. Then the model (3.19) can be

rewritten as

d

dt


x

u

θ̄

q̄

 =


u

θ̄

q̄

M θ

 ,
d

dt


y

v

φ̄

p̄

 =


v

φ̄

p̄

Mφ

 , (3.20)

Then system (3.20) can be grouped into a lumped linear fourth order system by

defining r0 =

[
x

y

]
, r1 =

[
u

v

]
, r2 =

[
θ̄

φ̄

]
, r3 =

[
q̄

p̄

]
, and M =

[
M θ

Mφ

]
, and is given as

follows

d

dt


r0

r1

r2

r3

 =


r1

r2

r3

M

 . (3.21)

This model was primarily used in the formation control of multiple-quadcopter sys-

tems with [56] and without [57] collision avoidance. Their results have been ex-

perimentally validated using Parrot AR.Drone, which is a slow-flying quadcopter

platform.

3.3.4 Quadcopter Model under Small Angle Variation

Perhaps, the most common assumption that researchers make in simplifying the quad-

copter model is that the quadcopter only performs many angular motions of low am-

plitude, thus Wη ≈ I3 , ννν ≈ η̇ηη and ν̇νν ≈ η̈ηη. Under this assumption, the translational
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dynamics remains same as


ẍ

ÿ

z̈

 =
T

m


CψSθCφ + SψSφ

SψSθCφ − CψSφ
CθCφ

− g


0

0

1

 , (3.22)

whereas the rotational dynamics (3.12) becomes


φ̈

θ̈

ψ̈

 =


(Iyy − Izz)θ̇ψ̇/Ixx
(Izz − Ixx)φ̇ψ̇/Iyy
(Ixx − Iyy)φ̇θ̇/Izz

+


τφ/Ixx

τθ/Iyy

τψ/Izz

 . (3.23)

In [58], an adaptive sliding mode flight controller was proposed for quadcopter at-

titude stabilization and altitude trajectory tracking in the presence of parameter

uncertainties. The slightly different second order sliding mode controller in [59] also

addressed the parameter uncertainties. A sliding mode controller based on the back-

stepping approach was proposed in [60]. It was then extended to the output feedback

in conjunction with a nonlinear full order observer design in [61]. A multi-mode flight

sliding mode control system encompassing manual, altitude, global positioning system

(GPS) fixed and autonomous mode was designed and analyzed using the switching

nonlinear theory in [62].

3.4 Simplified Quadcopter Dynamics for Multi-Agent Systems

Fully linearized and planar models are only valid for systems operating around the

equilibrium states which can impose many constraints in the controller design. The

model under small angle variations is still too complicated to study in a MAS scale.

Therefore, the partially linearized model (3.16) is employed for studying multiple-

quadcopter systems. However, further simplifications are required in the actual dis-

tributed controller design. Specifically, the controllers are designed in a such way

that the system dynamics in ψ and z are collapsed (z̈ = 0, ψ̈ = 0). To illustrate the
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designing procedures, system (3.16) can be rewritten as



ẍ = u1(CψSθCφ + SψSφ)

ÿ = u1(SψSθCφ − CψSφ)

z̈ = u1CθCφ − g

φ̈ = u2

θ̈ = u3

ψ̈ = u4,

(3.24)

where u1 = T
m

, u2 = τ̃φ, u3 = τ̃θ and u4 = τ̃ψ. In order to eliminate the dynamics in

the z-direction, the control input u1 = g
CθCφ

has to be satisfied. With this input, the

system dynamics in the x and y directions can be written as

ẍ = g(
cosφ sin θ cosψ

cosφ cos θ
+

sinφ sinψ

cosφ cos θ
), (3.25)

ÿ = g(
cosφ sin θ sinψ

cosφ cos θ
− sinφ cosψ

cosφ cos θ
). (3.26)

If we can design a controller so that ψ → 0 asymptotically (dynamics collapses in ψ),

which can be easily achieved by a PD controller, then the system dynamics in x and

y directions can be simplified as

ẍ ≈ g tan θ, (3.27)

ÿ ≈ −g tanφ

cos θ
, (3.28)

It can be observed from (3.27) that x is only coupled with θ, so if we can design a

distributed controller such that θ → 0 asymptotically. The system dynamics in the

y-direction can be further simplified as

ÿ ≈ −g tanφ, (3.29)
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which is decoupled from θ. Then under such proposed controllers, (3.24) can be

rewritten as 

ẍ = g tan θ

ÿ = −g tanφ

z̈ = u1CθCφ − g

φ̈ = u2

θ̈ = u3

ψ̈ = u4.

(3.30)

It can be observed from the simplified system dynamics above that x and y are only

related to θ and φ while they are decoupled with the input u1 and the other two Euler

angles. If we define v = g tan θ, then the system dynamics in the x-direction can be

transformed into a fourth order integratorẍ = v

v̈ = u′3,
(3.31)

where u′3 = 2 vv̇2

g2+v2
+ (g + v2

g
)u3.

In the same manner, define w = −g tanφ, thus the system dynamics in the y-direction

becomes ÿ = w

ẅ = u′2,
(3.32)

where u′2 = 2 ẇ2w
g2+w2 − (g + w2

g
)u2. The system dynamics in the z-direction is given as

z̈ = u′1, (3.33)

where u′1 = u1(cosφ cos θ)− g. And, the system dynamics in the yaw motion remains

the same as

ψ̈ = u4. (3.34)

Thus the quadcopter system dynamics has been transformed to four decoupled linear

subsystems (two fourth-order and two double integrator systems). Consequently, the

consensus algorithm can be designed based on the decoupled model shown above. A

fundamental control law for high-order systems which may serve as a starting point
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for the delayed controller design, is given in [63]

ui = −
N∑
j=1

aij

[
l−1∑
k=0

rk(ξ
(k)
i − ξ

(k)
j )

]
, i ∈ {1, 2, · · · , N}, (3.35)

where l denotes the system order, ξi denotes the system state, and rk denotes control

gain. However, it is not only required that all the states reach consensus, but also

that the states ẋ, v, v̇ should all converge to 0. Thus the controller for the fourth-order

subsystems in our simplified quadcopter model may be modified as

ui = k1ẋ+ k2v + k3v̇ − r1
n∑
j=1

aij(xi − xj)− r2
n∑
j=1

aij(ẋi − ẋj)

− r3
n∑
j=1

aij(vi − vj)− r4
n∑
j=1

aij(v̇i − v̇j).

(3.36)

In the presence of delays among communication channels, the delayed state informa-

tion may be used in the controller above.

3.5 Control Objectives

The control objective of this work it to design a distributed consensus control law for

each quadcopter agent with system dynamics (3.24), in the presence of synchronous

constant or asynchronous time-varying delays among each communication channel. In

particular, the consensus algorithm will be designed based on four decoupled linear

systems and the resulting system response should guarantee that the system can

be decoupled. In other words, the control objective is achieved for a group of N

quadcopters if lim
t→∞
‖ξξξj−ξξξi‖ = 0 and lim

t→∞
‖ηηηi‖ = 0, ∀i, j ∈ 1, · · · , N , which means the

translational positions are asymptotically converging to each other and the angular

positions are asymptotically converging to zero.
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Controller Design

This chapter discusses the static consensus controller design for MASs with general

linear dynamic agents under synchronous constant and asynchronous time-varying

delays respectively. The system error dynamics are formed at first for both cases and

then the controller gains can be obtained from solving the LMI conditions derived

based on Lyapunov’s method.

4.1 System Error Dynamics

To apply the Lyapunov-based controller design methodology, the system error dy-

namics of the MASs are derived. The system error dynamics for both constant and

time-varying delay cases will be described in this section.

4.1.1 Case I: Constant Delay

Consider a MAS consisting of N agents with ith agent described by the linear system

dynamics

ẋi = Axi +Bu′i, i ∈ 1, · · · , N, (4.1)

where xi ∈ Rn, u′i ∈ R, A ∈ Rn×n, B ∈ Rn×1. Matrices and vectors are assumed to

have compatible dimensions if not explicitly stated.

In the presence of synchronous constant delay among communication channels,

the following delayed feedback control law is proposed for the ith agent
u′i = u′ia + u′ib

u′ia = lxi

u′ib = −k
∑
j∈Ni

aij(xi(t− τ)− xj(t− τ)),

(4.2)

where u′ia is the local feedback controller and u′ib is the network interaction feedback

controller, τ is the known constant communication delay, k, l are static row vector

33
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gains that will be designed separately. The local feedback gain l can be designed

using pole placement method while the network interaction gain k will be designed

using Lyapunov based method. Then with the controller (4.2), the system (4.1) can

be written as

ẋi = (A+Bl)xi −Bk
∑
j∈Ni

aij(xi(t− τ)− xj(t− τ)), i ∈ 1, · · · , N. (4.3)

Define the system error for the ith agent as ei = xi−x1, i ∈ 2, · · · , N . Therefore, the

error dynamics can be obtained as

ėi = (A+Bl)ei −Bk
∑
j∈Ni

aij(ei(t− τ)− ej(t− τ))−Bk
∑
j∈N1

a1jej(t− τ). (4.4)

The overall error dynamics is then given as

ė = Āe + L̄e(t− τ), (4.5)

where e =


e2

e3

...

eN

, Ā = IN−1 ⊗ (A+Bl), L̄ = L⊗ (Bk) and

L =


−
∑N

j=1 a2j − a12 a23 − a13 · · · a2N − a1N
a32 − a12 −

∑N
j=1 a3j − a13 · · · a3N − a1N

...
...

. . .
...

aN2 − a12 · · · · · · −
∑N

j=1 aNj − a1N

 . (4.6)

Remark. The L matrix characterizes the communication topology among agents. In

a leader-follower type consensus structure with the leader defined as agent 1, a1j = 0

if the leader does not receive any information from its followers. In addition L is

symmetric if the communication between followers is bidirectional. Throughout this

thesis, L is assumed to be symmetric.

The system (4.1) asymptotically achieves consensus under the controller (4.2) if

the overall system error dynamics (4.5) is asymptotically stable.
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4.1.2 Case II: Time-Varying Delay

In this subsection, the asynchronous yet bounded time-varying delay is considered in

each communication channel. Thus, the communication delay can be expressed as

τij(t) = τ+δτij(t), where τ is the nominal delay which is a known constant, and δτij(t)

is the time-varying portion which is bounded by the known constant d as |δτij(t)| ≤ d.

In the presence of time-varying delay, the controller (4.2) can be modified as


u′i = u′ia + u′ib

u′ia = lxi

u′ib = −k
∑
j∈Ni

aij(xi(t− τ)− xj(t− (τ + δτij))).

(4.7)

The closed loop dynamics with the controller (4.7) for system (4.1) can be written as

ẋi = (A+Bl)xi −Bk
∑
j∈Ni

aij(xi(t− τ)− xj(t− (τ + δτij))). (4.8)

Consider again the system error defined in (4.4), the following error dynamics can be

obtained for the system under time-varying communication delays.

ėi = (A+Bl)ei −Bk
∑
j∈Ni

aij(ei(t− τ)− ej(t− τ))−Bk
∑
j∈Ni

aij∆ij

−Bk
∑
j∈N1

a1jej(t− τ) +Bk
∑
j∈N1

a1j∆1j.
(4.9)

The overall system error dynamics can be derived as

ė = Āe + L̄e(t− τ) + L̃∆, (4.10)
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where

∆ij = xj(t− τ)− xj(t− (τ + δτij))

∆ =
[

∆T
11 ∆T

12 · · · ∆T
1N · · · · · · · · · · · · ∆T

N1 ∆T
N2 · · · ∆T

NN

]T
L̃ = L0 ⊗ (−Bk)

L0 =


a11 · · · a1N −a21 · · · −a2N 0 · · · 0 · · ·
a11 · · · a1N 0 · · · 0 −a31 · · · −a3N · · ·

...
...

... · · ·
a11 · · · a1N 0 · · · 0 0 · · · 0 · · ·

· · · 0 · · · 0

· · · 0 · · · 0

· · · ...

· · · −aN1 · · · −aNN

 .

The system (4.1) achieves consensus with bounded error under the controller (4.7) if

the system (4.10) is stable.

4.2 Main Results

The stability analysis is conducted for both overall system error dynamics (4.5) and

(4.10) in this section. The Lyapunov stability concept along with the LMI are utilized

to provide the sufficient conditions for asymptotic consensus in the constant delay case

and consensus with bounded error in the time-varying delay case.

4.2.1 Case I: Controller Design Under Constant Delays

Theorem 1. In the presence of constant delay τ in each communication channel,

the system (4.1) achieves consensus asymptotically with the control law (4.2) if for

given positive scalars θi, i ∈ 1, · · · , 5, there exist symmetric positive definite matrices

P̂11, P̂22, Q̂11, Q̂22, R̂11, R̂22, as well as matrices N̂i, i ∈ 1, · · · , 5 and Y , and a
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non-singular matrix X̂ such that

Ĥi =



Ĥi11 ∗ ∗ ∗ ∗
Ĥi21 Ĥi22 ∗ ∗ ∗
Ĥi31 Ĥi32 Ĥi33 ∗ ∗
Ĥi41 Ĥi42 Ĥi43 Ĥi44 ∗
Ĥi51 Ĥi52 Ĥi53 Ĥi54 Ĥi55


< 0, i ∈ 1, · · · , N − 1, (4.11)

where

Ĥi11 = (N − 2)Q̂11 + τ(N − 2)R̂11 + N̂1 + N̂T
1 + θ1(A+Bl)X̂T + θ1X̂(A+Bl)T

Ĥi21 = −N̂T
1 + N̂2 + θ2(A+Bl)X̂T + θ1λi(Y

TBT )

Ĥi22 = −(N − 2)Q̂11 − N̂2 − N̂T
2 + θ2λi(BY ) + θ2λi(Y

TBT )

Ĥi31 = (N − 2)P̂11 + N̂3 − θ1X̂ + θ3(A+Bl)X̂T

Ĥi32 = −N̂3 − θ2X̂ + θ3λi(BY )

Ĥi33 = (N − 2)Q̂22 + τ(N − 2)R̂22 − θ3X̂T − θ3X̂

Ĥi41 = (N − 2)P̂22 + N̂4 + θ4(A+Bl)X̂T

Ĥi42 = −(N − 2)P̂22 − N̂4 + θ4λi(BY )

Ĥi43 = −θ4X̂T

Ĥi44 = −N − 2

τ
R̂11

Ĥi51 = N̂5 − N̂T
1 + θ5(A+Bl)X̂T

Ĥi52 = −N̂5 − N̂T
2 + θ5λi(BY )

Ĥi53 = −N̂T
3 − θ5X̂T

Ĥi54 = −N̂T
4

Ĥi55 = −N̂5 −
N − 2

τ
R̂22 − N̂T

5 ,

and λi is the ith eigenvalue of the matrix L defined in (4.6) in ascending order. Then,

the static controller gain k can be computed as Y (X̂T )−1.

Proof. Consider a Lyapunov function candidate for the ith component of error dy-

namics (4.5) of the following form, similarly as in [64] (refer to the Lyapunov-based
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method in Section 2.2.2)

Vi =
N∑

j=2,j 6=i

[
eTi

∫ t
t−τ eTj (s)ds

] [P11

P22

][
ei∫ t

t−τ ej(s)ds

]

+
N∑

j=2,j 6=i

∫ t

t−τ

[
eTj (s) ėTj (s)

] [Q11

Q22

][
ei(s)

ėj(s)

]
ds

+
N∑

j=2,j 6=i

∫ 0

−τ

∫ t

t+r

[
ej(s)

T ėTj (s)
] [R11

R22

][
ej(s)

ėj(s)

]
dsdr

, (4.12)

where P11, P22, Q11, Q22, R11, R22 are all symmetric positive definite matrices. The

Lyapunov function candidate for the overall error dynamics is then given as

V =
N∑
i=2

Vi

= (N − 2)eT P̄11e + (N − 2)

∫ t

t−τ
eT (s)dsP̄22

∫ t

t−τ
e(s)ds

+ (N − 2)

∫ t

t−τ

[
eT (s) ėT (s)

] [Q̄11

Q̄22

][
e(s)

ė(s)

]
ds

+ (N − 2)

∫ 0

−τ

∫ t

t+r

[
eT (s) ėT (s)

] [R̄11

R̄22

][
e(s)

ė(s)

]
dsdr,

(4.13)

where

P̄11 = IN−1 ⊗ P11, Q̄11 = IN−1 ⊗Q11, R̄11 = IN−1 ⊗R11,

P̄22 = IN−1 ⊗ P22, Q̄22 = IN−1 ⊗Q22, R̄22 = IN−1 ⊗R22.

Taking the time derivative of (4.13) results in (4.14).

V̇ = Ξ− (N − 2)

∫ t

t−τ

[
eT (s) ėT (s)

] [R̄11

R̄22

][
e(s)

ė(s)

]
ds, (4.14)
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where

Ξ =(N − 2)ėT (t)P̄11e(t) + (N − 2)eT (t)P̄11ė(t)

+ (N − 2)eT (t)P̄22

∫ t

t−τ
e(s)ds− (N − 2)eT (t− τ)P̄22

∫ t

t−τ
e(s)ds

+ (N − 2)

∫ t

t−τ
eT (s)dsP̄22e(t)− (N − 2)

∫ t

t−τ
eT (s)dsP̄22e(t− τ)

+ (N − 2)eT (t)Q̄11e(t)− (N − 2)eT (t− τ)Q̄11e(t− τ)

+ (N − 2)ėT (t)Q̄22ė(t)− (N − 2)ėT (t− τ)Q̄22ė(t− τ)

+ τ(N − 2)eT (t)R̄11e(t) + τ(N − 2)ėT (t)R̄22ė(t).

From Lemma 2 and (4.14), the following inequality can be obtained.

V̇ ≤ Ξ− N − 2

τ

∫ t

t−τ
eT (s)dsR̄11

∫ t

t−τ
e(s)ds

− N − 2

τ

∫ t

t−τ
ėT (s)dsR̄22

∫ t

t−τ
ė(s)ds+ φ1 + φ2,

(4.15)

where φ1 is a zero equation that increases the system’s design flexibility, and φ2 is

another zero equation that introduces the controller gain k into the inequality. φ1

and φ2 are given as shown below.

φ1 = 2ZTN

[
e(t)−

∫ t

t−τ
ė(s)ds− e(t− τ)

]
,

φ2 = 2ZTM
[
L̄e(t− τ) + Āe(t)− ė(t)

]
,

where

Z =
[
eT (t) eT (t− τ) ėT (t)

∫ t
t−τ eT (s)ds

∫ t
t−τ ėT (s)ds

]T
,

N =
[
N̄T

1 N̄T
2 N̄T

3 N̄T
4 N̄T

5

]T
,

M =
[
M̄T

1 M̄T
2 M̄T

3 M̄T
4 M̄T

5

]T
,

N̄i = IN−1 ⊗Ni,

M̄i = IN−1 ⊗Mi,

and Ni,Mi, i ∈ 1, · · · , 5, are arbitrary matrices.

The inequality (4.15) can be rewritten in a more compact way as

V̇ ≤ ZTHZ, (4.16)
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where H is given as

H =



H11 ∗ ∗ ∗ ∗
H21 H22 ∗ ∗ ∗
H31 H32 H33 ∗ ∗
H41 H42 H43 H44 ∗
H51 H52 H53 H54 H55


, (4.17)

with

H11 = (N − 2)Q̄11 + τ(N − 2)R̄11 + N̄1 + N̄T
1 + M̄1Ā+ ĀTM̄T

1

H21 = −N̄T
1 + N̄2 + M̄2Ā+ L̄TM̄T

1

H22 = −(N − 2)Q̄11 − N̄2 − N̄T
2 + M̄2L̄+ L̄TM̄T

2

H31 = (N − 2)P̄11 + N̄3 − M̄T
1 + M̄3Ā

H32 = −N̄3 + M̄3L̄− M̄T
2

H33 = (N − 2)Q̄22 + τ(N − 2)R̄22 − M̄3 − M̄T
3

H41 = (N − 2)P̄22 + N̄4 + M̄4Ā

H42 = −(N − 2)P̄22 − N̄4 + M̄4L̄

H43 = −M̄4

H44 = −N − 2

τ
R̄11

H51 = N̄5 − N̄T
1 + M̄5Ā

H52 = −N̄5 − N̄T
2 + M̄5L̄

H53 = −N̄T
3 − M̄5

H54 = −N̄T
4

H55 = −N̄5 −
N − 2

τ
R̄22 − N̄T

5 .

The control objective will be achieved if there exists a feedback gain k such that H <

0, thus V̇ < 0. However, the matrix H has to be linearized, thus more conservative,

in order to solve the controller gain k using Matlab LMI toolbox. The linearization

is done by imposing the scaling factor θi on M̄i as M̄i = θiM̄3, i ∈ 1, · · · 5 and θ3

is defined as 1. We also impose the positive definiteness on M̄3, thus M̄3 > 0, and
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let X = M̄−1
3 and W̃ = I5 ⊗ X. The congruence transformation of H is given as

H̃ = W̃HW̃ T . Since W̃ is invertible, H < 0⇔ H̃ < 0, where H̃ is given as

H̃ =



H̃11 ∗ ∗ ∗ ∗
H̃21 H̃22 ∗ ∗ ∗
H̃31 H̃32 H̃33 ∗ ∗
H̃41 H̃42 H̃43 H̃44 ∗
H̃51 H̃52 H̃53 H̃54 H̃55


, (4.18)

with

H̃11 = (N − 2)Q̃11 + τ(N − 2)R̃11 + Ñ1 + ÑT
1 + θ1ĀX

T + θ1XĀ
T

H̃21 = −ÑT
1 + Ñ2 + θ2ĀX

T + θ1XL̄
T

H̃22 = −(N − 2)Q̃11 − Ñ2 − ÑT
2 + θ2L̄X

T + θ2XL̄
T

H̃31 = (N − 2)P̃11 + Ñ3 − θ1X + θ3ĀX
T

H̃32 = −Ñ3 + θ3L̄X
T − θ2X

H̃33 = (N − 2)Q̃22 + τ(N − 2)R̃22 − θ3XT − θ3X

H̃41 = (N − 2)P̃22 + Ñ4 + θ4ĀX
T

H̃42 = −(N − 2)P̃22 − Ñ4 + θ4L̄X
T

H̃43 = −θ4XT

H̃44 = −N − 2

τ
R̃11

H̃51 = Ñ5 − ÑT
1 + θ5ĀX

T

H̃52 = −Ñ5 − ÑT
2 + θ5L̄X

T

H̃53 = −ÑT
3 − θ5XT

H̃54 = −ÑT
4

H̃55 = −Ñ5 −
N − 2

τ
R̃22 − ÑT

5 ,

Note that P̃11 = XP̄11X
T . Since X, P̄11 are block diagonal, P̃11 is also block diagonal

and can be expressed as IN−1⊗ P̂11, where P̂11 = X̂P11X̂
T . The following expressions

can be obtained

P̃22 = IN−1 ⊗ P̂22, Q̃11 = IN−1 ⊗ Q̂11, Q̃22 = IN−1 ⊗ Q̂22,

R̃11 = IN−1 ⊗ R̂11, R̃22 = IN−1 ⊗ R̂22, Ñi = IN−1 ⊗ N̂i, i ∈ 1, · · · , 5.
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In addition, XL̄T = LT ⊗ (Y TBT ), where Y is defined as kX̂T . Therefore, the block

entries in (4.18) can be rewritten as

H̃11 = IN−1 ⊗
[
(N − 2)Q̂11 + τ(N − 2)R̂11 + N̂1 + N̂T

1

]
+ IN ⊗

[
θ1(A+Bl)X̂T + θ1X̂(A+Bl)T

]
H̃21 = IN−1 ⊗

[
−N̂T

1 + N̂2 + θ2(A+Bl)X̂T
]

+ θ1L
T ⊗ (Y TBT )

H̃22 = IN−1 ⊗
[
−(N − 2)Q̂11 − N̂2 − N̂T

2

]
+ θ2L⊗ (BY ) + θ2L

T ⊗ (Y TBT )

H̃31 = IN−1 ⊗
[
(N − 2)P̂11 + N̂3 − θ1X̂ + θ3(A+Bl)X̂T

]
H̃32 = IN−1 ⊗

[
−N̂3 − θ2X̂

]
+ θ3L⊗ (BY )

H̃33 = IN−1 ⊗
[
(N − 2)Q̂22 + τ(N − 2)R̂22 − θ3X̂T − θ3X̂

]
H̃41 = IN−1 ⊗

[
(N − 2)P̂22 + N̂4 + θ4(A+Bl)X̂T

]
H̃42 = IN−1 ⊗

[
−(N − 2)P̂22 − N̂4

]
+ θ4L⊗ (BY )

H̃43 = IN−1 ⊗
[
−θ4X̂T

]
H̃44 = IN−1 ⊗

[
−N − 2

τ
R̂11

]
H̃51 = IN−1 ⊗

[
N̂5 − N̂T

1 + θ5(A+Bl)X̂T
]

H̃52 = IN−1 ⊗
[
−N̂5 − N̂T

2

]
+ θ5L⊗ (BY )

H̃53 = IN−1 ⊗
[
−N̂T

3 − θ5X̂T
]

H̃54 = IN−1 ⊗
[
−N̂T

4

]
H̃55 = IN−1 ⊗

[
−N̂5 −

N − 2

τ
R̂22 − N̂T

5

]
.

The complexity of linear matrix inequality H̃ < 0 increases significantly, thus it

is difficult to solve numerically, as the number of agents increases. It is necessary

to derive equivalent low dimension conditions that can be practically used. Under

the assumption that the group of agents communicate to each other in a way such

that the matrix L is symmetric, the equivalent low dimension LMIs can be derived

from the congruence transformation Ĥ = Ŵ H̃Ŵ T , where Ŵ = I5 ⊗ (U ⊗ In) and

UT = U−1 as the orthogonal matrix from the diagonalization of L = UTΛU , and Λ is

the eigenvalue matrix with eigenvalues in ascending order. It also can be shown that

H < 0⇔ Ĥ < 0⇔ Ĥi < 0, i ∈ 1, · · · , N − 1 and Ĥi is given in (4.11).
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Remark. It can be shown, according to the convexity property of LMI, Ĥi < 0,

i ∈ 1, · · · , N − 1 is equivalent to Ĥ1 < 0 and ĤN−1 < 0. In addition, it can be

observed from its diagonal entry that the inequality (4.11) is less feasible given larger

number of agents and delay. Besides, θ and φ with subscripts in this chapter represent

the arbitrary design parameters and zero equations correspondingly, whereas θ and φ

without subscripts denote the pitch and roll angles respectively.

4.2.2 Case II:Controller Design Under Time-Varying Delays

Theorem 2. In the presence of asynchronous time-varying delays τδij in each com-

munication channel, the system (4.1) achieves consensus with bounded error under

control law (4.7) if for given positive scalars γ, τ , θi, i ∈ 1, · · · , 5, there exist sym-

metric positive definite matrices P̂11, P̂22, Q̂11, Q̂22, R̂11, R̂22, Ŝ as well as matrices

N̂i, i ∈ 1, · · · , 5 and Y , and a non-singular matrix X̂ such that

Φ̂i =



Ĥi11 + Ŝ ∗ ∗ ∗ ∗ ∗
Ĥi21 Ĥi22 ∗ ∗ ∗ ∗
Ĥi31 Ĥi32 Ĥi33 ∗ ∗ ∗
Ĥi41 Ĥi42 Ĥi43 Ĥi44 ∗ ∗
Ĥi51 Ĥi52 Ĥi53 Ĥi54 Ĥi55 ∗
θ1X̂ θ2X̂ θ3X̂ θ4X̂ θ5X̂ − 1

γ
In


< 0, i ∈ 1, · · · , N − 1, (4.19)

where Ĥiij is the same as given in (4.11), and λi is the ith eigenvalue of matrix L in

ascending order. Then, the static controller gain k can be computed as Y (X̂T )−1. In

addition, the consensus error will be bounded by

‖e(t)‖ ≤ γ−1λmax(L̃
T L̃)‖∆‖

λmin(Ŝ)
.

Proof. Consider the same Lyapunov function candidate (4.13) as in the constant

delay case. Following the same procedures in the previous subsection, the Lyapunov

function candidate’s time derivative satisfies the following inequality

V̇ ≤ Ξ− N − 2

τ

∫ t

t−τ
eT (s)dsR̄11

∫ t

t−τ
e(s)ds

− N − 2

τ

∫ t

t−τ
ėT (s)dsR̄22

∫ t

t−τ
ė(s)ds+ φ1 + φ2 + φ3,

(4.20)
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where, φ1 is same as given in (4.15), φ2 incorporates the error dynamics (4.10), and

the newly introduced zero equation φ3 serves for compressing the consensus error.

φ2 = 2ZTM
[
L̄e(t− τ) + Āe(t)− ė(t) + L̃∆

]
(4.21)

φ3 = eT S̄e− eT S̄e, (4.22)

where S̄ = IN ⊗ S, and S = ST > 0.

Using the following quadratic inequality

2ZTML̃∆ ≤ γZTMMTZ + γ−1∆T L̃T L̃∆, (4.23)

the inequality (4.20) is changed to

V̇ ≤ ZTH ′Z + γZTMMTZ + γ−1∆T L̃T L̃∆− eT S̄e, (4.24)

where

H ′ =



H11 + S̄ ∗ ∗ ∗ ∗
H21 H22 ∗ ∗ ∗
H31 H32 H33 ∗ ∗
H41 H42 H43 H44 ∗
H51 H52 H53 H54 H55


,

and Hij is the same as given in (4.17). Using Lemma 1, H ′+λMMT < 0 is equivalent

to

Φ =



H11 + S̄ ∗ ∗ ∗ ∗ ∗
H21 H22 ∗ ∗ ∗ ∗
H31 H32 H33 ∗ ∗ ∗
H41 H42 H43 H44 ∗ ∗
H51 H52 H53 H54 H55 ∗
M̄T

1 M̄T
2 M̄T

3 M̄T
4 M̄T

5 − 1
λ
I


< 0, (4.25)

If the inequality (4.25) is satisfied, then the following inequality holds.

V̇ ≤ γ−1∆T L̃T L̃∆− eT S̄e. (4.26)

Besides, if eT S̄e > γ−1∆T L̃T L̃∆, then

V̇ (t) ≤ 0.
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As a result, ‖e(t)‖ will be compressed, thus ‖e(t)‖ is expected to be bounded by

‖e(t)‖ ≤

√
γ−1λmax(L̃T L̃)‖∆‖2

λmin(S̄)
(4.27)

It can be shown, using the same linearization and diagonalization techniques described

in the previous section, that Φ < 0⇔ Φ̂i < 0, i ∈ 1, · · · , N − 1 in (4.19).

Remark. Although larger λmin(S̄) and γ values can reduce the error bound, they tend

to induce the infeasibility of (4.19). Thus, there is a trade-off between the feasibility

and error bound. In addition, given the fixed λmax(L̃
T L̃) and ‖∆‖, the error bound

is minimized when the product of γ and λmin(S̄) is maximized within certain feasible

region.

4.3 Summary

This chapter contains the stability analysis for consensus design of linear MASs with

synchronous constant and asynchronous time-varying communication delays. The

consensus problem is converted to a tracking problem by introducing the systems

error dynamics. Sufficient LMI conditions are then derived based on Lyapunov’s

method for both cases. Similar procedures are used in deriving the LMI conditions

except with the addition of a disturbance term, which is suppressed by introducing

an extra zero equation, in the error dynamics of time-varying case. At last, the LMI

conditions are all linearized and decomposed into a set of smaller conditions such that

they can be efficiently solved.



Chapter 5

Simulation Results of the Constant Delay Case

This chapter describes simulation results of the system under synchronous constant

communication delays among all communication channels. Discussions will be on the

effects of the communication topologies, the number of agents, the constant delay

and the four arbitrary design parameters θi, i = 1, 2, 4, 5 on the system performance.

The leader-follower consensus structure is adopted for all simulation cases.

5.1 Controller Implementation

The quadcopter system has been transformed to one networked and one local double-

integrator subsystems in (3.33) and (3.34), and two equivalent networked fourth-

order-integrator subsystems (3.31) and (3.32). Thus, the controllers designed based

on these transformed subsystems have to be inversely transformed so that they can

be actually implemented to the original system.

The following PD controller is proposed for the local double-integrator system,

u4i = −4ψi − 4ψ̇i. (5.1)

The local feedback gain is designed as l2 =
[
0 −1

]
for the networked double-

integrator subsystem and l4 =
[
0 −6 −11 −6

]
for the fourth-order-integrator

subsystems given the corresponding desired poles of
[
0 −1

]
and

[
0 −1 −2 −3

]
.

The network interaction gains are then designed based on the feasibility test of the

LMI conditions (4.11) for asymptotic consensus and (4.19) for the consensus with

bounded error (see Theorems 1 and 2).

The transformed feedback controller u′1i, u
′
2i, u

′
3i can be identified from (4.2) once

l and k are designed. The original control input u1i, u2i, u3i from (3.31) to (3.33) can

46
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then be obtained as follows
u′1i = l2

zi
żi

− k2

∑
j∈Ni

aij

zi(t− τ)

żi(t− τ)

−
zj(t− τ)

żj(t− τ)

 ,

u1i =
u′1i+g

cos(φi) cos(θi)
,

(5.2)



u′2i = l4



yi

ẏi

wi

ẇi


− k4
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aij




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ẏi(t− τ)

wi(t− τ)
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−



yj(t− τ)

ẏj(t− τ)

wj(t− τ)

ẇj(t− τ)




,

u2i =
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ẇ2w
g2+w2

−(g+w2

g
)
,

(5.3)
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u′3i = l4
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ẋi
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− k4

∑
j∈Ni

aij





xi(t− τ)

ẋi(t− τ)

vi(t− τ)

v̇i(t− τ)
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−



xj(t− τ)

ẋj(t− τ)

vj(t− τ)

v̇j(t− τ)




,

u3i =
u′3i−2

v̇2v
g2+v2

g+ v2

g

,

(5.4)

where l2 and k2 denote the local feedback and network interaction gains for the double-

integrator subsystem and l4 and k4 for the fourth-order-integrator subsystems. In the

time-varying delay case, the neighbor’s states under time-varying delays are used (e.g.

zj(t− τ) is replaced by zj(t− τij(t)) for jth agent sending zj to the ith agent).

5.2 Effect of Communication Topologies

This section discusses the effect of communication topologies in terms of the max-

imum allowable communication delay (τmax) which indicates the robustness of the

system subject to constant communication delays, and consensus time (tc) that char-

acterizes the speed that followers can converge to the leader. τmax is defined as the

upper threshold of the constant delay that the consensusability of the system can be

guaranteed from the feasibility test of (4.11). tc is the required time for the consen-

sus error ec(t) defined in (5.5), which is the average distance between the leader and
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followers, to reach an established cutoff value.

ec(t) =

N∑
i=2

√
(xi − x1)2 + (yi − y1)2 + (zi − z1)2

N − 1
(5.5)

The complete set of communication topology cases for a four-agents system that

satisfy the assumption of symmetric L matrix defined in (4.6) is given in Figs. 5.1

to 5.3. The arbitrary design parameters θi, i = 1, 2, 3, 4, 5 are all set as 1. τmax

1

2 3 4
(a)

1

2 3 4
(b)

1

2 3 4
(c)

1

2 3 4
(d)

Figure 5.1: Communication topology cases (a), (b), (c) and (d)

associated with each communication topology is summarized in Fig. 5.4.

In evaluating tc, all the followers are assumed to be initially hovering at differ-

ent locations while the leader is stationary at the origin and initial conditions are

given in Table 5.1. Followers will then converge to the leader under designed con-

trol laws (5.1) to (5.4). For instance, the position profile for the group of agents

with the proposed control algorithm under communication topology case(f) and con-

stant delay τ = 0.5 s is shown in Fig. 5.5, and the translational response is given

as Fig. 5.6, angular response as Fig. 5.7 and the consensus error as Fig. 5.8. The

network feedback gains for this case are obtained as k2 =
[
0.2284 0.3318

]
and

k4 =
[
0.7886 1.4242 0.6958 0.1174

]
. tc is calculated for each case under constant

delay τ = 0.5 s with a cutoff consensus error of 0.1 m and then summarized in Fig. 5.9.

There are three conclusions which can be drawn by observing and comparing
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Figure 5.2: Communication topology cases (e), (f), (g) and (h)

1

2 3 4
(i)

1
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1

2 3 4
(k)

Figure 5.3: Communication topology cases (i), (j) and (k)

τmax and tc resulting from all communication topology cases. At first, the system

can tolerate larger delay and achieve faster consensus with more followers directly

receiving information from the leader given that the same communication topology

between the followers is maintained. This conclusion can be verified from cases (a),
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Table 5.1: Initial conditions of 4-quadcopter system
Quadcopter X(m) Y(m) Z(m) Yaw(deg) Pitch(deg) Roll(deg)

1 0 0 0 0 0 0
2 10 0 10 60 0 0
3 0 10 10 90 0 0
4 0 -10 10 120 0 0

(b) and (c) in Figs. 5.4 and 5.9, where the same communication topology between the

followers is maintained. In case (c), the leader sends information directly to all three

followers, whereas only to two followers in (b) and one follower in (a). Consequently,

the system has the maximum τmax (863 ms) and minimum tc (43.2 s). Similar results

can be found for cases (e), (f) and (g). The τmax and tc results for cases (a), (b), (c),

(e), (f) and (g) are summarized in Table 5.2.

Secondly, in the centralized form, where the leader directly sends information

to every follower, adding communication links between the followers will not enhance

the system performance. This conclusion can be verified from case (d), where there

is no communication between followers, the system has the maximum τmax (999 ms)
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Figure 5.5: Position profile of the system under communication topology (f) and
τ = 0.5 s

Table 5.2: τmax and tc for cases (a), (b), (c), (e), (f) and (g)
Communication topology (a) (b) (c) (e) (f) (g)

τmax (ms) 608 732 863 636 768 863
tc (s) 61.0 46.0 43.2 60.8 44.7 42.7

and minimum tc (27.7 s) among all centralized cases (c), (d), (g) and (j). Table 5.3

summarizes the results for the mentioned cases.

Thirdly, in the distributed form, in general, systems perform similarly regard-

Table 5.3: τmax and tc for cases (c), (d), (g) and (j)
Communication topology (c) (d) (g) (j)

τmax (ms) 863 999 863 909
tc (s) 43.2 27.7 42.7 50.9

less of connections between the followers. For example, τmax and tc values only vary

slightly in cases (a), (e) and (h). Similar results can also be found in cases (b), (f),

(i) and (k). Table 5.4 summarizes the results for the mentioned cases.

All in all, it seems that the centralized case (d) has the best performance. How-
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Figure 5.6: Translational response of the system under communication topology (f)
and τ = 0.5 s

Table 5.4: τmax and tc for cases (a), (e), (h), (b), (f), (i) and (k)
Communication topology (a) (e) (h) (b) (f) (i) (k)

τmax (ms) 608 636 636 732 768 797 767
tc (s) 61.0 60.8 61.7 46.0 44.7 44.2 51.1

ever, it is the most susceptible one to communication link failure. For example, the

consensus will never be reached if there is link failure in the system. Case (g), on the

other hand, is the most robust case in terms of communication link failure.
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5.3 Effect of Number of Agents

This section discusses the effect of number of agents on τmax and tc. The ring type

communication topology among the followers shown in Fig. 5.10 will be used in dis-

cussions because of its superior scalability. The parameters θi, i = 1, · · · , 5 are all set

as 1. τmax for the systems with four to ten agents are summarized in Figure 5.11.

Again, for evaluating tc, the leader is set as stationary at the origin and the fol-

1

2 3

4N ……

Figure 5.10: Ring type communication topology with N agents

lowers are initially hovering at locations evenly distributed on a sphere with radius ρ

of 10
√

2. The initial conditions for followers are given in (5.6) with the angles defined

in Fig. 5.12. The position profile for a group of six agents under constant commu-

nication delay of 0.3 s is shown in Fig. 5.13, the translational response is given as

Fig. 5.14, and the angular response is shown in Fig. 5.15. Additionally, the consensus

error profile is given in Fig. 5.16 and tc is computed as 86.3 s with a cutoff error of

0.5 m. tc for other cases are summarized in Fig. 5.17.

xi = ρ sin(φi) cos(θi)

yi = ρ sin(φi) cos(θi)

zi = ρ cos(φi)

θi = 360◦

N−1i, φi = 45◦, i = 1, · · · , N − 1.

(5.6)

The simulation results summarized in Figs. 5.11 and 5.17 indicate that delays
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Figure 5.11: Maximum allowable delays of the ring type topology associated with
four to ten agents

have more impact on the consensus speed when number of agents increases. Besides,

it can be observed from Fig. 5.14 that tc is mainly governed by motions in Z-direction

since the system converges quickly in the X- and Y- directions within the first 15 sec-

onds. This observation can be analyzed by examining the network feedback gains. For

instance, consider the six-agent system, the network feedback gains are computed as

k2 =
[
0.2593 0.4279

]
and k4 =

[
1.1019 2.000 0.9778 0.1440

]
. The gain (0.2593)

associated with the position error in the Z-direction is smaller than the gain (1.1019)

in the X- and Y- directions. As a result, the system tends to converge faster in X-

and Y- directions.
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Figure 5.14: Translational responses of the system under τ = 0.3 s

Figure 5.15: Angular response of the six-agent system under τ = 0.3 s
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5.4 Effect of Constant Delay

Two cases are studied regarding the effects of constant delays on the consensus time

tc in this section. Specifically, in the first case the controller is designed based on

the actual delay that exists in the system, whereas in the second case the controller

is designed based on a prescribed delay which is independent of the actual system

delay. Communication topology (e) in Fig. 5.2 is chosen for all the simulations in this

section. θi, i = 1, · · · , 5 are set as 1, and the agents’ initial conditions are given as

(5.6).

5.4.1 Case I: Controller Designed Based on Actual System Delay

Consensus time tc of the system with respect to a set of delays is summarized in

Fig. 5.18. It is surprising that tc reduces as the delay increases. This observation can

be analyzed by examining the controller gains given in Table 5.5 where the position

error gains (in bold) increase as the delays increase. It means that the feasible LMI

in (4.11) condition actually tries to compensate for the effect of large delays by in-

troducing large gains. Nevertheless, large controller gains imply large control effort

which is often not realizable in practice. Furthermore, as shown in Fig. 5.19, large

gains resulted from large delays also imply agile maneuvering, thus large roll angle

response.

Table 5.5: Control gains with respect to delays (case I)
Delay τ (s) k2 k4

0.1
[
0.1833 0.2801

] [
0.1294 0.1066 −0.1865 −0.1471

]
0.2

[
0.2486 0.4212

] [
0.3340 0.5799 0.1064 −0.0694

]
0.3

[
0.2557 0.4264

] [
0.5895 1.0359 0.3839 0.0052

]
0.4

[
0.2752 0.4189

] [
1.0179 1.8294 0.8860 0.1397

]
0.5

[
0.2914 0.4152

] [
1.5870 2.9000 1.5395 0.2835

]
0.6

[
0.3716 0.4180

] [
2.2235 4.0792 2.2243 0.3918

]

5.4.2 Case II: Controller Designed Based on Prescribed Delay

In this case the controller is designed based on the prescribed delay of 0.5 s and

subsequently applied to the systems under various delays from 0.05 s to 0.6 s. The
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Figure 5.18: tc under topology (e) with respect to delays (Case I)

simulation results given in Fig. 5.20 indicate that the systems converge at approxi-

mately same speed under such controller disregarding the actual delay in the system

to certain magnitude. However, larger system delay tends to induce more oscillations.

To illustrate, the roll responses for a delays of 0.5 s and 1 s are compared and given in

Fig. 5.21, and pitch responses in Fig. 5.22. In addition, it has been manually tested

that the simulation actually fails when the delay in the system exceeds 1.33 s and the

consensus profile for the system with delay of 1.33 s is shown in Fig. 5.23. Similar

results, as shown in Fig. 5.24, can be obtained for controllers designed at other pre-

scribed delays.

Finally, the conclusions obtained from both cases with the system under

communication topology (e) are also valid for systems under other topologies. As an

illustration, the results hold, as shown in Figs. 5.25 and 5.26, for the system under

communication topology (a).
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Figure 5.20: tc under controller designed at τ = 0.5 s (Case II)
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Figure 5.21: Roll responses at τ = 0.5 s and 1 s (Case II)
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Figure 5.22: Pitch responses at τ = 0.5 s and 1 s (Case II)
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Figure 5.23: Consensus error profile under τ = 1.33 s (Case II)
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Figure 5.24: Consensus time under controller designed at τ = 0.636 s (Case II)
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Figure 5.25: Consensus time under topology (a) with respect to delays (Case I)
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Figure 5.26: Consensus time under topology (a) with respect to delays (Case II)
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5.5 Effect of Arbitrary Design Parameters

LMI in (4.11) has four arbitrary design parameters θ1, θ2, θ4 and θ5. To investigate

their impact on the system performance, simulations are run for each combination of

two parameters with values from 0.5 to 1.5 while others are fixed at 1. τmax and tc

are then calculated and discussed. The communication topology shown in Fig. 5.2(e)

is chosen for all simulation cases. In calculating the consensus time, the system delay

and the cutoff error are set as 0.4 s and 0.1 m.

The relation between τmax and parameter set (θ1, θ2) is given in Fig. 5.27. It can

be observed that τmax increases as both θ1 and θ2 increase, and eventually reach a

maximum when θ1 = 1.5 and θ2 = 1.5. Besides, the gradients are getting smaller

in both directions as θ1 and θ2 getting larger, thus resulting a flatter surface. The

relation between tc and the same parameter set is shown in Fig. 5.28, and tc reaches

a minimum, thus achieves fastest consensus, when θ1 and θ2 reach minimum values.

Therefore, there is a trade-off between the robustness against delays and the consensus

speed in this parameter set. Similar conclusions can be drawn from conducting the

discussions for parameter set (θ2, θ5) and relation between τmax and this parameter

set is given in Fig. 5.29, and Fig. 5.30 for tc.

The relation between τmax and parameter set (θ1, θ4) is given in Fig. 5.31. It shows

that τmax is relatively insensitive to θ1 and it increases as θ4 decreases. As shown

in Fig. 5.32, similar results exist for the relation between tc and the same parameter

set. As a result, the trade-off still exists in this parameter set. Similar conclusions

can be drawn for parameter sets (θ2, θ4) and (θ4, θ5). The relations between system

performance indexes (τmax, tc) and these parameter sets are given in Figs. 5.33 to 5.36.

The relations between system performance indexes and the parameter set (θ1,

θ5) are shown in Figs. 5.37 and 5.38. It can be observed that τmax increases when

θ1 increases and θ5 reduces while tc is relatively insensitive to θ5 and decreases as θ1

decreases. In addition, τmax and tc all reach the maximums when θ1 reaches maximum

value, thus the trade-off retains. However, it can be observed that the gradient of τmax

in θ1 direction is relatively small, thus the parameters of θ1 = 0.5 and θ5 = 0.5 can

be chosen as suboptimal parameter set where the system has the fastest consensus

speed and also has some robustness against delays.
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Figure 5.31: Maximum allowable delay vs. θ1 and θ4
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Figure 5.32: Consensus time vs. θ1 and θ4
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5.6 Summary

Discussions on the system performance with respect to different communication topolo-

gies, system scales, system delays and arbitrary design parameters are successfully

conducted. The centralized communication topology outperforms other topologies.

Large scale systems are more susceptible to communication delays and tend to con-

verge slowly. Systems actually achieve faster consensus speed under larger delays.

Finally, there is a trade-off between the robustness against delays and the consensus

speed when choosing the arbitrary design parameters.



Chapter 6

Simulation Results of the Time-Varying Delay Case

MATLAB simulation results of the system under asynchronous time-varying com-

munication delays are discussed in this chapter. In particular, discussions will be

focusing on: the optimal error bound parameter design; the effect of time-varying

delays; the system performance comparison; and the trajectory planning. Commu-

nication topology shown in Fig. 5.2(e) is adopted for all simulation cases and the

arbitrary design parameters θi, i = 1, · · · , 5 are set as 1.

6.1 Optimal Error Bound Parameter Design

Different from the controller design in the constant delay case, two additional design

parameters γ and S̄ are introduced for compressing the system error bound in the

time-varying delay case. From Theorem 2, if the LMIs in (4.19) are satisfied, the

consensus error will be bounded by (4.27). However, as described in Section 4.2.2,

there is a trade-off between the feasibility of the controller and the error bound.

Therefore, it is necessary to design an optimal controller over a prescribed region such

that the feasibility is ensured and the error bound is minimized. In the feasibility test

of LMIs in (4.19), the S̄ is modified as s ∗ I, where s is an arbitrary positive scalar

and then λmin(S̄) becomes s. Thus, the error bound is minimized when the product

of γ and s is maximized. The feasibility test is conducted for γ and s range from 0.01

to 1 and the results are given in Fig. 6.1, where the yellow regions are guaranteed to

be feasible. The enlarged results is given in Fig. 6.2 and within these feasible regions,

the product of γ and s is maximized when γ = 0.01 and s = 0.18. These values are

used subsequently for all simulations in this chapter.
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6.2 Effect of Time-Varying Delays

This section discusses the system performance under the effect of nominal delay τ ,

time-varying potion delay bound d and types of time-varying delay. The leader sits

stationary at the origin, with the followers initially hovering at locations evenly dis-

tributed in the space. l2-norm of the consensus error is introduced as an extra crite-

rion for evaluating the system performance in order to take account of the oscillations

induced by time-varying delays.

6.2.1 Effect of Nominal Delays

In studying the effect of nominal delay, a controller is designed at τ = 0.1 s and

d = 0.01 s, which then subsequently implemented to systems with τ ranging from

0.01 s to 0.4 s, without changing d. In addition, for a smooth system response, the

time-varying portion of the delay dij(t) in each communication channel is implemented

as a sinusoidal signal d ∗ sin(2πfijt) where fij denotes the signal frequency in channel

from agent j to agent i. Delay signals with τ = 0.1 s and d = 0.01 s for communication

topology (e) are given in Figs. 6.3 and 6.4.

It is shown in Fig. 6.5, as expected, that the l2-norm increases thus the system

performance degrades, as the nominal delay increases. Moreover, it increases rapidly

when the nominal delay gets closer to 0.4 s and eventually simulation fails when the

nominal delay exceeds 0.43 s.

6.2.2 Effect of Varying Delay Bound

The same controller designed in Section 6.2.1 is adopted in studying the effect of

the varying delay bound on system performance. However, in this subsection, the

controller is implemented to systems with d ranging from 0.01 s to 0.09 s and a fixed

τ . l2-norm with respect to various d is shown in Fig. 6.6. Although increasing d tends

to slightly reduce the l2-norm, there is only 2.5% difference between the maximum

and minimum values. Therefore, it can be concluded that the system performance is

relatively insensitive to d given an unchanged τ .
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Figure 6.4: Delay signals in channels to agent three and four
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6.2.3 Effect of Type of Time-Varying Delays

This subsection discusses the effect of type of time-varying delays on system perfor-

mance. The random delay signal with a bound of 0.05 s, as shown in Fig. 6.7, is

implemented in simulation for performance comparison with the sinusoidal type of

delays. It is discovered that the type of delay generally has very little impact on

system performance given a same delay bound. To demonstrate, the system consen-

sus error profiles under random and sinusoidal delays, given in Fig. 6.8, are almost

overlapped. In addition, as shown in Fig. 6.9, the l2-norm of consensus error under

two types of delay are similar and the system has slightly better performance under

smooth sinusoidal delays.
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6.3 System Performance Comparison

To compare the system performance, a controller is designed based on the constant

delay condition (4.11) and implemented to the system under a nominal delay of

0.1 s and a varying-delay bound of 0.01 s afterwards. It is then compared with the

controller designed based on the time-varying delay condition (4.19). The l2-norm

results for both controllers, as shown in Fig. 6.10, indicate that the controller designed

based on (4.19) outperforms the controller designed based on (4.11) since the former

one tends to induce a faster convergence and a smaller l2-norm. Similar result can

be obtained from the consensus error profile shown in Fig. 6.11, where the consensus

error bound is larger with the controller designed based on (4.11). It is also interesting

to investigate the controller gains, as listed in Table 6.1, for both controllers. It can

be observed that control gains designed under (4.19) are generally larger than the case

under (4.11). It means that the LMI in condition (4.19) actually tries to compensate

the effect of time-varying portion of the delay by outputting large gains. However,

large controller gains imply large control effort which might not be realizable in the

actual implementation.
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Figure 6.10: l2-norm of consensus error under two described controllers
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Table 6.1: Control gains under constant and time-varying delays
Gains k2 k4

Constant delay
[
0.1833 0.2801

] [
0.1294 0.1066 −0.1865 −0.1471

]
Time-varying delay

[
1.2419 1.4259

] [
4.7298 8.5353 4.7316 1.0009

]

6.4 Trajectory Planning

This section presents two trajectory planning methods by implementing the designed

controllers: the waypoints and the virtual leader.

6.4.1 Trajectory Planning with Waypoints

The proposed controllers can be directly applied to the trajectory planning with

waypoints since each waypoint can be treated as a stationary leader and under the

proposed controllers, all the followers are able to converge to the leader. As a conse-

quence, the followers are able to converge the trajectory specified by the waypoints

given long enough time interval between the two waypoints.
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The system trajectory in Fig. 6.12 is obtained by setting a sequence of waypoints

of (0, 0, 20), (20, 0, 20), (20, 20, 20),(0, 20, 20) and a time interval of 30 s between two

waypoints. The controller is designed under τ = 0.1 s and d = 0.01 s. Nevertheless,

for complex trajectories, more waypoints are required and the waiting time between

waypoints are hard to determine.

Figure 6.12: Trajectory planning with waypoints

6.4.2 Trajectory Planning with a Virtual Leader

The system under proposed controller is capable of tracking complex trajectories prop-

erly planned by a virtual leader which is independent from any followers. Fig. 6.13

shows the position profile of the system under controller designed based on constant

delay of 0.1 s, and with a virtual leader which has a helix trajectory given below
x(t) = r cos(2π

T
t)

y(t) = r sin(2π
T
t)

z(t) = 0.1t,

(6.1)
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where, r denotes the radius and T is the period. The translational responses are given

in Fig. 6.14.

The consensus error profile in Fig. 6.16 shows that the consensus can only be

Figure 6.13: Trajectory planning with a virtual leader

reached with a bounded error. This can be analyzed by considering the controller

design which is based on the assumption that roll and pitch angles will be converging

to zero. However, with the circular trajectory, the roll and pitch responses as shown in

Fig. 6.15 will oscillate around the origin rather than converging to it. Consequently,

there always exists a model mismatch for this kind of trajectory. Still, the effect of the

model mismatch can be reduced by properly choosing the helix radius and period. To

illustrate, with r = 10 m and T = 60 s chosen here, the roll and pitch angles shown in

Fig. 6.15 only oscillate with an amplitude less than 1 deg, thus the model mismatch

is minor. As a result, the consensus error bound is almost negligible.

Lastly, the system is not fully distributed, even though the virtual leader’s states

are only available to the followers that directly connected to it, its virtual control

input is assumed to be available to all followers.
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Figure 6.14: X and Y responses of the system with trajectory planning with a virtual
leader
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Figure 6.15: Roll and pitch responses of the trajectory planning with a virtual leader
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6.5 Summary

This section presents the simulation conducted on systems under time-varying delay.

The optimal error bound compressing parameters are determined firstly and applied

to all the following simulations. The effect of nominal delay and time-varying delay

bound have been discussed. The system performance under constant delayed con-

troller and time-varying delayed controller are also compared. At last, the trajectory

planning methods of waypoints and virtual leader using the proposed controllers are

presented.



Chapter 7

Conclusions and Future Works

This chapter summarizes the results of this thesis and suggests developments to be

pursued in the future.

7.1 Conclusions

In conclusion, sufficient conditions for static feedback control gain, that solves the

consensus problem of multiple-quadcopter system asymptotically under synchronous

constant delays, and with bounded error under asynchronous time-varying delays, are

successfully derived using Lyapunov-based methodologies. Low complexity conditions

independent of the network size are proposed when dealing with a system with large

number of agents under certain communication topologies. Extensive simulations are

conducted and the results in constant delay case indicate that the centralized com-

munication topology has the best system performance, large scale systems are more

susceptible to communication delays, systems actually converge faster under larger

delays, and in general there is trade-off between the robustness and consensus speed

in choosing the arbitrary design parameters. In time-varying delay case, the system

performance degrades as the nominal delay increases, and is relatively insensitive

to delay bound and types of delays. In addition, the controller designed based on

the time-varying condition outperforms the controller based constant delay condi-

tion. The proposed consensus algorithms are then successfully applied to trajectory

planning for multiple-quadcopter systems.

7.2 Future Works

There are many extensions that are interesting and challenging on this work for future

studies.

1. Apply the proposed controllers to simulations with actual nonlinear systems.

88
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2. It is interesting to apply the proposed controllers to real systems. There are

some popular experimental platforms, such as Quanser Qball, Asctech Huming-

bird that may be used to achieve this objective.

3. The controllers in this work are designed based on full state feedback. It is in-

teresting to investigate that if a output feedback controller could achieve control

objective.

4. It is necessary to develop a collision avoidance mechanism before actually im-

plementing the algorithms to real systems.

5. It is worthwhile to investigate control design under other communication con-

straints, such as packet losses, and the coexistence of packet losses and time

delays.

6. The hardware limitations should be addressed (e.g. large control input might

not be realized by the actual system).
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Appendix A

Sample Matlab Code and Simulink Block Diagram

A.1 Simulink Block Diagram

Figure A.1: Simulink diagram for multiple quadcopter system

A.2 Quadcopter S-function

function [sys,x0,str,ts] = quadcopters(t,x,u,flag,init,Adj)

%DEFINE GLOBAL VARIABLES THAT WILL BE SHARED B/C FUNCTIONS

global g Num

g = 9.8; % Gravity

[Num,~]=size(Adj); % # of agent
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%DISPATCH THE FLAG

switch flag

case 0

[sys,x0,str,ts]=mdlInitializeSizes(init); % Initialization

case 1

sys = mdlDerivatives(t,x,u); % Calculate derivatives

case 3

sys = mdlOutputs(t,x); % Calculate outputs

case { 2, 4, 9 }

sys = []; % Unused flags

otherwise

error([’Unhandled flag = ’,num2str(flag)]); % Error handling

end

end % End of quadcopters

function [sys,x0,str,ts] = mdlInitializeSizes(init)

% RECALL THE GLOBAL VARIABLE

global Num

% Call simsizes for a sizes structure, fill it in and convert it

% to a sizes array.

sizes = simsizes;

sizes.NumContStates = 12*Num; % number of continuous states

sizes.NumDiscStates = 0;

sizes.NumOutputs = 12*Num;

sizes.NumInputs = 4*Num;

sizes.DirFeedthrough = 0; % direct means y=k*u,and set = 1

sizes.NumSampleTimes = 1; % number of sample times, 1

%This passes the information in the sizes structure to sys

sys = simsizes(sizes);
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% Initialize the initial conditions.

x0 = init; %[x1_0;x2_0;...;xn_0]

% str is an empty matrix, reserved for future use

str = [];

% Generic timesample, [SampleTime Offset], [0 0] for continuous

ts = [0 0];

end % End of mdlInitializeSizes.

% Calculate the state derivatives for the next timestep

function sys = mdlDerivatives(t,x,u)

%RECALL THE GLOBAL VARIABLE, THIS IS NECESSARY

global g Num

%DEFINED AS EMPTY MATRIX FOR LOOPING

sys = [];

%LOOPING

for i=1:Num

%DISSECT x INTO X{i}, cell array

X{i} = x(12*(i-1)+1:12*i);

%DISSECT u INTO U{I}

U{i} = u(4*(i-1)+1:4*i);

%EXTRACT STATES FROM x{i}

Z{i} = X{i}(1:3); % position

N{i} = X{i}(4:6); % RPY angles

V{i} = X{i}(7:9); % velocity

O{i} = X{i}(10:12); % RPY angles derivative

%EXTRACT ROLL/PITCH/YAW ANGLES

Phi{i} = N{i}(1); % roll
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The{i} = N{i}(2); % pitch

Psi{i} = N{i}(3); % yaW

%RIGID BODY DYNAMIC MODEL

Dz{i} = V{i}; % Velocity

Dn{i} = O{i}; % RPY Derivative

Dv{i} =

[U{i}(1)*(cos(Psi{i})*sin(The{i})*cos(Phi{i})...

...+sin(Psi{i})*sin(Phi{i}));

U{i}(1)*(sin(Psi{i})*sin(The{i})*cos(Phi{i})...

...-cos(Psi{i})*sin(Phi{i}));

U{i}(1)*cos(The{i})*cos(Phi{i})-g ];

Do{i} = U{i}(2:4); %

sys = [sys;Dz{i};Dn{i};Dv{i};Do{i}];% state derivative vector

end

end %End of mdlDerivatives.

%Calculate the output vector for this timestep

function sys = mdlOutputs(t,x)

sys = x; % output is the system state

end

% End of mdlOutputs.

A.3 Controller S-function

function [sys,x0,str,ts] = controllers(t,x,u,flag,Adj,l,k,b)

%DEFINE GLOBAL VARIABLES THAT WILL BE SHARED B/C FUNCTIONS

global Num g L

[Num,~]=size(Adj); % # of agent,

g = 9.8; % Gravity
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L = diag(sum(Adj,2))-Adj; % L is the Laplacian matrix

%DISPATCH THE FLAG

switch flag

case 0

[sys,x0,str,ts]=mdlInitializeSizes; % Initialization

case 3

sys=mdlOutputs(t,x,u,l,k,b); % Outputs

case {1, 2, 4, 9 }

sys = []; % Unused flags

otherwise

error(’Simulink:blocks:unhandledFlag’, num2str(flag));

end

end % End of controllers

function [sys,x0,str,ts]=mdlInitializeSizes

global Num

sizes = simsizes;

sizes.NumContStates = 0;

sizes.NumDiscStates = 0;

sizes.NumOutputs = 4*Num;

sizes.NumInputs = 12*Num*2; % states & delayed states

sizes.DirFeedthrough = 1;

sizes.NumSampleTimes = 1;

sys = simsizes(sizes);

x0 = []; % initialize the initial conditions

str = []; % str is always an empty matrix

ts = [0 0]; % initialize the array of sample times
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end % End mdlInitializeSizes

% mdlOutputs

% Return the block outputs.

function sys=mdlOutputs(t,x,u,l,k,b)

%RECALL THE GLOBAL VARIABLE

global Num g L

%INITIALIZING EMPTY MATRIX FOR STATES LOOPING

sys = [];

v = []; w = []; % v(column vector)

Dv =[]; Dw = []; % \dot{v}

vd = []; wd = []; % v(t-\tau)(...)

Dvd = []; Dwd = []; % \dot{v(t-\tau)}(...)

x_pos = []; y_pos = []; z_pos = []; % x,y,z(...)

x_posd = []; y_posd = []; z_posd = []; % x(t-tau)(...)

Dx =[]; Dy =[]; Dz = []; % \dot{x}(...)

Dxd =[]; Dyd =[]; Dzd = []; % \dot{x(t-\tau)}(...)

%ISOLATING STATES AND DELAYED STATES FROM INPUT

states = u(1:12*Num);

statesd = u(12*Num+1:end); % constant delayed states

%LOOPING AND EXTRACTING ALL THE STATES AND DELAYED STATES

%DEFINE UPPER CASE AS CELL ARRAY, LOWER CASE AS VECTOR

for i = 1:Num

%EXTRACT STATES AND DELAYED STATES FOR ith Agent

X{i} = states(12*(i-1)+1:12*i);

Xd{i} = statesd(12*(i-1)+1:12*i);

%EXTRACT STATES FROM X{i}

Z{i} = X{i}(1:3); % position
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N{i} = X{i}(4:6); % RPY angles

Vel{i} = X{i}(7:9); % velocity

O{i} = X{i}(10:12); % RPY angles derivative

%EXTRACT STATES FROM Xd{i}

Zd{i} = Xd{i}(1:3); % position delayed

Nd{i} = Xd{i}(4:6); % RPY angles ...

Veld{i} = Xd{i}(7:9); % velocity ...

Od{i} = Xd{i}(10:12); % RPY angles derivative ...

%EXTRACT ROLL/PITCH/YAW ANGLES

Phi{i} = N{i}(1); % roll

The{i} = N{i}(2); % pitch

Psi{i} = N{i}(3); % yaw

DPhi{i} = O{i}(1); % roll derivative, D as derivative

DThe{i} = O{i}(2); % pitch ...

DPsi{i} = O{i}(3); % yaw ...

%EXTRACT ROLL/PITCH/YAW ANGLES

Phid{i} = Nd{i}(1); % roll delayed

Thed{i} = Nd{i}(2); % pitch ...

Psid{i} = Nd{i}(3); % yaw ...

DPhid{i} = Od{i}(1); % delayed roll derivative

DThed{i} = Od{i}(2); % pitch ...

DPsid{i} = Od{i}(3); % yaw ...

%EXTRACT v,w,vd,wd, (vd means delayed v)

V{i} = g*tan(The{i});

W{i} = -g*tan(Phi{i});

Vd{i} = g*tan(Thed{i});

Wd{i} = -g*tan(Phid{i});
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%COMPUTING DELAYED/NONDELAYED DERIVATIVE OF Vd,Wd

DV{i} = g*sec(The{i})^2*DThe{i};

DW{i} = -g*sec(Phi{i})^2*DPhi{i};

DVd{i} = g*sec(Thed{i})^2*DThed{i};

DWd{i} = -g*sec(Phid{i})^2*DPhid{i};

%EXTART ALL THE STATES VECTORS USED IN THE CONTROLLER

v = [v;V{i}]; w = [w;W{i}]; % v...

Dv = [Dv;DV{i}]; Dw=[Dw;DW{i}]; % \dot{v}...

vd = [vd;Vd{i}]; wd = [wd;Wd{i}]; % v(t-\tau)...

Dvd = [Dvd;DVd{i}]; Dwd = [Dwd;DWd{i}]; % \dot{v(t-\tau)}...

x_pos = [x_pos;Z{i}(1)]; y_pos = [y_pos;Z{i}(2)];

z_pos = [z_pos;Z{i}(3)];

x_posd = [x_posd;Zd{i}(1)]; y_posd = [y_posd;Zd{i}(2)];

z_posd = [z_posd;Zd{i}(3)];

Dx =[Dx;Vel{i}(1)]; Dy =[Dy;Vel{i}(2)];

Dz = [Dz;Vel{i}(3)];

Dxd =[Dxd;Veld{i}(1)]; Dyd =[Dyd;Veld{i}(2)];

Dzd = [Dzd;Veld{i}(3)];

end

%CONTROLLER DESIGN

for i=1:Num

U{i}(1) = l{1}*[z_pos(i);Dz(i)]...

...-k{1}*(kron(eye(2),L(i,:))*[z_posd;Dzd]);

U{i}(1) = (U{i}(1)+g)/(cos(Phi{i})*cos(The{i}));

U{i}(2) = l{2}*[y_pos(i);Dy(i);w(i);Dw(i)]...

...-k{2}*(kron(eye(4),L(i,:))*[y_posd;Dyd;wd;Dwd]);

U{i}(2) = (U{i}(2)-2*Dw(i)^2*w(i)/(g^2+w(i)^2))/(-(g+w(i)^2/g));

U{i}(3) = l{2}*[x_pos(i);Dx(i);v(i);Dv(i)]...
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...-k{2}*(kron(eye(4),L(i,:))*[x_posd;Dxd;vd;Dvd]);

U{i}(3) = (U{i}(3)-2*Dv(i)^2*v(i)/(g^2+v(i)^2))/(g+v(i)^2/g);

U{i}(4) = -b(1)*Psi{i}-b(2)*DPsi{i}; % local controller for psi

sys = [sys;[U{i}(1);U{i}(2);U{i}(3);U{i}(4)]];

end

end %End mdlOutputs



Appendix B

Simplified Quadcopter Model

B.1 Partially Linearized Model

ẍ = − T
m

sin θ

ÿ = T
m

cos θ sinφ

ẍ = T
m

cos θ cosφ− g

φ̈ = τ̃φ

θ̈ = τ̃θ

ψ̈ = τ̃ψ

(B.1)

B.2 Fully Linearized Model

ẋ = ALx+BLu, (B.2)

where

AL =



0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 −g 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 g 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0



, BL =



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1
m

0 0 0

0 0 0 0

0 1 0 0

0 0 0 0

0 0 1 0

0 0 0 0

0 0 0 1



. (B.3)
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Appendix C

Rotation Matrix in Left-handed Coordinate System

Consider a Left-handed coordinate system as shown below The elemental rotation

Figure C.1: Left-handed coordinate system.

matrices are given as

Rx(φ) =


1 0 0

0 Cφ Sφ

0 −Sφ Cφ

 , Ry(θ) =


Cθ 0 −Sθ
0 1 0

Sθ 0 Cθ

 , Rz(ψ) =


Cψ Sψ 0

−Sψ Cψ 0

0 0 1


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Then under ZY X (fixed yaw-pitch-roll angles) orX ′Y ′Z ′ (Euler roll-pitch-yaw angles)

frame, the rotation matrix R is given as

R = Rx(φ)Ry(θ)Rz(ψ)

=


CθCψ SψCθ −Sθ

CψSθSφ − SψCφ SψSθSφ + CψCφ CθSφ

CψSθCφ + SψSφ SψSθCφ − CψSφ CθCφ

 .
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