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Abstract

Climate change is expected to increase regional and global air temperatures and significantly alter precipitation regimes. These projected changes in meteorological conditions will likely influence subsurface thermal regimes. Increases in groundwater and soil temperatures could impact groundwater quality, harm groundwater-sourced ecosystems, and contribute to the geotechnical failure of critical infrastructure. Furthermore, permafrost thaw induced by rising subsurface temperatures will likely alter surface and subsurface hydrology in high altitude and
latitude regions and exacerbate the rate of anthropogenic climate change by releasing stored carbon into the atmosphere.

This contribution discusses the theory and development of governing heat transport equations for cold and temperate regions. Analytical solutions to transient forms of the conduction equation and the conduction–advection equation with and without freezing are detailed. In addition, recently developed groundwater flow and heat transport models that can accommodate freezing and thawing processes are briefly summarized. These models can be applied to simulate climate change-induced permafrost degradation and dormant aquifer activation in cold regions.

Several previous reviews have focused on the impact of climate change on subsurface hydraulic regimes and groundwater resources, but this is the first synthesis of the analytical and numerical simulation approaches that have been utilized to investigate the impact of future climate change on subsurface thermal regimes. The current gaps in this body of knowledge are highlighted, and recommendations are made for improving future studies by linking atmospheric global climate models to subsurface heat transport models that consider heat advection via groundwater flow.
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1. Introduction

This review details the current state of knowledge regarding subsurface heat transport processes and the sensitivity of subsurface thermal regimes to climate change. The formal study of terrestrial heat transport was initiated when the theories described in Fourier’s (1822) classic treatise on heat conduction were applied by Kelvin (1861) to consider heat transport phenomena within the earth’s subsurface. The investigation of the impact of groundwater flow (heat advection) on subsurface thermal regimes began in the twentieth century when Bullard (1939) proposed that heat flow anomalies in boreholes could be induced by fluid flow.

Over the past two centuries, engineers and geoscientists have advanced the theory of heat transport in shallow and deep subsurface environments and have applied this theory in agricultural science and engineering (e.g., Balland et al., 2006; Mellander et al., 2007; Kahimba et al., 2009), geotechnical engineering (e.g., Lunardini, 1981; Krzewinski et al., 1985; Andersland and Ladanyi, 1994), paleoclimatology/thermal geophysics (e.g., Beltrami et al., 1995; Bodri and Cermak, 2007; Lesperance et al., 2010) and hydrology (e.g., Williams and Smith, 1989; Luo et al., 2003; Woo, 2012).

More recently, groundwater and soil temperature research has primarily focused on subsurface thermal energy storage and extraction (e.g., Molina-Giraldo et al., 2011; Hähnlein et al., 2013; Stauffer et al., 2013; Bridger and Allen, 2014), the utilization of heat as a hydrological tracer (e.g., Anderson, 2005; Hatch et al., 2006; Saar, 2011; Gordon et al., 2012), the ecohydrology of groundwater - surface water interactions (e.g., Alexander et al., 2003; Engeler et al., 2011; Kløve et al., 2011), the subsurface thermal impact of urbanization (e.g., Ferguson and Woodbury, 2007; Taniguchi et al., 2008; Menberg et al., 2013; Zhu et al., 2014), and the
thermal influence of future climate change (e.g., Taylor and Stefan, 2009; Lawrence et al., 2012; Kurylyk et al., 2014a).

Increases in groundwater temperatures have been observed due to the rapid climate warming experienced in the past century (Figura et al., 2011; Bloomfield et al., 2013; Menberg et al., 2014), and these trends are expected to intensify in the coming decades (Gunawardhana et al., 2011; Kurylyk et al., 2013). The impact of climate change on groundwater and soil temperatures in cold regions is an emerging concern, as permafrost thaw may cause the release of sequestered carbon (e.g., Solomon et al., 2007; Schaefer et al., 2011; Wisser et al., 2011; Harden et al., 2012; McGuire et al., 2012). Climate change-induced alterations to subsurface thermal regimes could also affect biogeochemical processes and, consequently, groundwater quality (Rike et al., 2008; Green et al., 2011; Sharma et al., 2012). Given that groundwater supplies almost half of the global drinking water demand (van der Gun, 2012), climate change impacts on groundwater temperature and quality are an international concern.

The sensitivity of subsurface thermal regimes to climate change is also important from an ecohydrology perspective. Groundwater temperature tends to be cooler than surface water temperature in the summer and warmer in the winter (Hayashi and Rosenberry, 2001). Thus diffuse groundwater discharge can reduce diel and seasonal temperature variability in streams and rivers, and discrete groundwater discharge can create in-stream thermal anomalies that provide cold-water thermal refugia for aquatic species during the summer months (Breau et al., 2011; Kurylyk et al., 2014a, Briggs et al., 2013). Hence, rising groundwater temperatures induced by climate change may be potentially deleterious to lotic ecosystems. The uncertainty surrounding the future thermal states of shallow aquifers has been a challenge to surface water temperature analysts attempting to estimate the thermal sensitivity of streams and rivers to
climate change and the resultant loss of habitat for cold-water fishes (e.g., Mayer, 2012; Kanno et al., 2013).

Although there is an emerging body of research examining the subsurface thermal impact of climate change, there has not been a comprehensive review of the important implications of subsurface temperature rise or of the analytical and numerical simulation approaches available for conducting these analyses. Several recent reviews (Anderson, 2005; Constantz, 2008; Saar, 2011; Rau et al., 2014) have synthesized the existing literature pertaining to the application of subsurface heat transport theory to trace the direction and magnitude of groundwater flow from measured temperature-depth profiles or streambed temperature-time series. Other recent reviews have summarized the state of knowledge on the effects of climate change on groundwater resources (Green et al., 2011; Taylor et al., 2013; Kurylyk and MacQuarrie, 2013), but these contributions were focused on the subsurface hydrologic impact of climate change rather than the thermal impact. Another recent contribution (Riseborough et al., 2008) reviewed the advances in permafrost modeling made in the past decade and the remaining challenges in modeling subsurface heat transport in cold regions. The focus of the present review is the impact of future climate change on subsurface (i.e., soil and groundwater) temperatures, with a particular focus on cold regions where climate warming is expected to be most severe (Meehl et al., 2007). In particular, the current review considers the physical processes governing subsurface heat transport, the mathematical formulae used to describe these processes, and the application of analytical and numerical solutions to obtain answers to well-posed questions regarding the subsurface thermal effects of future climate change. Thus it builds upon and complements previous reviews that have focused on climate change, subsurface thermal regimes, or cold regions heat transport and hydrogeology.
Section 2 describes groundwater flow and heat transport processes in permafrost regions. This topic demonstrates the importance of subsurface heat transport in the context of climate change, particularly for cold regions. Section 3 develops the relevant theory for terrestrial heat transport and is presented in sufficient detail to inform and equip researchers who are new to this field. Section 4 reviews the development and application of several analytical solutions to transient forms of the conduction equation and the conduction-advection equation with and without the thermal effects of soil thawing considered. These solutions have been compiled for a variety of boundary conditions which are intended to represent surficial climate change. Section 5 describes recent advances in the numerical modeling of groundwater flow and heat transport, particularly for hydrogeological systems that experience pore water freeze-thaw, and briefly lists several emerging models. Section 6 discusses several recent studies that have applied numerical models to simulate the interrelationships between climate change, groundwater flow, and subsurface temperature evolution. Section 7 concludes by providing several recommendations for improving future studies investigating the subsurface thermal response to climate change.

2. **Subsurface thermal and hydrogeological processes in permafrost regions**

2.1. *Thermal processes in cold regions*

High latitude or high altitude regions can contain permafrost, which has been defined as ground that remains below 0°C for two or more consecutive years (Dobinski, 2011). Permafrost is a dominant morphological feature that extends across almost a quarter of the exposed terrestrial surface of the northern hemisphere (Bonan, 2008). The distribution of permafrost can be affected by many factors including air temperature, vegetation, land-surface slope, and aspect
Permafrost regions are typically classified as continuous permafrost (often at higher latitudes) and discontinuous permafrost (often at lower latitudes) based on spatial cover, and these two permafrost zones are typically separated at a mean annual ground temperature of -5°C (Brown, 1970). Others (e.g., Williams, 1970) include another zone at lower latitudes, known as sporadic permafrost, which is separated from discontinuous permafrost at a temperature of -1°C. Finally, others (e.g. Heginbottom et al., 1993) have proposed still another classification, known as isolated permafrost, which describes regions where permafrost underlies less than 10% of the surface area.

In many regions, permafrost is overlain by an active layer that freezes and thaws on an annual basis (Williams and Smith, 1989; Woo, 2012; Quinton and Baltzer, 2013). The bottom depth of permafrost (permafrost base) is limited by the geothermal gradient and mean annual surface temperature, and the upper limit of permafrost (permafrost table) is controlled by energy fluxes across the ground surface (Figure 1). The difference in depth between the permafrost table and the permafrost base is the permafrost thickness. The thickest permafrost (~1.5 km) has been recorded in northeastern Siberia (Brown, 1970).

The shallow subsurface thermal regime is primarily driven by heat transfer across the ground surface. Seasonal variations in the ground surface temperature are propagated through the shallow subsurface via conductive and advective heat transfer; however, the amplitude of the temperature variation is exponentially damped with depth (Lesperance et al., 2010). The seasonal penetration depth is the depth at which the seasonal temperature variations are almost (e.g., 99%) fully damped due to the heat capacity of the soil and pore water or ice (Bonan, 2008). In a stable climate and in the absence of groundwater flow or significant thermal property heterogeneities, the temperature-depth profile below the seasonal penetration depth is characterized by the
geothermal gradient. These thermal processes and the associated terminology are indicated in Figure 1, which assumes a stable climate and negligible groundwater flow. The effect of groundwater flow on the subsurface thermal regime will be discussed in detail in Sections 2.2 and 3.

Figure 1: A typical subsurface temperature-depth profile for a permafrost region. The active layer and permafrost zone are shown to the left of the temperature-depth profile. The seasonally varying temperature zone and the geothermal zone are indicated to the right of the temperature-depth profile. The energy exchanges between the soil and the lithosphere and boundary layer are shown to the far right (modified from Williams and Smith, 1989; Lunardini, 1985; Dobinski, 2011).
2.2. *Hydrogeological processes in cold regions*

Groundwater flow in permafrost regions is often assumed to be negligible due to the hydraulic impedance caused by pore ice (French, 2007). However, groundwater may remain unfrozen at temperatures below 0°C due to the freezing point depression caused by solute concentration, positive pressure, and capillary and sorptive forces (Koopmans and Miller, 1966; Miller, 1980; Kurylyk and Watanabe 2013). Thus, because permafrost is a temperature-based definition, rather than a reference to the physical state of the pore fluid, permafrost zones close to 0°C can contain unfrozen pore water (non-cryotic permafrost) and provide suitable media for active groundwater systems. The study of groundwater in permafrost, referred to as cryohydrogeology, has typically received very little attention in hydrological literature (Woo et al., 2008). However, there has recently been a renewed interest in cryohydrogeology due to the potential interactions between climate change, permafrost degradation, and groundwater flow (e.g., Callegary et al., 2013; Cheng and Jin, 2013; Frampton et al., 2013; Ireson et al., 2013; McKenzie and Voss, 2013; Wellman et al., 2013).

Even in regions of continuous permafrost, where mean annual air temperature is significantly below zero, three zones of groundwater flow can exist. (1) Groundwater in the active layer (Figures 1 and 2) is known as supra-permafrost groundwater. Supra-permafrost aquifers generally exhibit seasonally active (summer) and dormant (winter) cycles (Woo, 1986; Freitag and McFadden, 1997; Woo, 2012). The permafrost typically acts as a barrier layer (or 'time dependent aquitard', Cheng and Jin, 2013) between the groundwater zones above and below the permafrost (Williams, 1970; Freitag and McFadden, 1997; Haldorsen et al., 2010). (2) Unfrozen zones within the permafrost layer can provide conduits for in-permafrost groundwater flow (Figure 2). Cheng and Jin (2013) further divide in-permafrost groundwater into (2a) en-
permafrost groundwater, which is completely surrounded by permafrost; (2b) intra-permafrost groundwater, which is bounded by permafrost at the top and bottom; and (2c) talik channel groundwater, which is laterally bounded by permafrost.

Figure 2: The subsurface thermal and hydrologic effects of rising air and ground surface temperature in cold regions. Heat conduction from rising surface temperatures thaws the underling permafrost, and heat advection from draining surface water bodies accelerates the rate of thaw (modified from Williams 1970; Freitag and McFadden, 1997).

Taliks are unfrozen hydrothermal anomalies that are often formed by heat flowing from surface water bodies or heated buildings. They can be found at temperatures below 0°C if the dissolved mineral content of the pore water is high (French, 2007). Vertical taliks that extend through the entire permafrost zone are known as open taliks or through-going taliks. (3) The third zone of groundwater is sub-permafrost groundwater (Figure 2), which exists due to the
geothermal gradient and which can provide a medium for regional groundwater flow. For example, Kane et al. (2013) postulated that the source of groundwater discharge from taliks in a continuous permafrost zone in northeast Alaska was recharged water from the south side of a mountain range that was transmitted to the taliks via a sub-permafrost aquifer.

2.3. Subsurface effects of climate change in cold regions

Climate change is projected to be most severe at high latitudes (Meehl et al., 2007), and observed hydrologic and ecological changes to Arctic and subarctic regions due to climate warming have been well summarized (Rouse et al., 1997; Serreze et al., 2000; Jorgenson et al., 2001; Hinzman et al., 2005; Schindler and Smol, 2006). These changes include decreasing sea ice, permafrost warming or degradation, increased carbon dioxide release from soils, decreased glacier ice mass, and shifting biological indicators. For example, increases in soil temperatures have been directly observed from long-term measurements or inferred from borehole temperature profiles in high latitude or altitude regions of North America (e.g., Romanovsky and Osterkamp, 1997; Smith et al., 2010; Qian et al., 2011; Quinton et al., 2011), Asia (e.g., Zhang et al., 2001; Yang et al., 2010; Wu et al., 2012), and Europe (e.g., Mauro, 2004; Harris et al., 2009; Etzelmüller et al., 2011; Hipp et al., 2012). As the climate warms, an imbalance arises between the rate of permafrost aggradation and degradation, and thus the thickness and aerial extent of permafrost is reduced (Quinton and Baltzer, 2013). In China, permafrost area has decreased almost 20% in the past 30 years (Cheng and Jin, 2013). Romanovsky et al. (2010) provided a synthesis of the present thermal state of permafrost in the Northern Hemisphere and stated that significant permafrost warming (up to 2°C) has occurred for the past two to three decades. The rate of permafrost degradation is expected to accelerate in the coming decades due to intensive global warming. For instance, Schaefer et al. (2011) used output from three global climate
models (GCMs) to simulate a 29-59% reduction in global permafrost area by 2200. Lawrence et al. (2012) used the land surface component of a GCM to simulate a range of reductions (33-72%) in global near-surface permafrost by 2100 for two climate warming projections.

There is considerable concern that permafrost thaw could act as a positive feedback mechanism to climate change by releasing carbon and methane stored in northern soils (e.g., Kettridge and Baird, 2008; Tarnocai et al., 2009; Harden et al., 2012). Currently, Arctic and boreal soils contain about 40% of the global terrestrial carbon, and this undergoes very little decomposition (Gouttevin et al., 2012). Thus, in the recent past, the soil in northern muskeg and peatlands has provided storage for global carbon (Marshall, 2012). However, climate change can accelerate the rate of decomposition in these organic soils and transform northern soils from a global carbon sink to a global carbon source (Oechel et al., 1993; Romanovsky and Osterkamp, 1997). Additionally, increased groundwater discharge from thawing permafrost aquifers with organic soils could lead to increased dissolved organic carbon contents in rivers. This will in turn increase respiration rates and the concentration of atmospheric CO₂ (Lyon et al., 2009). Thus, understanding and characterizing permafrost degradation is an integral component of the broader scientific study of the role of climate change in altering Arctic hydrology, ecology, and biochemistry (Lawrence et al., 2012).

As air and surface temperatures rise, the surficial temperature signal is propagated through the subsurface, and the shallow permafrost will begin to warm. The thickness of the active layer will increase over time, which in turn reduces the permafrost thickness (Pang et al., 2012; Streletskiy et al., 2012). Previously closed taliks may expand and become open taliks that extend through the entire permafrost thickness, thereby facilitating hydraulic interactions between supra-permafrost aquifers and sub-permafrost aquifers (Figure 2). Also, the number of
lakes with mean annual bed temperatures above 0°C is expected to increase due to rising air temperatures, and this will likely produce a larger number of through-going taliks that will enhance groundwater-surface water interactions beneath Arctic lakes (Matell et al., 2013). These taliks can provide conduits to rapidly drain Arctic lakes (Smith et al., 2005) and accelerate permafrost degradation due to heat transfer associated with moving groundwater (Bense et al., 2012; McKenzie and Voss, 2013).

As the pore ice begins to melt, the permeability of the soil increases, and hydraulic exchanges between surface water bodies and supra-permafrost groundwater are enhanced (Figure 2). Thus aquifer activation arising from permafrost degradation may increase baseflow to rivers and lakes and reduce seasonal variability in river flows (Michel and van Everdingen, 2006). Such changes have been observed or simulated in numerous studies (Smith et al., 2007; Walvoord and Striegl, 2007; Lyon et al., 2009; St. Jacques and Sauchyn, 2009; Walvoord et al., 2012; Connon et al., 2014). Winter groundwater discharge can warm cold regions rivers and lakes (Utting et al., 2012), and thus increased baseflow arising from permafrost thaw will likely reduce the thickness and duration of winter ice cover (Jones et al., 2013). This is a concern for northern communities that utilize ice roads for transportation. The quality of groundwater will likely also be affected by degrading permafrost, because the presence of permafrost affects the residence time in aquifers and thus the time available for biogeochemical reactions between the pore water and soil particles (Williams, 1970).

The degradation of permafrost also decreases the strength properties of soil. For example, the stability of slopes in permafrost regions is often maintained by ice-filled joints. These joins become unstable as the temperature warms, and mass-wasting events can occur (Davies et al., 2001; Gruber and Haeberli, 2007; Zhang and Wu, 2012). This can occur even if the ice does not
fully thaw, as the shear strength of ice decreases as it approaches the melting temperature (Harris et al., 2009). The link between climate warming and slope instability has been demonstrated by numerous researchers. For example, Fischer et al. (2006) studied slope instabilities and detachment zones in the Italian Alps and concluded that recent permafrost degradation was the primary culprit. Geotechnical failure induced by climate warming in permafrost regions may also arise due to a reduction in the bearing capacity of warming permafrost (Vyalov et al., 1993, Anisimov and Reneva, 2006). Weakened soil properties due to permafrost degradation can also alter ecosystems. For example, previously forested regions are being converted to bogs and fens due to a removal of their soil foundation and other altered physical and thermal conditions (Jorgenson et al., 2001; Jiang et al., 2012a).

Another result of permafrost degradation is land subsidence. When ice-rich permafrost thaws, the ground surface may subside and form irregular surface features known as thermokarst that can be deleterious to ecosystems (Serreze et al., 2000). Thermokarst depressions may preferentially form taliks and drain surface water bodies (Yoshikawa and Hinzman, 2003; Callegary et al., 2013). Subsidence can also harm infrastructure such as roads, pipelines, and buildings by causing differential settlement (Jin et al., 2006; de Grandpre et al., 2012). Further details on the geotechnical properties of soils and their sensitivity to climate are given by Andersland and Anderson (1978), Williams and Smith (1989), Anderson and Ladanyi (1994), and Freitag and McFadden (1997).

In summary, subsurface thermal regimes in colder regions are highly susceptible to climate change due to the magnitude of the changes projected for these regions and the particular sensitivity of cryosols to surficial thermal perturbation. In permafrost regions, changes to soil
temperatures may result in failed infrastructure, changing surface and subsurface hydrologic conditions, and altered ecosystems.

3. The theory of subsurface heat transport including heat advection via groundwater flow and the latent heat associated with freeze-thaw

3.1. Heat transport modes

There are three modes of heat transport in the shallow subsurface: conduction, convection, and radiation. Conduction is a diffusive mode of heat transport that occurs when colliding molecules exchange energy by atomic vibrations (Bear, 1972; Lunardini, 1981). In liquid water, conductive heat transport is also caused by the formation and breaking of hydrogen bonds (Farouki, 1981b). Conduction is a thermally homogenizing force that induces heat transfer from high temperature regions to low temperature regions until thermal equilibrium is achieved.

Heat conduction has been shown to be directly proportional to the temperature gradient according to Fourier’s law (Özisik, 1980; Lunardini, 1981):

\[ q_{\text{cond}} = -\lambda \nabla(T) \]  

(1)

where \( q_{\text{cond}} \) is the vector of conductive heat flux (W m\(^{-2}\)), \( \lambda \) is the thermal conductivity tensor of the medium (W m\(^{-1}\) °C\(^{-1}\)), and \( \nabla(T) \) is the gradient of the temperature field (°C m\(^{-1}\)). If the domain is homogeneous and isotropic with respect to thermal conductivity, the tensor simplifies to a single value \( \lambda \). Note that throughout this review, we employ Celsius as the temperature scale, as it is a more convenient in the discussions related to permafrost and soil thaw given that soil thawing occurs near 0°C.
Table 1: List of symbols and definitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>Thermal diffusivity ($\lambda/\rho c$)</td>
<td>$\mu_w$</td>
<td>Dynamic viscosity of water</td>
</tr>
<tr>
<td>$\alpha_A$</td>
<td>Apparent thermal diffusivity</td>
<td>$P_e$</td>
<td>Dimensionless Peclet number</td>
</tr>
<tr>
<td>$\alpha_u$</td>
<td>Thermal diffusivity of unfrozen media</td>
<td>$P_e^*$</td>
<td>Basin scale Peclet number</td>
</tr>
<tr>
<td>$\alpha_f$</td>
<td>Thermal diffusivity of frozen media</td>
<td>$\psi$</td>
<td>Rate of surficial temperature rise</td>
</tr>
<tr>
<td>B</td>
<td>Vertical basin dimension</td>
<td>$q_i$</td>
<td>Darcy velocity in coordinate direction</td>
</tr>
<tr>
<td>$C_u$</td>
<td>Apparent heat capacity due to latent heat</td>
<td>$q_{adv}$</td>
<td>Advective heat flux</td>
</tr>
<tr>
<td>c</td>
<td>Specific heat of soil-water matrix</td>
<td>$q_{cond}$</td>
<td>Conductive heat flux</td>
</tr>
<tr>
<td>$c_a$</td>
<td>Specific heat of air</td>
<td>$R$</td>
<td>Thermal plume retardation factor</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Specific heat of ice</td>
<td>$R_{th}$</td>
<td>Thaw retardation factor</td>
</tr>
<tr>
<td>$c_s$</td>
<td>Specific heat of solid grain particles</td>
<td>$\rho$</td>
<td>Bulk density of soil-water medium</td>
</tr>
<tr>
<td>$c_w$</td>
<td>Specific heat of water</td>
<td>$\rho_a$</td>
<td>Density of air</td>
</tr>
<tr>
<td>d</td>
<td>Thermal dispersivity</td>
<td>$\rho_i$</td>
<td>Density of ice</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Del operator (gradient)</td>
<td>$\rho_s$</td>
<td>Density of solid grain particles</td>
</tr>
<tr>
<td>ε</td>
<td>Porosity</td>
<td>$\rho_w$</td>
<td>Density of water</td>
</tr>
<tr>
<td>erf</td>
<td>Error function</td>
<td>$S_i$</td>
<td>Saturation of ice</td>
</tr>
<tr>
<td>erfc</td>
<td>Complementary error function</td>
<td>$S_{ip}$</td>
<td>Ice sat. undergoing phase change</td>
</tr>
<tr>
<td>g</td>
<td>Acceleration due to gravity</td>
<td>$S_w$</td>
<td>Saturation of water</td>
</tr>
<tr>
<td>G</td>
<td>Geothermal gradient</td>
<td>$S_{wm}$</td>
<td>Mobile water saturation</td>
</tr>
<tr>
<td>H</td>
<td>Horizontal basin dimension</td>
<td>$S_T$</td>
<td>Dimensionless Stefan number</td>
</tr>
<tr>
<td>$l_{th}$</td>
<td>Surface thaw index</td>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>k</td>
<td>Permeability of aquifer</td>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>κ</td>
<td>Duration of temp. increase (Eq.20)</td>
<td>$T_0$</td>
<td>Initial surface temperature</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Thermal conductivity of soil-water matrix</td>
<td>$T_f$</td>
<td>Freezing temperature</td>
</tr>
<tr>
<td>$\lambda_A$</td>
<td>Apparent thermal cond. including dispersion</td>
<td>$T_i$</td>
<td>Initial temperature of soil</td>
</tr>
<tr>
<td>$\lambda_a$</td>
<td>Thermal conductivity of air</td>
<td>$T_j$</td>
<td>Final temperature of soil</td>
</tr>
<tr>
<td>$\lambda_f$</td>
<td>Thermal conductivity of frozen media</td>
<td>$T_s$</td>
<td>Surface temperature</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Thermal conductivity of ice</td>
<td>$T_s(t)$</td>
<td>Surface temperature function</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>Thermal conductivity of solid grain particles</td>
<td>$\Delta T$</td>
<td>Step change in surface temperature</td>
</tr>
<tr>
<td>$\lambda_u$</td>
<td>Thermal conductivity of unfrozen media</td>
<td>$\theta_i$</td>
<td>Volumetric content of ice = $cS_i$</td>
</tr>
<tr>
<td>$\lambda_w$</td>
<td>Thermal conductivity of water</td>
<td>$U = q/c_w\rho_w/(cp)$ (Equation 18)</td>
<td>Groundwater velocity</td>
</tr>
<tr>
<td>$\lambda_b$</td>
<td>Thermal conductivity of bulk media</td>
<td>$v$</td>
<td>Groundwater velocity</td>
</tr>
<tr>
<td>$L_f$</td>
<td>Latent heat of fusion of water</td>
<td>$X(t)$</td>
<td>Depth of freeze thaw interface</td>
</tr>
<tr>
<td>$L^*$</td>
<td>Characteristic length</td>
<td>$z$</td>
<td>Depth below ground surface</td>
</tr>
<tr>
<td>m</td>
<td>Coefficient of proportionally for soil thawing</td>
<td>$\Delta z$</td>
<td>Water table relief</td>
</tr>
</tbody>
</table>

Convective transport is the only mode of heat transport associated with the movement of mass (Bear, 1972; Lunardini, 1981). Within the subsurface, convective heat transport is usually...
induced by the movement of pore water, although convective transport due to water vapor migration can occur within the unsaturated zone. ‘Free’ convection arises from density driven flow caused by temperature gradients, and ‘forced’ convection occurs due to groundwater flow induced by a hydraulic gradient (Domenico and Schwartz, 1990). The term advection is commonly used in hydrogeology to refer to forced convection. In the absence of significant vapor transport, advective heat flux $q_{adv}$ (W m$^{-2}$) is a function of the groundwater velocity vector $\mathbf{v}$ (m s$^{-1}$), the mobile saturation of the liquid water phase $S_{wm}$ (volume of mobile water/porosity), the porosity $\varepsilon$, the liquid water density $\rho_w$ (kg m$^{-3}$), the temperature $T$ ($^\circ$C), and the liquid water specific heat $c_w$ (J kg$^{-1}$ $^\circ$C$^{-1}$) (Domenico and Schwartz, 1990; Saar, 2011):

$$q_{adv} = v S_{wm} \varepsilon c_w \rho_w T$$

(2)

The magnitude of the advective flux calculated with Eq. (2) is dependent on the temperature scale utilized (e.g., Kelvin or Celsius). Equation (2) can be expressed with fewer terms by replacing the product of $v$, $S_{wm}$, and $\varepsilon$ with the Darcy velocity.

Any mass at a temperature above absolute zero emits radiation at a radiant flux density proportional to the fourth power of its absolute temperature according to the Stefan-Boltzmann law (Bonan, 2008). Although this radiant energy can be propagated through solids, liquids, or gasses, it is typically rapidly absorbed in a solid or liquid (Domenico and Schwartz, 1990). Radiation can be significant in groundwater flow and heat transport studies, but only at high temperatures (e.g., 600$^\circ$C, Ingebritsen et al., 2006). As such, radiation is typically ignored in shallow subsurface heat transport studies.

In a conduction-dominated system, the subsurface thermal regime is primarily controlled by a combination of the surface temperature variations and heat flow from the interior of the
earth (Gold and Lachenbruch, 1973). However, groundwater flow induces advective heat transport, which can significantly perturb a conductive thermal regime (Domenico and Palciauskas, 1973). Similarly, temperature gradients can actuate density-driven groundwater flow. As a result, groundwater flow and heat transport processes are interdependent and are typically considered as coupled processes within numerical models of subsurface water flow and energy transport.

3.2. Conduction-only heat transport equation

If conduction is assumed to be the dominant heat transport mechanism, and freezing and thawing processes are ignored, the governing partial differential equation for subsurface heat transport is the classic heat diffusion equation (Carslaw and Jaeger, 1959; Özisik, 1980), which states that the divergence of the conductive flux through a control volume can be related to the temporal rate of the change of heat storage within that volume (Lunardini, 1985):

$$\nabla \cdot \left( \kappa \nabla T \right) = \frac{\partial cpT}{\partial t}$$

(3)

where $t$ is time (s), $c$ is the specific heat of the medium (J kg$^{-1}$ °C$^{-1}$), and $\rho$ is the bulk density of the medium (kg m$^{-3}$). Often the thermal conductivity is assumed to be homogeneous and isotropic, and conduction is assumed to be primarily vertical within the subsurface. Also, the heat capacity is assumed to be temporally invariant. For this case, the transient heat conduction equation simplifies further:

$$\kappa \frac{\partial^2 T}{\partial z^2} = cp \frac{\partial T}{\partial t}$$

(4)

where $z$ is the depth below the ground surface (m).
3.3. Conduction-advection heat transport equation

Advection and free convection can be important components of the total subsurface heat transfer in regions of significant groundwater flow or vapor migration due to gradients in hydraulic potential or temperature, (Smith and Chapman, 1983; Woodbury and Smith, 1985; de Vries, 1987; Kane et al., 2001). Suzuki (1960) proposed a one-dimensional partial differential heat transfer equation that considers the influences of both advective and conductive heat fluxes:

\[ \lambda \frac{\partial^2 T}{\partial z^2} - q_z c_w \rho \frac{\partial T}{\partial z} = c_p \frac{\partial T}{\partial t} \]  

(5)

where \( q_z \) is the vertical Darcy flux \((v \cdot e \cdot S_{we}, \text{m s}^{-1})\). The first term on the left side of Eq. (5) represents the divergence of the conductive flux and the second term represents the divergence of the advective flux. The right side of the equation represents the rate of thermal energy change.

There are many assumptions associated with this governing equation including one-dimensional heat transport and groundwater flow, homogeneous and isotropic thermal conductivity, constant pore water phase, spatially and temporally constant groundwater velocity, and isothermal conditions between the water and soil particles. In this development, and in many formulations for numerical models of groundwater flow and heat transport, it has been assumed that significant convective heat transfer does not occur in the vapor phase. However, several authors have suggested or demonstrated that vapor phase convective heat transport and/or the latent heat of vaporization can significantly alter the thermal regime of the shallow unsaturated zone (e.g., Kane et al., 2001; Saito et al., 2006). Other derivations and forms of the subsurface conduction-advection equation are given by Bear (1972), Lunardini (1981), and Domenico and Schwartz (1990). The form given in Eq. (5) is the governing equation for the ‘conduction-advection’ analytical solutions presented in Section 4.
The form of Suzuki’s (1960) equation is very similar to the classic one-dimensional solute advection-dispersion equation (Fetter, 1993), where heat conduction is analogous to solute diffusion/dispersion, heat advection is analogous to solute advection, and heat capacity is analogous to solute storage. Because of the mathematical and physical similarities between heat transport and solute transport, many conceptualize the migration of heat as a thermal “plume” (Markle and Schincariol, 2007; Bridger and Allen, 2010). The thermal plume will not migrate at the Darcy velocity due to differences between the matrix volumetric heat capacity and the volumetric heat capacity of the mobile groundwater (Luce et al., 2013). A portion of the heat energy in the migrating plume is transferred to the soil particles, which is analogous to sorption of migrating contaminants. The dimensionless retardation factor $R$ is the ratio of the average linear groundwater velocity to the thermal plume velocity. If conductive heat transfer is ignored, the retardation factor can be calculated as the ratio of the effective heat capacity of the medium to the heat capacity of the fluid times its volumetric proportion (Markle and Schincariol, 2007):

$$R = \frac{c\rho}{S_{\text{ww}}e c_w \rho_w}$$  \hspace{1cm} (6)

### 3.4. Thermal dispersion

Several authors have noted that groundwater velocity variations at the micro and macro-scale may lead to thermal dispersion (Sauty et al., 1982; Saito et al., 2006; Ferguson, 2007; Molina-Giraldo et al., 2011). Although the underlying mechanisms for thermal conduction and thermal dispersion are very different, the resultant impacts (i.e., thermal plume spreading) are similar. Dispersion can be treated by adding the influence of the hydrodynamic dispersivity tensor to the thermal conductivity tensor to form an apparent thermal conductivity tensor $\lambda_A$ (Sauty et al., 1982):
Alternatively, the thermal dispersivity term can be combined with the thermal diffusivity (thermal conductivity/heat capacity) term. This is analogous to combining the mechanical dispersion and molecular diffusion terms when modeling solute transport (Bear, 1972; Fetter, 1993):

\[
\alpha_A = \alpha + d \frac{c_w \rho_w}{c_p} \nabla^2
\]

(8)

where \( \alpha \) is the thermal diffusivity tensor of the medium (m\(^2\) s\(^{-1}\)) and \( \alpha_A \) is the apparent thermal diffusivity tensor (m\(^2\) s\(^{-1}\)) due to the combined effects of heat diffusion and dispersion.

As noted by Anderson (2005) and Rau et al. (2014), there is still disagreement on the relative importance of thermal dispersion. In contrast to mass transfer, heat transfer occurs through the solid phase, and this limits the effects of tortuosity and dispersion in heat transport relative to solute transport (Bear, 1972). Also, since thermal diffusivity can be two orders of magnitude larger than molecular diffusion, the relative importance of dispersion in heat transport studies is reduced compared to solute transport studies (Bear, 1972). As a result, the effects of thermal dispersion are often ignored in hydrogeological studies; however, research in this field is ongoing (e.g., Rau et al., 2012; Bons et al., 2013).

3.5. Subsurface thermal properties

The thermal properties of a representative elementary volume within the subsurface depend on its composition. This dependence arises from the differences in the thermal conductivities and heat capacities of water, air, ice, and soil mineral constituents (see Table 2 for
typical values). Because liquid water has a thermal conductivity about 20 times that of air and a heat capacity about 3500 times that of air (Farouki, 1981b), the thermal properties of a soil are strongly dependent on its porosity and degree of saturation. Furthermore, ice has a thermal conductivity approximately four times that of water and a thermal capacity approximately half that of water (Oke, 1978), thus the thermal properties of soil are also dependent on the phase (temperature) of the pore water. As temperature varies, these relationships become more complex.

The mineral composition of a soil can also impact both its thermal conductivity and thermal capacity (Oke, 1978). In particular, quartz has a much higher thermal conductivity than other mineral components (Domenico and Schwartz, 1990). The thermal conductivity of a soil is also a function on its density, structure, grain size, and grain contact (Farouki, 1981b). Due to its simultaneous dependence on thermal conductivity and heat capacity, the relationship between thermal diffusivity and liquid moisture content, ice content and mineral composition can be quite complex (Oke, 1978).

Various methods to physically measure the thermal properties of soils have been developed (e.g., Farouki, 1981a; Farouki, 1981b; Andersland and Ladanyi, 1994; Usowicz, 1995; Hinkel, 1997; Overduin et al., 2006), but for the purpose of mathematical modeling, thermal properties are typically computed from the weighted mean of the volumetric contents of the soil particles, air, water, and ice. Because thermal conductivity is a directional tensor, the bulk thermal conductivity is dependent on the orientation of the medium constituents. This is analogous to computing the equivalent electrical resistance of multiple electrical resistors wired in series or parallel (Bear, 1972; Lunardini, 1981). If the medium constituents can be
conceptualized as parallel thermal resistors, the bulk thermal conductivity of the medium ($\lambda$) can be taken as the weighted arithmetic mean of the constituent thermal conductivities:

$$\lambda = (1-\varepsilon)\lambda_s + \varepsilon (1-S_w-S_i)\lambda_a + \varepsilon S_w\lambda_w + \varepsilon S_i\lambda_i$$

where $\lambda_s$, $\lambda_a$, $\lambda_w$, and $\lambda_i$ are the thermal conductivities for the soil particles, air, water, and ice respectively ($W\,m^{-1}\,°C^{-1}$), $\varepsilon$ is the porosity, and $S_w$ and $S_i$ are the water and ice saturations, respectively. A minor variant of the weighted arithmetic mean, the deVries (1963) method, is often employed, which includes additional weighting factors that are obtained from shape functions related to the porosity. If the orientation of the medium constituents would be better represented as thermal resistors in series, a more appropriate effective thermal conductivity could be obtained using the weighted harmonic mean. The harmonic mean is lower than the arithmetic mean, therefore often an intermediate value, the weighted geometric mean, is applied to estimate the bulk thermal conductivity (Lunardini, 1981):

$$\lambda = \lambda_s^{1-\varepsilon} \lambda_a^{\varepsilon (1-S_w-S_i)} \lambda_w^{\varepsilon S_w} \lambda_i^{\varepsilon S_i}$$

In the case of multi-dimensional heat flow in assumed isotropic medium, the weighted geometric mean is preferred rather than the harmonic or arithmetic means given that heat fluxes in two orthogonal directions cannot both be either parallel or perpendicular to the matrix structure.

Because it is not dependent on the constituent orientation, the bulk heat capacity of a composite medium is typically taken as the volumetrically weighted arithmetic mean of the constituent heat capacities (e.g., Lunardini, 1981; Lapham, 1989; Hansson et al., 2004):

$$c\rho = (1-\varepsilon)c_s\rho_s + \varepsilon (1-S_w-S_i)c_a\rho_a + \varepsilon S_w c_w \rho_w + \varepsilon S_i c_i \rho_i$$
where \(c_s, c_a, c_w, \) and \(c_i\) are the mass specific heats of the soil particles, air, water, and ice respectively (J kg\(^{-1}\) °C\(^{-1}\)), and \(\rho_s, \rho_a, \rho_w, \) and \(\rho_i\) are the densities of the soil particles, air, water, and ice respectively (kg m\(^{-3}\)). The product of the mass specific heat and the density yields the volumetric heat capacity.

In summary, in addition to being dependent on the mineral composition, soil thermal properties are a function of the liquid, ice, and air saturations, which in turn are dependent on pressure and temperature. This creates another interdependent relationship between groundwater flow and heat transport. Figure 3 illustrates the dependence of the bulk thermal conductivity and heat capacity on the liquid and ice saturations of the soil. Thermal conductivity and specific heat values for air, water, ice, and soil particles are compiled in several resources (e.g., Oke, 1978; Farouki, 1981b; Domenico and Schwartz, 1990; Markle et al., 2006; Bonan, 2008).

### Table 2: Thermal properties of common subsurface materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Comments</th>
<th>Thermal Conductivity (W m(^{-1}) °C(^{-1}))</th>
<th>Mean Density (kg m(^{-3}))</th>
<th>Specific Heat (J kg(^{-1}) °C(^{-1}))</th>
<th>Heat Capacity (MJ m(^{-3}) °C(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil grains</td>
<td>Sand/Gravel</td>
<td>4.1</td>
<td>2640</td>
<td>835</td>
<td>2.22</td>
</tr>
<tr>
<td>Air</td>
<td>10°C, still</td>
<td>0.025</td>
<td>1.20</td>
<td>1010</td>
<td>0.0012</td>
</tr>
<tr>
<td>Ice</td>
<td>0°C, pure</td>
<td>2.24</td>
<td>920</td>
<td>2100</td>
<td>1.93</td>
</tr>
<tr>
<td>Water</td>
<td>4°C, still</td>
<td>0.57</td>
<td>1000</td>
<td>4180</td>
<td>4.18</td>
</tr>
<tr>
<td>Soil (Sand)</td>
<td>(S_w=1, \varepsilon=0.4)</td>
<td>2.2</td>
<td>2000</td>
<td>1480</td>
<td>2.96</td>
</tr>
<tr>
<td>Soil (Peat)</td>
<td>(S_w=1, \varepsilon=0.8)</td>
<td>0.50</td>
<td>1100</td>
<td>3650</td>
<td>4.02</td>
</tr>
</tbody>
</table>

\(\text{Values complied from Oke (1978), Markle and Schincariol (2007), and Bonan (2008)}\)

### 3.6. Latent energy effects of freezing and thawing

In ephemerally freezing soils, the rate of decreasing soil temperature is impeded during initial freezing due to the latent heat released by the freezing of water (Woo, 2012). Similarly
soil warming and thawing in the late winter or early spring is retarded due to the latent heat required to melt the frozen pore water. Thus, the latent heat of fusion released or absorbed during pore water phase change increases the thermal inertia of the subsurface, and at temperatures close to the freezing point, this latent heat can dominate conductive heat transport (Kay et al., 1981; Williams and Smith, 1989).

The thermal effects of pore water phase change can be conceptualized as an increase in the apparent heat capacity of the soil over the temperature range that freezing occurs. This apparent increase in heat capacity can be accommodated within the governing heat transport
equations with a transient source/sink term (depending on the direction of temperature change) equal to the latent heat of fusion of water $L_f$ ($334,000$ J kg$^{-1}$) multiplied by the density of ice and the temporal derivative of the volumetric fraction (saturation times porosity) of ice $\theta_i$ (Kay et al., 1981; Hansson et al., 2004):

$$
Source/SinkTerm = -L_f \rho_i \frac{\partial \theta_i}{\partial t} = -L_f \rho_i \frac{\partial \theta_i}{\partial T} \frac{\partial T}{\partial t} \quad (12)
$$

If Eq. (12) is combined with the temporal thermal storage term (right hand side of Eqs. 4 or 5), an expression for the apparent heat capacity, $C_a$, can be formulated (Goodrich, 1982a; Williams and Smith, 1989; Lunardini, 1991; Hansson et al., 2004):

$$
c\rho \frac{\partial T}{\partial t} - L_f \rho_i \frac{\partial \theta_i}{\partial T} \frac{\partial T}{\partial t} = \left( c\rho - L_f \rho_i \frac{\partial \theta_i}{\partial T} \right) \frac{\partial T}{\partial t} \quad (13)
$$

$$
C_a = c\rho - L_f \rho_i \frac{\partial \theta_i}{\partial T} \quad \text{or} \quad C_a = c\rho + L_f \rho_w \frac{\partial \theta_w}{\partial T} \quad (14)
$$

This apparent heat capacity can replace the medium heat capacity term ($c\rho$) in Eqs. (4) or (5) when the equations are intended to represent heat transport in soils that experience pore water phase change. Equation (14) is often presented in slightly different forms depending on whether the $c\rho$ term is considered to be temporally invariant. Combining this with Eq. (11) and substituting $\epsilon S_i$ for $\theta_i$ yields the following apparent heat capacity term for freezing/thawing soils:

$$
C_a = [(1 - \epsilon)c_s \rho_s + \epsilon (1 - S_w - S_i)c_w \rho_w + \epsilon S_w c_w \rho_w + \epsilon S_i c_i \rho_i] - \epsilon \rho_i L_f \frac{\partial S_i}{\partial T} \quad (15)
$$
Note that Eq. (15) will yield a higher heat capacity than Eq. (11) given that the derivative of the ice saturation with respect to temperature is negative in accordance with the soil freezing curve (Kurylyk and Watanabe, 2013).

### 3.7. Dimensionless numbers for subsurface heat transport

Conduction dominated systems can be found in regions of low groundwater velocity, such as in permafrost regions (Gold and Lachenbruch, 1973; Kane et al., 1991) or unfractured consolidated soil. Conversely, advective heat transport is often dominant in deep hydrothermal systems (Ingebritsen et al., 2006), in shallower saturated zones with high groundwater flow, and during episodic precipitation and snow melt events in the unsaturated zone (Taniguchi and Kayane, 1986; Tao and Gray, 1994; Zhao et al., 1997). Smith and Chapman (1983) demonstrated that the importance of the conductive or advective components of the thermal regime is dependent on the water table relief, the hydraulic conductivity distribution and orientation, and the depth of flow. Due to spatial and temporal variations in temperature and water movement, the governing heat transport mode may also vary spatially and temporally (Koo and Kim, 2008).

In heat transport studies, the dimensionless Peclet number is the ratio of the advective heat flux (Eq. 2) to the conductive heat flux (Eq. 1):

\[
P_e = \frac{q \rho c_p T}{\lambda \frac{\partial T}{\partial x}}
\]  

(16)

Often, the temperature terms in Eq. (16) are canceled and the following form of the Peclet number is applied to determine which subsurface heat transport mode dominates (Domenico and Schwartz, 1990):
where $L^*$ is a characteristic length (m). Understanding the appropriate selection of the Peclet number characteristic length is a recurring problem in subsurface heat transport studies (van der Kamp and Bachu, 1989). The following Peclet number was proposed by Domenico and Palciauskas (1973) for basin scale transport where the velocity is unknown:

\[
P_e^* = \frac{\rho_w c_w k g B \Delta z}{2(\mu_w \lambda H)}
\]

where $B$ is the basin thickness (m), $\mu_w$ is the dynamic viscosity of water (kg m$^{-1}$ s$^{-1}$), $k$ is the permeability of the soil matrix (m$^2$), $g$ is the acceleration of gravity (m s$^{-2}$), $\Delta z$ is the water table relief (m), and $H$ is the horizontal basin dimension (m). Domenico and Palciauskas (1973) suggest that advection becomes significant when this version of the Peclet number is greater than 1. Other versions of the Peclet number for different hydrogeological scenarios were derived by van der Kamp and Bachu (1989) through dimensionless analysis.

The Stefan number is a dimensionless number that is often employed in cold regions subsurface heat transport studies. In the case of soil warming, the Stefan number ($S_T$) is the ratio of the sensible heat required to warm a volume of homogenous porous media from an initial temperature $T_i$ ($^\circ$C) to a final temperature $T_f$ ($^\circ$C) divided by the latent heat absorbed by the medium due to soil thawing. In hydrological nomenclature (i.e., volumetric saturations), the Stefan number is given as (Kurylyk et al., 2014b):

\[
S_T = \frac{c \rho (T_f - T_i)}{L_f \rho_i \varepsilon S_w}
\]
where $S_{ip}$ refers to the ice saturation that undergoes phase change (i.e., thaws) over the interval of temperature change. At higher values of the Stefan number, sensible heat governs, and the thermal influence of phase change becomes less important.

In summary, groundwater flow and heat transport processes are interdependent and must be simulated in a coupled manner. Advection and conduction are the dominant modes of subsurface heat transport; however, the thermal effects of freezing and thawing can be significant in ephemeral freezing and thawing soils or in permafrost soils experiencing gradual thawing. Simulations can be greatly simplified if advective heat transport can be ignored, and the effect of ignoring advection can be analyzed in a preliminary fashion through the application of the Peclet number. Similarly, the governing equations for heat transport become simpler if the soil is not expected to experience freezing or thawing or if the moisture content is very low. The relative thermal effects of the latent heat of fusion can be investigated via the dimensionless Stefan number. At high Stefan numbers, simpler heat transport models that do not consider pore water phase change are appropriate. However, in the case of long term climate change, even high latitude soils that are perpetually frozen under the current climate (i.e., $S_{ip} = 0$ and $S_T = \infty$ in Eq. 19) may begin to thaw over time ($S_{ip} > 0$, and $S_T$ is decreased). This thawing may drastically alter the hydraulic properties of the medium, activate groundwater flow, and consequently increase the Peclet number (Section 2). Thus the Peclet and Stefan numbers for characterizing heat transfer processes may both be strongly influenced by climate change in a particular subsurface environment.

Analytical solutions and numerical models can only provide answers to well-posed questions regarding the future state of subsurface thermal regimes. Considerable care should be taken when selecting an appropriate governing equation for simulating the subsurface thermal
response to decadal climate change. In general, model parsimony is preferred, especially for spatially extensive modeling, and a proper understanding of which heat transport processes may be ignored both for current and future climate conditions may greatly facilitate the modeling process.

4. Analytical solutions to simplified heat transport equations

Many researchers have formulated analytical solutions to simplified heat transfer problems for domains only influenced by heat conduction and subject to different boundary conditions (e.g., Carslaw and Jaeger, 1959; Özışık, 1980). Lunardini (1981; 1991) published multiple analytical solutions to simulate conductive heat transfer in cold regions with pore water phase change. Several analytical solutions that can be applied to predict the subsurface temperature response to climate change are discussed below.

4.1. Analytical solutions to the conduction equation subject to surface temperature changes

Analytical solutions to the transient conduction equation have been proposed in the field of thermal geophysics for the inverse modeling of paleoclimates from borehole temperature-depth profiles (e.g., Mareschal and Beltrami, 1992; Beltrami et al., 1995; Bodri and Cermak, 2007; Lesperance et al., 2010). Other solutions have been developed for forward modeling the effects of future climate change on groundwater and soil temperature, assuming conduction is the only heat transport mechanism. For example, a solution to the transient conduction equation (Eq. 4) with a future step change in surface temperature is provided by Williams and Smith (1989):

Initial conditions: $T(z, t = 0) = T_0 + Gz$  

(20a)
Boundary conditions: \( T(z = 0, t) = T_0 + \Delta T \) \hspace{1cm} (20b)

Analytical solution: \( T(z, t) = T_0 + Gz + \Delta T \left[ erf\left( \frac{z}{\sqrt{4\alpha(t - \kappa)}} \right) - erf\left( \frac{z}{\sqrt{4\alpha t}} \right) \right] \) \hspace{1cm} (20c)

where \( T_0 \) is the initial surface temperature (°C), \( \Delta T \) is the temporary step change in surface temperature (°C) that begins at \( t = 0 \) and lasts until \( t = \kappa \) (s), \( G \) is the geothermal gradient (°C m\(^{-1}\)), and \( erf \) is the error function. The first \( erf \) term in Eq. (20c) is only included once \( t \) has exceeded \( \kappa \). Superposition principles can be applied to modify Eq. (20) to investigate the subsurface thermal influence of a series of previous or future shifts in the surface temperature boundary condition (Mareschal and Beltrami, 1992).

**4.2. Analytical solutions to the conduction-advection equation in a stable climate**

Groundwater flow can also perturb temperature-depth profiles, as first described by Bullard (1939). Suzuki (1960) was the first to apply a solution to the transient conduction-advection equation (Eq. 5) to examine how the upward or downward flow of water could significantly perturb subsurface thermal regimes and how a measured subsurface thermal perturbation could be employed to infer groundwater flow rates. Stallman (1963) produced a more rigorous derivation of the transient conduction-advection equation and further discussed how analytical solutions to the equation could be used to infer groundwater velocity from temperature data. In a later classic publication, Stallman (1965) provided an exact solution to Equation (5) subject to a harmonic boundary condition to account for seasonal temperature variability. Velocity rates greater than 2 cm d\(^{-1}\) were detectable by analyzing observed groundwater temperature data with his analytical solution. Other researchers have developed variations of the solution provided by Stallman (1965) by considering different boundary
conditions, steady state conditions (Bredehoeft and Papadopulos, 1965), and two-dimensional groundwater flow and/or heat transport (Domenico and Palciauskas, 1973; Lu and Ge, 1996; Reiter, 2001). These solutions indicate that temperature-depth profiles are concave upward in areas of groundwater recharge and convex upward in areas of groundwater discharge as indicated in Figure 4.

![Figure 4: Temperature depth profiles in a stable climate as a function of the groundwater flow direction.](image)

Below the seasonal penetration depth, temperature-depth profiles are concave upward in recharge areas (vertical downward flow), linear in lateral flow regions (assuming no horizontal temperature gradient), and convex upward in discharge areas (vertical upward flow) (from Kurylyk and MacQuarrie, 2014). Figure reproduced with permission.

### 4.3. Analytical solutions to the conduction-advection equation subject to long term surface temperature changes

Deviations from a linear temperature-depth profile can arise due to groundwater flow, thermal conductivity heterogeneities, or surface temperature variations due to climate or land
cover change. Thus the causes of subsurface thermal anomalies can be difficult to distinguish (Kukkonen and Clauser, 1994; Kukkonen et al., 1994; Uchida et al., 2003; Ferguson and Woodbury, 2005; Ferguson et al., 2006). The combined subsurface thermal impacts of climate change and groundwater flow can be estimated using an analytical solution to the transient conduction-advection equation (Eq. 5) subject to a temporally increasing surface temperature boundary condition. Taniguchi et al. (1999a) modified an analytical solution to the conduction-advection equation proposed by Carslaw and Jaeger (1959) and applied it to investigate the thermal evolution of subsurface environments with vertical groundwater movement and gradually increasing surface temperature:

Initial conditions: \[ T(z, t = 0) = T_0 + Gz \]  

Boundary condition: \[ T(z = 0, t) = T_0 + \psi t \]  

Analytical solution: \[
T(z, t) = T_0 + G(z - Ut) + \frac{1}{2U} (\psi + UG) \times \left[ (Ut - z) \times \text{erfc} \left( \frac{z - Ut}{2\sqrt{\alpha t}} \right) + (Ut + z) \exp \left( \frac{Uz}{\alpha} \right) \text{erfc} \left( \frac{z + Ut}{2\sqrt{\alpha t}} \right) \right]
\]

where \( U \) is the thermal plume velocity due to pure advection \((q_c\omega \rho_w/(cp), \text{m s}^{-1})\), \( G \) is the geothermal gradient \((\text{°C m}^{-1})\), \( T_0 \) is the initial surface temperature \((\text{°C})\), \( \text{erfc} \) is the complementary error function, and \( \psi \) is the slope of the surficial temperature rise \((\text{°C s}^{-1})\). Taniguchi et al. (1999a) demonstrated how this analytical solution can applied to determine groundwater fluxes from temperature profiles in regions of measured surface temperature rise. Similarly, if the groundwater flux and borehole temperatures are known, the solution can be inverted to reproduce surface temperature history if it is assumed to follow a linear pattern.
Figure 5: Climate change-induced evolution of temperature-depth profiles in hydrogeologically active subsurface environments generated from the solution by Taniguchi et al. (1999). The initial surface temperature was assumed to be 10°C, the geothermal gradient was a typical 0.025°C m⁻¹, and the warming scenario was 0.04°C yr⁻¹ (ψ, Eq. 21b). The thermal properties were taken from Table 2 (saturated sand). A vertical Darcy recharge flux of 0.25 m yr⁻¹ was assumed; thus, this figure represents Zone 1 of Figure 4.

This solution has been applied to several studies in Japan to investigate the relationships between groundwater flow, surface temperature changes, and subsurface temperature-depth profiles (Miyakoshi et al., 2003; Taniguchi et al., 2003; Uchida and Hayashi, 2005). Recently, Gunawardhana and Kazama (2011) applied Eq. (21) to predict the effects of future climate change on subsurface temperature in the Sendai Plain, Japan using 18 climate scenarios for the period 2060-2099. Their results indicated a rise (1.2-3.3°C) in aquifer temperature at a depth of
Figure 5 shows temperature-depth profiles for a hypothetical warming scenario generated with the solution by Taniguchi et al. (1999a).

Kumar et al. (2012) modified the solution by Taniguchi et al. (1999a) by incorporating a mixed Robin type boundary condition that enables the user to specify air temperature rather than ground surface temperature as the upper boundary condition, as it is typically easier to obtain air temperature data than surface temperature data. Kurylyk and MacQuarrie (2014) derived an analytical solution to the conduction-advection solution that is more flexible than Eq. (21) because exponential terms are included in both the initial and boundary conditions. These exponential terms allow the user to match present-day non-linear temperature depth profiles (initial conditions) and non-linear climate model projections (boundary condition). Thus, this solution can be directly applied to forward model the evolution of present-day temperature profiles exhibiting curvature (e.g., due to vertical groundwater flow or past climate change), whereas Eq. (21) required intermediate steps due to the assumed linear initial conditions. Kurylyk and MacQuarrie (2014) employed this solution to demonstrate that zones of groundwater recharge will experience accelerated groundwater temperature warming due to concomitant heat conduction and advection from the ground surface.

Finally, Taniguchi et al. (1999b) employed a slightly modified version of Eq. (21) that considers a sudden and permanent increase in the boundary temperature rather than a gradual increase. Menberg et al. (2014) demonstrated that the solution form could be superimposed to simulate subsurface thermal evolution due to a series of $n$ climate regime shifts at the ground surface:

\[ T(z, t = 0) = T_0 \]  

(22a)
Boundary condition \[ T(z = 0, t) = T_0 + \sum_{i=1}^{n} \Delta T_i \cdot H(t - t_i) \] (22b)

Solution: \[ T(z, t) = T_0 + \sum_{i=1}^{n} \frac{\Delta T_i}{2} \cdot \left\{ \text{erfc} \left( \frac{z - U(t - t_i)}{2\sqrt{\alpha(t - t_i)}} \right) + \exp \left( \frac{Uz}{\alpha} \right) \cdot \text{erfc} \left( \frac{z + U(t - t_i)}{2\sqrt{\alpha(t - t_i)}} \right) \right\} \cdot H(t - t_i) \] (22c)

where \( \Delta T_i \, (^\circ C) \) is a shift in the surface boundary condition occurring at time \( t_i \) (s) in comparison to the surface temperature immediately preceding \( t_i \) and \( H \) is the Heaviside step function. The Heaviside terms in Eq. (22) indicate that there is no surface or subsurface thermal influence of a particular surface temperature shift \( \Delta T_i \) until the time \( t \) exceeds the timing of that particular shift \( t_i \). The exact solution form given in Eq. (22) is not well suited for studying deeper subsurface temperature evolution as no geothermal gradient is included in the initial conditions. Menberg et al. (2014) applied this solution to forward model the influence of post 1970 climate regime shifts on groundwater temperature in shallow wells in Germany. Observed increases in groundwater temperature from 1970 to 2000 generally matched the groundwater temperature increases predicted with Eq. (22).

4.4. Analytical solutions for subsurface heat transport with freezing and thawing

The first mathematical treatises on heat transport with freezing and thawing were conducted by Stefan and Neumann in the late 1800’s, who studied the freezing and thawing of bulk ice (Lunardini, 1981). Their solutions have since been adapted by geotechnical engineers and permafrost hydrologists to predict the seasonal depth of thawing (active layer in permafrost soils) or freezing (frost depth in ephemerally freezing soils) (e.g., Jumikis, 1966). Where applicable, these solutions have herein been presented in a modified form to be consistent with the nomenclature (e.g., water saturations and mass-based latent heat) previously presented. The
Neumann and Stefan equations are presented for the case of thawing, rather than freezing, as this will be the dominant effect produced by climate change.

A modified form of the classical analytical Neumann solution has been employed by numerous researchers simulating heat transport in cryogenic soils (Lunardini 1981). This solution ignores advective heat transport but accounts for conduction and latent heat released or absorbed during freezing or thawing. The soil medium is treated as a semi-infinite domain initially at some temperature $T_i$ ($^\circ$C) below the freezing temperature $T_f$ ($^\circ$C). The surface temperature $T_s$ ($^\circ$C) is then instantaneously raised to some temperature above the freezing temperature. The medium is discretized into thawed and frozen layers which are separated at a thawing interface and are characterized by different thermal properties. The depth to this thawing interface $X$ (m) will increase with time (Figure 6). The following form of the Neumann solution was modified from Jumikis (1966) and Harlan and Nixon (1978) assuming that $T_f = 0^\circ$C:

$$X(t) = m \sqrt{t}$$

(23)

where $X$ is the depth to the thawing front (m) (Figure 6), $m$ is the coefficient of proportionality (m s$^{-0.5}$), and $t$ is time (s). The $m$ parameter can be determined by equating $Y_1$ and $Y_2$:

$$Y_1 = f(m) = 0.5L_f \rho_s \phi \epsilon \sqrt{\pi} \ m$$

(24)

$$Y_2 = \frac{\lambda_u}{\sqrt{\alpha_u}} (T_s) \left[ \exp \left( \frac{-m^2}{4\alpha_u} \right) / \text{erf} \left( \frac{m}{2 \sqrt{\alpha_u}} \right) \right] - \frac{\lambda_f}{\sqrt{\alpha_f}} (T_i) \left[ \exp \left( \frac{-m^2}{4\alpha_f} \right) / \text{erfc} \left( \frac{m}{2 \sqrt{\alpha_f}} \right) \right]$$

(25)

where $\alpha_f$ and $\alpha_u$ are the bulk thermal diffusivities of the frozen and unfrozen soil respectively (m$^2$ s$^{-1}$), $\lambda_f$ and $\lambda_u$ are the bulk thermal conductivities of the frozen and unfrozen soil respectively (W m$^{-1}$ °C$^{-1}$), and other terms have been previously defined. The temperature distributions in the
thawed and frozen zones can also be obtained from the Neumann solution (Jumikis, 1966; Lunardini, 1981). The Neumann solution can theoretically be applied to simulate permafrost degradation due to rising surface temperature. However, the step change in surface temperature is not very representative of climate change-induced surface temperature trends and could be better applied in the case of land cover change in permafrost landscapes.

Stefan’s formula is an even simpler approach to the problem of soil thawing (Jumikis, 1966; Harlan and Nixon, 1978). The $m$ term (Eq. 23) can be easily obtained if it is assumed that
the temperature-depth profile in the thawed zone is linear (i.e., at steady-state), and the initial temperature is 0°C:

\[ X(t) = m\sqrt{t} = \sqrt{2S_r \alpha t} = \frac{2\lambda_s T_s t}{L_f \rho_v \varepsilon S_{ip}} \]  

(26)

The Stefan solution is an approximate mathematical solution due to the presumed steady-state thermal conditions in the continuously expanding thawed zone. The solution accuracy can be shown to be inversely related to the Stefan number via a comparison to the exact Neumann solution (Kurylyk et al., 2014b), and the solution errors are reasonably small at typical Stefan numbers for thawing soils. Smaller Stefan numbers imply that latent heat is governing and that the thawing front propagation will be slow, thus allowing the thawed zone temperature distribution to approach steady-state.

The errors noted by Kurylyk et al. (2014b) are errors associated with the mathematical solution development (i.e., due to the contradictory steady-state assumption) and thus do not address how well the solution represents soil freezing physics at a particular site. There are other conditions of the Stefan solution that may not adhere to physical processes, including the step function soil freezing curve, homogenous soil thermal properties, and initial temperatures close to 0°C. Like the Neumann solution, another limitation of the application of the Stefan solution for climate change sensitivity studies is that a step change is not a realistic representation of climate model-projected increases in ground surface temperature.

Adaptations of the Stefan solution have been proposed for simulating soil thawing accounting for different boundary conditions and thermal heterogeneity (e.g., Aldrich and Paynter, 1953; Lock, 1969; Nixon and McRoberts, 1973; Cho and Sunderland, 1974; Lunardini, 1981; Hayashi et al.,
For example, as Harlan and Nixon (1978) note, the product of $T_s$ and $t$ in Eq. (26) is essentially the integral of the surface temperature-time function. This fact can be used to obtain a more general approximate Stefan equation that can accommodate a variety of surface temperature functions:

$$X(t) = \sqrt{\frac{2\dot{\lambda}u I_{th}}{L_f \rho_i C_{sp}}}$$  \hspace{1cm} (27)

where the surface thawing index $I_{th}$ ($^\circ$C s) is essentially the temporal integral of the surface temperature function (from time = 0 to $t$), provided that the function is continuously above the freezing temperature (Harlan and Nixon, 1978). If the thawing index was computed using air temperature rather than surface temperature, an additional ‘$n$ factor’ equal to the ratio between ground surface temperature and air temperature is placed in the numerator under the radicand in Eq. (27) (Harlan and Nixon, 1978; Klene et al., 2001). Often this equation is further simplified using empirical coefficients that can be calibrated to site conditions (Hinkel and Nicholas, 1995; Nelson et al., 1997; Anisimov et al., 2002). Other slightly more complex analytical or semi-analytical equations (Freitag and McFadden, 1997; Riseborough et al., 2008; Zhang et al., 2008a) have been developed for simulating the depth of thaw, but the most common analytical equation used in permafrost models is still the Stefan equation (Riseborough et al., 2008).

The latent heat associated with pore water phase change increases the effective heat capacity of frozen soil and makes it less responsive to surficial climate change. Thus, permafrost soils are characterized by warming retardation compared to temperate soils experiencing the same surficial warming rate. We propose a thaw retardation factor $R_{th}$ that is equal to the total energy (sensible heat plus latent heat) required to warm a unit volume of frozen soil from an initial
uniform temperature $T_i$ to a uniform temperature above freezing $T_j$, divided by the sensible heat required to warm the same volume of unfrozen soil by a change in temperature equal in magnitude to $T_j-T_i$:

$$R_{th} = \frac{L_f \rho_i \varepsilon S_{ip} + c \rho(T_j - T_i)}{c \rho(T_j - T_i)}$$  \hspace{1cm} (28)$$

Note that this is not simply the inverse of the Stefan number (Eq. 19) as the sensible heat component is included in both the numerator and denominator of Eq. (28). Soils with lower porosities and/or initial ice saturations will respond more rapidly to surficial thermal perturbation than high porosity, ice-saturated soils, as considerable energy can be consumed during phase change.

The addition of the phase change term in the governing heat transport equation adds mathematical complexity due to the inclusion of a moving boundary (freeze-thaw interface). To our knowledge, only two attempts have been made to derive exact analytical solutions that include conduction, advection, and phase change. Nixon (1975) and Lunardini (1998) provided exact solutions to a transient conduction-advection equation subject to phase change, but both solutions are only valid if the groundwater velocity is proportional to the rate of the thawing front penetration. Kurylyk et al. (2014b) provided a detailed derivation of an approximate solution listed by Lunardini (1998) that considers conduction, advection, and phase change. Like the Stefan solution, this solution is accurate at lower Stefan numbers when the temperature distribution in the thawed zone can be assumed to be close to steady-state. It should also be noted that analytical solutions that ignore phase change and advection may still be applicable for simulating the response of permafrost to climate change provided that the soil moisture content is
very low (Harlan and Nixon, 1978), or that the degree of warming is insufficient to produce soil thawing (Gold and Lachenbruch, 1973).

There are many limitations associated with the analytical solutions presented above. For example, analytical solutions typically assume one dimensional flow and heat transport, spatiotemporally invariant groundwater flow, homogeneous and isotropic thermal properties, constant pore water phase (except for the few examples noted above), and simplified boundary conditions (e.g., linear rise or step increase in surface temperature). Although, analytical solutions are limited in their ability to simulate subsurface heat transport processes in complex hydrogeological environments, the recent resurgence of papers employing analytical solutions to study groundwater temperature evolution (e.g., Gunawardhana et al., 2011; Gunawardhana and Kazama, 2011; Kurylyk and MacQuarrie, 2014; Menberg et al., 2014) suggest analytical solutions have not been completely abandoned in favor of numerical models. Analytical solutions are still useful for benchmarking numerical models (Kurylyk et al., 2014b), performing quick analyses of idealized systems (Kurylyk and MacQuarrie, 2014), and obtaining first order approximations of future groundwater temperature evolution in natural environments (Menberg et al., 2014; Gunawardhana and Kazama, 2011). The continued use of analytical solutions for simulating subsurface heat transport phenomena is due, in part, to the fact that natural variations in the thermal conductivity of geological media are orders of magnitude smaller than natural variations in hydraulic conductivity (e.g., Domenico and Schwartz, 1990), and thus homogenous assumptions are better justified than in the case of analytical solutions of groundwater flow.
5. Numerical models of groundwater flow and heat transport

As a result of the limitations associated with analytical solutions, many groundwater flow and heat transport studies have employed numerical solution methods. These methods are flexible and can accommodate soil heterogeneities, varying boundary conditions, pore water phase change, and multi-dimensional and spatiotemporally variable groundwater flow and energy transport.

5.1. Early numerical modeling of groundwater flow and heat transport

Studies of the effects of groundwater flow on subsurface thermal regimes in complex hydrogeological environments first emerged in the 1970’s and 1980’s with the development of finite difference and finite element numerical models (Parsons, 1970; Sauty et al., 1982; Smith and Chapman, 1983; Woodbury and Smith, 1985; Forster and Smith, 1989). Many of these early studies provided a better understanding of the relationship between complex groundwater flow patterns and subsurface thermal conditions. For example, Smith and Chapman (1983) created a two-dimensional Galerkin finite element model of groundwater flow and heat transport processes in a regional flow system. They found that the transition from conduction to advection-dominated regimes was sharp and that advection was significant in highly permeable regions with high topographic relief. Woodbury and Smith (1985) developed a three-dimensional advection/conduction model and evaluated the impact of multiple hydrogeological scenarios on subsurface thermal regimes. Forster and Smith (1989) highlighted the limitations of previous one-dimensional analyses and discussed the influences of topography, permeability, recharge, free convection, and fracture zones on subsurface thermal environments.

5.2. Contemporary groundwater flow and heat transport models
Over the past two decades, a few numerical models of groundwater flow and heat transport with user-friendly graphical user interfaces (GUIs) have become publicly available and widely utilized. For example, VS2DH (Healy and Ronan, 1996; Hsieh et al., 2000) is a multi-dimensional finite difference model developed by the U.S. Geological Survey, which has been frequently employed to simulate energy and water exchanges between aquifers and surface water bodies (e.g., Barlow and Coupe, 2012; Voytek et al., 2014). SUTRA is a three-dimensional, density-dependent, finite element model developed by the U.S. Geological Survey (Voss, 1984; Voss and Provost, 2010) that has been widely applied in groundwater flow and heat or solute transport studies (e.g., Bundschuh, 1993; Burow et al., 2005; McKenzie et al., 2006; 2007; Ge et al., 2011). FEFLOW is another three-dimensional, density-dependent, finite element groundwater flow and heat transport model (Diersch, 2014) that has become well-documented and applied to study subsurface thermal processes (e.g., Trefry and Muffels, 2007; Bridger and Allen, 2010; Diersch et al., 2011). A powerful model that has recently emerged is HydroGeoSphere (Goderniaux et al., 2009; Brunner and Simmons, 2012; Therrien et al., 2012), which is a fully-integrated control-volume finite element model that simulates two-dimensional overland flow and three-dimensional subsurface flow. Surface processes (e.g., evaporation and transpiration) are also accommodated in HydroGeoSphere, which removes the need to drive subsurface models with surface model output.

5.3. Groundwater flow and heat transport models that include freeze-thaw

The publicly available versions of most existing groundwater flow and heat transport models that include a GUI are not capable of simulating the effects of cryogenic processes on groundwater flow and energy transport. However, modeling pore water freeze-thaw has been
shown to improve comparisons between simulated thermal results and field data for permafrost regions or ephemerally freezing soil (Luo et al., 2003).

Numerical groundwater flow and energy transport models that accommodate cryogenic processes typically simulate the interactions between temperature, pressure, and ice or water saturations on the basis of thermodynamics using a form of the Clapeyron equation (Hansson et al., 2004; Zhang et al., 2007; Dall'Amico et al., 2011; Liu and Yu, 2011; Tan et al., 2011; Gouttevin et al., 2012). Often, the ‘freezing = drying’ assumption is employed for saturated conditions, in which the soil water freezing curve (SFC, unfrozen water content versus temperature) is related to a soil water characteristic curve (SWCC) through capillary theory coupled to the Clapeyron equation (Koopmans and Miller, 1966; Spaans and Baker, 1996; Kurylyk and Watanabe, 2013).

The relationship between permeability and ice content is often determined empirically from laboratory measurements or theoretically derived from classical unsaturated relative permeability functions. Usually it is first assumed that ice has a similar effect as pore air in lowering permeability (e.g., McKenzie et al., 2007; Bense et al., 2009; Tan et al., 2011; Gouttevin et al., 2012). Then, an empirical impedance term (e.g., Jame and Norum, 1980) is often included to account for the apparent reduction in hydraulic conductivity caused by pore ice formation in comparison to pore air entry, but the utility of this impedance function has been questioned (Newman and Wilson, 1997). Further discussion on the mathematical representation of freeze-thaw processes in unsaturated porous media, particularly with respect to the development of the soil freezing curve and permeability function, can be found in Kurylyk and Watanabe (2013).
Harlan (1973) is credited for developing the first coupled groundwater flow and heat transport model that incorporated the effects of freezing and thawing. In this one-dimensional, finite-difference model, the migration of soil moisture was simulated with a Darcian hydraulic approach, which contrasted strongly with the capillary models employed by those studying frost heave phenomena (e.g., Miller, 1972; Miller, 1980). Harlan’s (1973) contribution was followed by several other one-dimensional freezing models which made improvements in relating the SWC to the SFC and in attempting to establish a physically-based relationship between ice content and hydraulic conductivity (Guymon and Luthin, 1974; Taylor and Luthin, 1978; Flerchinger and Saxton, 1989; Newman and Wilson, 1997; Shoop and Bigl, 1997; Zhao et al., 1997; Hansson et al., 2004; Zhang et al., 2007; Kahimba et al., 2009). Numerous other examples of models that account for the effects of freezing and thawing are given by Li et al. (2010); however, these models are typically one-dimensional and the source codes are often not publicly available.

Recently, multi-dimensional water flow and energy transport models have emerged that are capable of accommodating freeze-thaw processes. Ippisch (2001) developed a rigorous three-dimensional groundwater flow and energy transport model to simulate coupled water, heat, gas, and solute transport in permafrost soils. McKenzie et al. (2007) presented modifications to the SUTRA code to include the effects of freezing and thawing on water and energy transport within the saturated zone. Their contribution was the first to document freeze-thaw modifications to a widely adopted variable-density multi-dimensional groundwater flow and energy transport model. Dall’Amico et al. (2011) presented a robust model that could accommodate variably-saturated freeze-thaw processes using a form of Richards’ equation. The model was successfully tested against the Neumann solution and experimental data. Painter (2011) developed the three
phase numerical model MarsFlo to simulate heat and moisture migration in variably saturated, partially frozen media. MarsFlo simulations compared favorably with results from the Neumann solution and the experimental data (unfrozen water content) collected by Jame and Norum (1980) and Mizoguchi (1990). MarsFlo was originally developed for simulating Martian hydrology (Grimm and Painter, 2009; Painter, 2011), but Frampton et al. (2011; 2013) have recently applied it to study terrestrial permafrost processes.

Another recently-developed cryohydrogeological model was applied to assess potential designs of the Galongla tunnel in Tibet (Tan et al., 2011). The governing groundwater flow equation in this unnamed model was altered to accommodate the Soret effect (moisture redistribution during freezing). Model simulations concurred with the laboratory experiments of Mizoguchi (1990). Liu and Yu (2011) coupled a modified version of Fourier’s law that included convection and a source term for freezing and thawing with Richard’s equation and the mechanical constitutive relationship to simulate the flow of heat, water, and stress in freezing soils. Results from the model simulations compared favorably to measured moisture and temperature distributions under pavement.

ARCHY is an emerging cryohydorgeological model developed at Los Alamos National Laboratory (LANL) for simulating variably-saturated water, energy and solute transport in permafrost environments (Rowland et al., 2011). ARCHY was developed by integrating two previous models: MAGHNUM (Barnhart et al., 2010) and TRAMP (Travis and Rosenberg, 1997). Rowland et al. (2011) performed simulations with ARCHY to demonstrate the importance of advective heat transport in the formation of taliks below lakes. Two other ongoing projects at LANL are the development of the Arctic Terrestrial Simulator (ATS, Coon et al., 2012) and PFLOTRAN (Karra et al., 2014), which perform simulations in powerful, parallel computational
environments and will enable researchers to investigate Arctic subsurface hydrological processes at greater spatiotemporal resolution.

Recently, Endrizzi et al. (2013) have produced the open source software package GEOtop 2.0, which is a powerful simulator of energy and moisture fluxes across the surface and within the subsurface and accounts for the dynamic freeze-thaw process in soils. Considered surface processes include snowpack accumulation and melt and turbulent and radiative energy fluxes. GEOtop 2.0 allows for three dimensional heat and water transport within the subsurface in accordance with Richards equation, and the subsurface freezing and thawing routines are based on the work by Dall’Amico et al. (2011). Notably, GEOtop 2.0 removes the need for cold regions groundwater flow and energy transport models to be driven at the boundary with surface model output (e.g., infiltration and ground surface temperature).

Despite the recent advances in cryohydrogeological numerical codes, most of these powerful simulators have not yet been incorporated into publicly available products with a user-friendly GUI. These models are often very distinct from one another both in terms of their underlying theory and the nomenclature employed (Kurylyk and Watanabe, 2013), thus a remaining challenge is the development of appropriate benchmarks to form inter-code comparisons (Kurylyk et al., 2014b).

6. Simulated climate change impacts on groundwater flow and heat transport in cold and temperate regions

The emergence of the groundwater flow and heat transport models discussed above has enabled researchers to investigate the subsurface thermal response to climate change in hydrogeologically complex environments where heat advection is important. Three of the studies that have employed numerical models to investigate the interrelationships between groundwater
flow, climate change, and subsurface thermal regimes were conducted for relatively warm regions. Uchida et al. (2003) used a three-dimensional groundwater flow and heat transport model (MODFLOW coupled to MT3D) to compare the relative subsurface thermal effects (e.g., deviation from a linear temperature-depth profile) of groundwater flow and a linear surface temperature increase of 0.02°C yr\(^{-1}\). They found that in discharge regions, the thermal effects due to groundwater flow can dominate the thermal perturbation due to increased surface temperatures. Bense and Kooi (2004) found that groundwater flow and heat transport simulations of the Peel Boundary Fault in the Netherlands were improved if recent measured climate change was incorporated into the boundary conditions. Gunawardhana and Kazama (2012) used climate projections for the Sendai Plain, Japan, derived from five GCMs and three emissions scenarios to drive one-dimensional VS2DH groundwater flow and heat transport simulations with a very coarse temporal resolution (1 year). Their results were statistically analysed to examine the effect of the climate-controlled boundary conditions. They found a range (1.0-4.28 °C) of simulated increases in groundwater temperature at a depth of 8 m.

Because of the potential hydrological and ecological ramifications of permafrost degradation and the accelerated observed warming at high latitudes (Section 2), the majority of the recent studies investigating the subsurface thermal response to climate change have been conducted for cold regions. Bense et al. (2009) used a finite element solution (FlexPDE software) to a two-dimensional form of the transient conduction-advection equation with freeze-thaw to examine the potential impact of a 0.03 °C yr\(^{-1}\) warming trend in permafrost regions. Their simulations demonstrated that permafrost degradation due to surface warming will establish groundwater flow paths and activate dormant groundwater flow systems (e.g., Figure 2). Frampton et al. (2011) applied a linearly increasing upper thermal boundary (0.01°C yr\(^{-1}\)) in
MarsFlo and demonstrated that climate change will decrease the seasonal variability of groundwater discharge in permafrost regions. Ge et al. (2011) utilized SUTRA to simulate groundwater and surface water exchange due to seasonal and decadal (0.03°C yr⁻¹) air temperature variations in the Tibet Plateau, China. The results showed that the active layer could increase in thickness by a factor of three within 40 years and that the resultant increase in permeability and aquifer thickness could similarly increase groundwater discharge by a factor of three. Jiang et al. (2012b) used the modified version of Hydrus (Hansson et al., 2004) to investigate the impact of 21st century climate change on active layer thickness. They simulated a potential increase in active layer thickness of 3 m in a boreal site and 1 m in a tundra site, which were significantly greater than predictions from previous studies that had assumed conduction was the dominant heat transport mechanism.

Bense et al. (2012) simulated the hydrogeological response of permafrost to a warming climate in an idealized sedimentary basin with the undulating hill slope described by Tóth (1963). They suggested that the subsurface hydraulic response could be characterized by increased aquifer permeability due to permafrost degradation and uptake of water from increased heads in sub-permafrost aquifers. For the hydrogeological environment they considered, advective heat transport was not significant under typical recharge rates. However, they suggested that advective transport could still impact permafrost degradation rates if recharge rates were not limited by precipitation (e.g., sourced by a draining surface water body), the groundwater flow was focused, or geothermal heat flow anomalies occurred. Grenier et al. (2013) applied a coupled heat and water transport model with phase change to investigate the effect of glaciation cycles on groundwater flow patterns in an idealized river-plain system with
sub-river taliks. They demonstrated that the size of the river was the major control of talik evolution but that groundwater flow could also affect these processes.

Sjöberg et al. (2013) applied three warming surficial boundary conditions (0.5°C yr\(^{-1}\), 0.1°C yr\(^{-1}\), 0.05°C yr\(^{-1}\)) to a simplified two-dimensional system in MarsFlo and showed that permafrost degradation occurred along the upper (i.e., ground surface) and seepage face boundaries of their modeling domain. They also noted that although the subsurface temperatures responded quickly to the surficial thermal perturbations, there was a lag in the melting of subsurface ice. The 0.5°C yr\(^{-1}\) warming scenario employed by Sjöberg et al. (2013) certainly exceeds the most extreme warming projections produced by any climate model. Frampton et al. (2013) applied MarsFlo to investigate the subsurface thermal and hydraulic response to the same three warming trends as Sjöberg et al. (2013). The model results indicated that intra-annual river flow variability would decrease under warming scenarios and that this phenomenon may be an indicator of permafrost degradation. They also found that groundwater discharge and river flow may decrease following the complete degradation of permafrost.

McKenzie and Voss (2013) employed SUTRA to demonstrate the effects of permafrost degradation in a Tóthian groundwater flow regime. They found that the significance of advective heat transport is dependent on the surficial topography, hydrogeologic heterogeneity and anisotropy, and the permeability of the groundwater flow system. Their simulations suggested that advective heat transport could reduce the time to complete permafrost degradation by one-third compared to the timing for permafrost degradation in the absence of advection (i.e., conduction-only). The influence of advective heat transport on the pattern of permafrost thaw was also investigated (Figure 7). They further demonstrated that intra-permafrost groundwater flow can accelerate permafrost thaw.
Kurylyk et al. (2014a) applied a modified version of SUTRA that allows for freezing in variably saturated soils to investigate the influence of climate change on the timing, magnitude, and temperature of groundwater discharge from shallow aquifers experiencing seasonal freeze-thaw. Seven downscaled climate scenarios for eastern Canada were employed to drive surface models to produce future groundwater recharge and ground surface temperature trends, and the results from the surface models were utilized to form the surface boundary condition in SUTRA. The simulations indicate that the thermal regimes of shallow aquifers are not as resilient to climate change as previous thought, and that the thermal sensitivity depends on the aquifer configuration.

Briggs et al. (2014) utilized the same modified version of SUTRA to simulate mechanisms for observed permafrost aggradation in the periphery of a receding lake in a discontinuous permafrost region in Alaska, USA. The simulations demonstrate that the permafrost formation was likely due primarily to the shading caused by emerging shrubs and to a lesser degree by reduced groundwater recharge (heat advection) during the summer months due to increased transpiration. They further demonstrated that the new permafrost will eventually thaw (likely within seven decades) based on the climate projections for that location.

In summary, recent advances in numerical models have enabled researchers to simulate complex thermal hydrogeological processes under a variety of climate change scenarios. In general, researchers have demonstrated that subsurface thermal and hydrologic regimes will respond to climate-induced surficial perturbations in temperature or recharge. The majority of these studies have been conducted for permafrost regions, and they have suggested that advective heat transport has the potential to significantly increase the rate of permafrost thaw, which will lead to activated aquifers and changing surface and subsurface hydrological conditions.
Figure 7: Comparison of the timing and pattern of conduction-dominated and advection-influenced permafrost thaw (from, McKenzie and Voss, 2013). The simulated evolution of ice distribution without (left pane) and with (center pane) the effects of advective heat transport. The warming rate was 0.01 °C·yr⁻¹. Permafrost degradation occurs first in the valleys for conduction-dominated thaw, but under the hills for advective-influenced thaw. The simulated thermal evolution when the effects of advective heat transport were considered are shown on the right pane. More details concerning the modeling can be found in McKenzie and Voss (2013). Figure reproduced with permission.

7. Discussion and conclusions

The body of knowledge on the impact of climate change on subsurface thermal regimes is expanding. However, there are still many gaps in existing research. The following section discusses these gaps and the opportunities for improvements and expansion in future studies.

7.1. The role of advective heat transport in accelerating permafrost thaw

The majority of studies that have simulated future permafrost degradation and/or variations in active layer thickness (e.g., Kane et al., 1991; Zhang et al., 2003; Noetzli et al., 2007; Zhang et al., 2008b; Etzelmüller et al., 2011; Guo et al., 2011; Wisser et al., 2011; Hipp et al., 2012; Jafarov et al., 2012; Lawrence et al., 2012; Streletskiy et al., 2012) invoke the assumption that conduction is the only significant mode of heat transport in cold regions. Broad,
unsubstantiated statements regarding the insignificance of advective heat transport in cryogenic soils can still be found in current literature. Admittedly, this simplification is often likely required to reduce simulation time due to the large-scale nature of many of these studies. However, several field and modeling studies (Kane et al., 2001; Frampton et al., 2011; Ge et al., 2011; Hasler et al., 2011; Rowland et al., 2011; Westermann et al., 2011; de Grandpre et al., 2012; Jiang et al., 2012b; McKenzie and Voss, 2013; Wellman et al., 2013) have demonstrated that advective heat transport can still be significant in certain permafrost environments. The degree to which advective heat transport plays a role in permafrost degradation may depend on many factors such as the proximity to surface water bodies, the timing and magnitude of precipitation, local and regional topography, and the existence and distribution of taliks. Further study is needed to attempt to quantify the impact of advective heat transport under a variety of climatic, hydrogeological, and surficial conditions. As previously detailed, increasingly sophisticated models that can accommodate groundwater flow and heat transport with freezing and thawing are now becoming available. These models can be utilized to develop a more comprehensive framework for identifying scenarios when advective transport will impact permafrost dynamics and investigating the associated implications for large-scale permafrost thaw and carbon release.

7.2. Emerging datasets for model assessment

Most studies investigating the cryohydrogeological implications of climate change have assumed idealized aquifers, but very few field-based studies exist to corroborate the general predictions obtained from idealized settings. Ireson et al. (2013) stated: ‘modeling of field-scale behavior represents a major challenge, even while physically-based models continue to improve. It is suggested that progress can be made by combining well-designed field experiments with
modeling studies.’ Traditionally, there has been a lack of field data available to accomplish this purpose. However, Minsley et al. (2012) have recently produced a detailed permafrost dataset from an 1800 km airborne electromagnetic survey conducted in the Yukon Flats, Alaska.

Similarly, Parsekian et al. (2013) made surface nuclear magnetic resonance imaging measurements on thermokarst lakes and terrestrial permafrost in Alaska to detect and delineate taliks. The results from recent laboratory tests of saturated or saturated soil freezing (e.g., Watanabe et al., 2011) can also be employed to assess the performance of cold regions water flow and heat transport models. We expect similar comprehensive datasets will emerge in the coming years that, coupled with the increased complexity in cold regions hydrogeological modeling (Painter et al., 2013) and increased computing capabilities (Karra et al., 2014), may form the basis to begin to better assess the fidelity of these state-of-the-art models to laboratory and field-scale physical processes.

7.3. Translating climate model output to subsurface model boundary conditions

The majority of the climate change impact studies presented in this review that have included the effects of heat advection have assumed a linear increase in surface temperature. However, a linear trend does not adhere to the projections produced by the IPCC, particularly for the higher emission scenarios or representative concentration pathways (Meehl et al., 2007; Kurylyk and MacQuarrie, 2014). Because of the complexity in projected annual and seasonal surface temperature trends, specifying simple functions for the surface temperature boundary condition may not be appropriate. In general, a preferred approach would be to simulate the subsurface thermal influence of future atmospheric climate change by driving groundwater flow and energy models with subannual (e.g., daily, weekly, or monthly) global climate model output.
GCMs are typically run on a coarse grid, and thus the results must be downscaled to obtain local-scale climate projections (Step 1b, Figure 8b). This downscaling can be accomplished through statistical downscaling functions or models (e.g., Wilby and Dawson, 2013). Statistical downscaling functions can be obtained by running the GCM for a reference period, developing relationships/corrections based on the observed local scale data and the GCM results for that period, and applying those corrections to future period GCM projections (Jeong et al., 2012). Alternatively, higher resolution regional climate models (RCMs), which are driven at the boundaries by GCMs, can be employed to dynamically downscale the GCM results (Wood et al., 2004). Because RCM’s often introduce biases, additional debiasing should be performed on the raw RCM output (Bordoy and Burlando, 2013).

Another difficulty in assessing the impacts of climate change to subsurface environments is that subsurface thermal and hydraulic processes are driven by surface conditions (e.g., infiltration and surface temperature), rather than lower atmosphere conditions produced by GCMs (e.g., air temperature and precipitation). Snowpack insulates the ground surface from cold air temperatures during the winter months (Goodrich, 1982b; Zhang, 2005). Thus, the reduction in the thickness and duration of winter snowpack produced by rising air temperatures may decouple decadal surface and temperature trends (Mann and Schmidt, 2003; Stieglitz et al., 2003; Mellander et al., 2007; Kurylyk et al., 2013). One approach to translate the meteorological changes to surface changes is to utilize the climate scenarios to drive surface models and apply the output from the surface models as boundary conditions to a groundwater flow and energy transport model (Step 2, Figure 8b). For example, GCM projections can be utilized to drive a surface heat flux model capable of simulating complex snowpack dynamics (Kurylyk et al., 2013). The ground surface temperature derived from the surficial model can then be used to form
the surface thermal boundary condition for a groundwater flow and heat transport model (Kurylyk et al., 2014a, Step 3, Figure 8b). Additionally, most of the studies considered in this review ignore the effects of potential increases in advective heat transport due to climate change-induced increases in precipitation and groundwater recharge. Changes to the timing and magnitude of groundwater recharge (Allen et al., 2010; Crosbie et al., 2011; Kurylyk and MacQuarrie, 2013) and subsurface advective heat transport, could be simulated by specifying a climate-controlled groundwater recharge boundary condition obtained by driving a surface hydrological model with the downscaled climate data. The surface energy and hydrological processes can both be simulated in the same soil vegetation atmosphere transfer model (Step 2, Figure 8).

Rather than employing an additional surface model, the downscaled climate projections could alternatively be employed to drive integrated models that consider both surface and subsurface thermal processes (e.g., HydroGeoSphere or GEOtop 2.0). This approach (Step 4, Figure 8b) is preferred to linking surface and subsurface models, although, to our knowledge, no such methodology has yet been employed to simulate the subsurface thermal impact of future climate change. In general, most of the studies listed previously have not properly translated GCM projections into appropriate boundary conditions. As climate change science is becoming increasingly multi-disciplinary, progress should be made towards better integration of GCM simulations with surface and subsurface models (Figure 8).

7.4. Advancing future research in non-permafrost regions

There is little research on the thermal response of groundwater to future climate change for latitudes and altitudes below the permafrost zone. Even at lower latitudes and altitudes, there
will likely be significant changes to surface processes, including increased growing seasons, shifted snowmelt timing, reduced surface albedo and insulation properties due to a reduction in the snow-covered period, altered precipitation regimes, and increased air temperatures. These processes will have an impact on the timing, magnitude, and temperature of groundwater discharge to rivers and could negatively impact groundwater-sourced ecosystems as demonstrated by Kurylyk et al. (2014a). For example, many biological studies have acknowledged the importance of cool groundwater discharge for providing ecological thermal refugia in rivers (e.g., Hynes, 1983; Brunke and Gonser, 1997; Power et al., 1999; Breau et al., 2011; Nichols et al., 2013). Most of the few existing numerical or analytical studies of climate change impacts on groundwater temperature in non-permafrost regions (Taylor and Stefan, 2009; Gunawardhana and Kazama, 2011; Gunawardhana et al., 2011; Kurylyk and MacQuarrie 2014) have assumed that groundwater flow and heat transport were constrained to one-dimension. These studies have not investigated the thermal impacts of climate change on local and regional scale hydrogeologically complex groundwater systems that can be ecologically important. There is an acknowledged dearth of quantitative hydrogeology studies examining the influence of climate change on groundwater temperature and flow rates and the resultant impact on riverine and lacustrine thermal regimes (Mayer, 2012; Kanno et al., 2014). Additional studies of this nature would significantly add to our current understanding of the sensitivity of groundwater dependent ecosystems to climate change.

In summary, emerging comprehensive field datasets and powerful hydrogeological numerical models are enhancing our understanding of climate change impacts on subsurface thermal regimes in cold and temperate regions. Such knowledge provides a greater understanding of the interrelationship between climate change and permafrost degradation, the
Figure 8: (a) The atmospheric and surface processes that control shallow subsurface thermal regimes and (b) the flowchart for integrating atmospheric climate models (Step 1), surface hydrology and energy models (Step 2), and subsurface groundwater flow and heat transport models (Step 3) to reproduce these physical processes. Alternatively, Steps 2 and 3 can be combined in an integrated model capable of simulating surface and subsurface water and energy fluxes (Step 4).

sensitivity of cold regions infrastructure to climate warming, the potential changes to surface and subsurface hydrological conditions in cold regions, and the deleterious effect of warming groundwater on ecosystems relying on cold groundwater discharge. Despite the recent advancements made in this field, there are still many opportunities for improving our understanding of the relationship between atmospheric climate change and subsurface temperature. These opportunities include considering advective heat transport in large-scale permafrost degradation studies, comparing cold regions model simulations to field data, linking
climate model simulations to surface and subsurface water flow and energy transport models, and conducting related studies for latitudes and altitudes below the permafrost zone.
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