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Abstract

Part 1) The brightest high-redshift sub-millimetre galaxies (SMGs) represent the rarest and most extreme star-forming events in the Universe and are thought to be the progenitors to some of the most massive local galaxies. While short-lived, these SMGs contain intense stellar nurseries which are host to enormous starburst events and hence greatly affect the Universe’s evolution. The most active SMGs are found in protoclusters, the progenitors of the most massive local ($z = 0$) galaxy clusters. I present a sub-millimetre study of two high-redshift ($z > 2$) protoclusters in attempt to understand how galaxy assembly is accelerated in over-dense environments at the peak epoch of star formation. These protoclusters are the richest galaxy over-densities ever detected at $z > 2$, containing at least 15 SMGs with immense star formation rates (SFRs), $600 < \text{SFR} < 2000 ~ M_\odot ~ \text{yr}^{-1}$. By analyzing the distribution of these SMGs we find their host protoclusters collectively form over 23,000 $M_\odot ~ \text{yr}^{-1}$, and generate star formation rate densities (SFRDs) over 10,000 times larger than global SFRDs found at their respective epochs. These high-redshift protoclusters could help explain the galaxy assembly mechanisms that generated the massive galaxy clusters we see today at $z = 0$.

Part 2) Though there has been a significant amount of work investigating the early stages of low-mass star formation in recent years, the evolution of the mass accretion rate remains largely unconstrained. Examining in depth the variation in the rate at which mass is assembled onto the central protostar is critical to understanding the physics of star formation. Instabilities in the outer and inner circumstellar disk can lead to episodic outbursts and observing these periodic brightness variations at infrared or sub-millimetre wavelengths sets constraints on the current accretion models. The JCMT Transient Survey is a three-year project dedicated to studying the variability of deeply embedded protostars in eight nearby star-forming regions at a one month cadence. We use the SCUBA-2 instrument to simultaneously observe these regions at wavelengths of 450 $\mu$m and 850 $\mu$m. I present the survey’s data reduction techniques and propose an improvement on their post-calibration image alignment methods for 850 $\mu$m data. The new Cross Correlation method achieves reliable spatial alignment of 0.03” ($100 \times$ smaller than a pixel). This new spatial alignment algorithm proves to out perform the survey’s current method to all degrees and will be implemented for the next Transient data release.
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Chapter 1

Introduction

1.1 Sub-Millimetre Astronomy

Sub-millimeter astronomy is a relatively new branch of observational astronomy, which deals primarily with radiation between wavelengths of 0.3 and 1 mm. This range is particularly important in understanding cold dust and gas in the high redshift universe because the blackbody emission from low temperature dust peaks in this region. Likewise, higher energy emission from young stars is generally reradiated by dust in the sub-millimetre range, which makes it an excellent probe of both star formation, and the interstellar medium.

Observations at sub-millimeter wavelengths have been undertaken by a wide variety of instruments both from the ground and in space. Sub-millimetre telescopes are comprised of either large, single dishes such as the James Clerk Maxwell Telescope (JCMT), or higher resolution multi-antennae interferometers like the Sub-Millimetre Array (SMA) or the Atacama Large Millimeter/Sub-Millimetre Array (ALMA). Space based sub-millimeter telescopes such as the Herschel Space Observatory have also been useful because they remove the problems with water vapour absorption in the Earth’s atmosphere. Sub-millimetre astronomy has also been conducted from near-space telescopes, which use airborne telescopes to mitigate atmospheric problems. One of these near-space telescopes is the Stratospheric Observatory for Infrared Astronomy (SOFIA), which incorporates a 2.5 meter telescope attached to a modified Boeing 747SP wide-body aircraft. Another is the Balloon-borne Large Aperture Submillimetre Telescope (BLAST), which uses a 2 metre, sub-millimetre telescope attached to a high altitude monitoring balloon.

Continuum emission at sub-millimeter wavelengths has been historically difficult
to observe and combines methods used by both optical and radio telescopes. The detectors used in sub-millimeter telescopes generally use bolometer arrays, which employ materials with temperature-dependent resistance to measure incident radiation and has proven to be extremely effective at these wavelengths. Bolometer arrays usually consist of transition edge sensors (TES) and Superconducting Quantum Interface Device (SQUID) amplifiers. A TES array works by cooling the sensors to their sub-kelvin transition temperatures, where a small change in temperature from an incident photon will create a relatively small, but measurable change in resistance of the sensor. The signal is then boosted by a SQUID amplifier, which is a very sensitive magnetometer that boosts the faint electrical signal to assist in readout.

Though sub-millimetre astronomy is a relatively new field, sub-millimetre wavelength surveys have established an important role for understanding the assembly of stellar mass and the evolution of massive dusty, star-forming galaxies in the Universe. The most luminous of these galaxies, seen all the way back to just $\sim 800$ Myr after the Big Bang \cite{19}, have far-infrared luminosities greater than $10^{13} \ L_{\odot}$ \footnote{Solar. e.g. $L_{\odot}$ means the luminosity of the Sun.} with implied star-formation rates of thousands of solar masses per year \cite{65}, \cite{10}. In comparison, these galaxies are over 1000 times brighter than our own galaxy, the Milky Way, forming stars thousands of times quicker than our own galaxy. Since their discovery, sub-millimetre detected galaxies residing in the early Universe (high redshift) have become a critical piece of the puzzle in our understanding of the cosmic galaxy formation and evolution.

\subsection{Sub-Millimetre Galaxies}

A key goal of modern cosmology is to understand how gravitationally bound structures, namely galaxies and galaxy clusters, and their constituent star populations formed from an initially uniform Universe and how they have evolved since then. To answer this question, cosmologists seek to obtain data from all observable wavelengths, and in combination with numerical simulations, attempt to derive a solution.
Massive galaxy cluster cores are well-characterized by populations of passive, early-type galaxies (i.e. elliptical galaxies), whose properties distinctly contrast with the star forming galaxies found in surrounding lower-density fields [10]. The key formation phase of elliptical galaxies that exist in local clusters appears to have occurred in the early parts of the Universe, namely at redshifts $z > 2$ [37]. Galaxies with low star formation rates are predominately found in dense environments at $z \lesssim 1$ [37]. Observations made at $z > 1$ suggest that progenitors of local galaxy clusters, protoclusters, should be structures of gravitationally bound dusty red galaxies existing in over-dense regions of space. However, studies have shown that the star formation – galaxy density relation could begin to weaken at the $z \sim 2$ epoch [76], [8], [37], [28], [86], [61], [51]. By analyzing star formation as a function of spatial mass distribution around this epoch may help provide strong constraints on galaxy formation and evolution [35].

A sub-millimetre galaxy (SMG) is a distant, dusty, active (star-forming) galaxy whose emissions are predominately in sub-millimetre wavelengths. When new stars are formed in massive, cold dust clouds they emit high-energy ultraviolet radiation, which then gets absorbed by the surrounding dust, consequently heating up the dust and re-radiating as thermal radiation in the infrared. As the infrared radiation travels through the Universe it gets doppler shifted to the red end of the spectrum in the sub-millimetre, which is known as red shifting (see Figure 1.1). The amount the light gets redshifted by is $\lambda_{\text{observed}} = (1 + z)\lambda_{\text{emitted}}$. SMGs are some of the most active star-forming galaxies in the Universe, and as a result most of an SMG’s energy is projected as thermal radiation [8].

Astronomers use light travel time as a proxy for distance, since the speed of light is finite. Since the Universe is expanding the more distant the object the more doppler shifted it’s light emission will be in the red end of the spectrum. As a result, in astronomy redshift, $z$, is used as a proxy for light travel time, and consequently distance. Figure 1.2 shows how lookback time, e.g. light travel time, acts as a function of redshift. This figure also gives a brief outline of cosmologically significant epochs.
When the Universe was only about 200 million years old the first stars began to form \cite{72}, and it wasn’t until about another 200 million years later when the first galaxies began to form \cite{10}. As time progressed, the Universe continued to expand and galaxies began to clump into gravitationally bound structures, known as galaxy protoclusters.

Blank-field millimetre and sub-millimetre continuum surveys have discovered hundreds of distant, dusty, star-forming SMGs over the past decade \cite{8}, \cite{17}, \cite{12}, \cite{16}, \cite{33}. Large-scale sub-millimetre surveys have mapped almost $10^3$ deg$^2$ in 500, 350, 250 µm wavelengths (e.g. Herschel-\textit{SPIRE}) \cite{15} where nearly $\sim 10^4$ SMGs have been being detected \cite{10}. The search for the most luminous star forming galaxies in the Universe is an ongoing and exciting part of modern astrophysics, however some of the SMGs discovered in the first large-scale surveys still remain the brightest, most extreme stellar nurseries ever discovered \cite{10}.

The problem, however is no longer discovering these bright SMGs, but it has to do with their spacial distribution, namely their redshifts. Due to their inherently dusty environment and morphology, determining the redshifts of SMGs has posed great difficulty. SMGs have weak counterparts in the rest-frame ultraviolet and optical to make spectroscopic redshift measurements biased to only optically bright SMGs. By combining near- and mid-infrared (IR) photometry we’re able to obtain reliable
Figure 1.2: Lookback time for a flat Universe estimated using ASTROPHY [1].
photometric redshift estimates. Nevertheless, due to their intrinsic dusty properties SMGs have high extinction resulting in very faint counterparts in the optical/near-IR. As a result not only are the spectroscopic redshift distributions biased, but even photometric redshift distributions remain incomplete and biased [77], [81], [90], [93].

The sub-millimetre wavelength regime is an exciting regime to observe since about half of the contribution to the star formation rate density is measured from sub-millimetre emissions [37] and between 60 – 70% of these emissions originate from SMGs with star formation rates $> 200 \, M_\odot \, yr^{-1}$ [15]. The brightest high-$z$ SMGs have observed sub-millimetre emissions of $S_{850\mu m} > 9 \, mJy$ and have some of the most intense stellar nurseries with implied star formation rate of $> 1000 \, M_\odot \, yr^{-1}$ [8], [74], [14], [13]. Therefore by searching for SMGs contained within protoclusters we may learn how the protoclusters themselves have formed, and whether there are any environmental triggers for SMGs from the protocluster’s high density environment.

1.2.1 Spectral Energy Distribution

Although we live in a 3D spatially distributed universe, astronomers are only able to study celestial objects as projected in a 2D plane, making it difficult to quantify important physical properties such as 3D spacial distribution, luminosity, star formation rate, size, mass, morphology, environment, and so on. Nevertheless, with knowledge of a galaxy’s rest-frame atomic emission lines we’re able to measure a galaxy’s redshift (3D projection) by measuring the redshift of spectral features, known as spectroscopic redshift (spec-$z$). However, high-$z$ SMGs are inherently very dusty, making them subject to significant extinction (dimming) and therefore photometrically obscured by most modern spectrographs. As a result, spectroscopically selected galaxies are bias to optically luminous SMGs, which are only a fraction of all SMGs [10]. However, by measuring a galaxy’s spectral energy distribution (SED) we can begin to reveal some of its key distinguishing features. An SED describes a galaxy’s energy density (flux) per unit time as a function of wavelength. Therefore, by measuring apparent

\[^2\text{Jansky: } \text{Jy} = 10^{-26} \, \text{W m}^{-2} \, \text{Hz}^{-1}\]
Figure 1.3: Rest-frame \((z = 0)\) galactic spectral energy distribution (SED) template. Specifically, ALMA ALESS SMG composite SED [5]. Overlaid in blue are the astrophysical significant regions listed in § 1.2.1.

In different wavelengths we’re able to construct a galactic SED, as shown in Figure 1.3.

A galaxy’s SED is often interrupted by molecular and atomic absorption and emission lines, but for simplicity we may characterize it as a series of black-body emission curves. Planck’s law for black-body radiation characterizes flux as:

\[
S_{\lambda}(T) = \frac{2hc^2}{\lambda^5} \frac{1}{\exp(hc/\lambda k_bT) - 1} \tag{1.1}
\]

In the limit of short wavelength \((hc >> \lambda k_bT)\) we get the Wien limit:

\[
S_{\lambda}(T) \propto \lambda^{-3} \exp(-hc/\lambda k_bT) \tag{1.2}
\]
In the limit of long wavelength \((hc << \lambda k_b T)\) we get the Rayleigh-Jeans limit:

\[
S_\lambda(T) \propto T\lambda^{-2}
\]  

(1.3)

If we measure an observed radiation which as been redshifted as \(\lambda'_{\text{observed}} = \lambda_{\text{observed}} + \lambda_{\text{emitted}}\), this results in a redshift of \(z = (\lambda'_{\text{observed}} - \lambda_{\text{emitted}}) / \lambda_{\text{emitted}}\), which still results a similar black-body distribution, however, the distribution is shifted by \(\lambda_{\text{observed}} = (1 + z)\lambda_{\text{emitted}}\). Furthermore, since \(S \propto 1/D_L^2\), where \(D_L\) is the luminosity distance\(^3\), then as the energy distribution is shifted by a factor of \((1 + z)\), its amplitude will also be diminished by a factor of \(1/D_L^2\). It is also important to note that flux varies with wavelength, so the SED’s magnitude will also diminish as a function of wavelength.

In reality, a galaxy’s SED is composed of many different physical phenomenon, and varies dramatically depending on its stellar composition, age, redshift, dust temperature, the viewing angle, and the astrophysical activity occurring within. Figure 1.3 shows a rest-frame \((z = 0)\) SED template generated from observationally-based simulations \(^{35}\). For simplicity, we’ll focus on a galaxy’s total SED in 4 separate regions, for which 3 of them can all be approximated by individual black-body distributions.

1. Within the Rayleigh-Jeans limit, from \(\sim 3\text{mm} - 400\ \mu\text{m}\) (rest frame), cold dust \((\sim 30\text{K})\) emissions distinctly dominate the regime with a well-characterized modified black-body distribution. Dust SEDs are steeper than black-body spectra in the Rayleigh-Jeans regime. If the SED is represented by the function \(\nu^\beta S_\nu\), then the Rayleigh-Jeans spectral index is \(-2 - \beta\).

2. The mid-IR, from \(\sim 400 - 20\ \mu\text{m}\), is estimated by Wien’s law. This regime can be estimated as a grey-body because dust SEDs do not fall exponentially like black-bodies in the Wien regime, due to the contribution from additional hot dust components in the interstellar medium \(^{10}\). Primarily composed of Si, the cold dust is contained within the interstellar medium and has peak emissions \(\sim 100\ \mu\text{m}\) \(^{45},^{63},^{10}\).

\(^3\)Luminosity distance: \(D_L = \sqrt{\frac{L}{4\pi S}} = (1 + z)D_M\)
3. Unlike the far-infrared’s smooth continuum, the mid-infrared portion has emission and absorption features generated by heavy molecules and smaller dust grains. Dominating features in this region are primarily due to Polycyclic Aromatic Hydrocarbons, Å-diameter heavy molecules containing hundreds of carbon atoms which exist in cold molecular clouds and when irradiated by young stars, emit spectral line features at discrete wavelengths from $\sim 20 - 3 \, \mu m$ [19].

4. The underlying the black-body distribution from far-infrared emissions is overcome by the relative rise in emissions generated from old stellar populations, this is often referred to as the $1.6 \, \mu m$ stellar bump [69]. Old stars which evolve into cooler red giant stars and supernovae have inherently low metallicity$^4$ with their metal-rich emissions represented by a modified black-body peaking at about $1.6 \, \mu m$ [10]. This feature however is not present in a galaxy’s SED. If present, the emissions from active galactic nuclei (AGN) may dominate in this regime. Powered by mass accretion onto massive black holes, the emissions generated by friction between the falling dust grains may over-power all characteristic absorption and emission features present from old stellar populations [62], [14], [35]. Similarly, the $1.6 \, \mu m$ bump is easily overpowered by extremely young ($\sim 1$ Myr) stellar populations, where it is swamped by the essentially power-law spectra of very hot, massive young stars [69].

5. Regardless of stellar population, young and old stars have emission from $2.0 - 0.09 \, \mu m$, where $\lambda \approx 900$ Å is known as the Lyman limit. The Lyman limit (or Ly-$\alpha$ transition) is the short-wavelength end of the Hydrogen-Lyman series, and corresponds to the ionization energy of hydrogen, $E_1 = -13.6eV$ (ultraviolet part of the spectrum). This ionization energy is the minimum energy required for an electron in the hydrogen ground state to escape from hydrogen’s electric potential, thus creating a hydrogen ion in the process:

$$H + E_1 \rightarrow H^+ + e^- \quad (1.4)$$

$^4$Metallicity: $[Fe/H] = \log_{10} \left( \frac{N_{Fe}}{N_{H}} \times \frac{N_{H}}{N_{Fe}^\odot} \right)$
Therefore, any radiation $\lambda \gtrsim 0.09 \, \mu\text{m}$ is absorbed by neutral hydrogen which generates ionized hydrogen and is observed as an extreme “break” in the SED for all $\lambda \lesssim 0.09 \, \mu\text{m}$. A common source of this radiation comes from the Ly-\(\alpha\) transition, which occurs when an electron decays from the $n = 2$ to the $n = 1$ state, happening around $\lambda \approx 0.12\mu\text{m}$. When a Ly-\(\alpha\) transition occurs a photon is released, which is then absorbed by neutral hydrogen.

### 1.2.2 Negative K-Correction

The expansion of the Universe tells astronomers how quickly galaxies are recessing from our rest frame at redshift $z = 0$. These recession velocities can be translated into distances, and since light travels at $v = c$, it provides us with the lookback time (see Figure 1.2). The lookback time to a celestial source is the difference between the age of the Universe now ($z = 0$) and the age of the Universe at the specific epoch ($z = z'$). The expansion of the Universe also provides us with the challenge that sources at different distances, and thus redshifts, have different apparent brightnesses. To measure a source’s true rest-frame brightness you must evoke a photometric measurement known as the K-correction ([38]; [59]).

The K-correction is defined as:

$$M = m - \mu - K$$  \hspace{1cm} (1.5)

where $M$ is the absolute magnitude of the source, $m$ is the apparent magnitude of the source, $\mu = 5 (\log_{10} d - 1)$ is its distance modulus, $K$ is the K-correction, and $d$ is its distance. Magnitude is a measure of a celestial object’s brightness. So, $M$ is how bright the source inherently is, $m$ is how bright the source appears to be when observed on Earth, $\mu$ is the measure between the apparent magnitude and the absolute magnitude ($\mu = m - M$), and therefore accounts for the dimming occurring due to the inverse-square law. The K-correction is only used for measuring light through a filter, thus it would not be required if one were to measure an object’s emission over all wavelengths (bolometric flux). Therefore, the K-correction is an adjustment to
the standard measure of brightness for a celestial object required to correct for the redshift.

The K-correction is one of the most useful properties for detecting SMGs. Since flux \( \propto L/D_L^2 \) (inverse-square law), one would expect that as the galaxy increases in distance, \( D_L \), the observed flux would appear dimmer. However, this is not what is observed for SMGs at 850 \( \mu \)m. Shown by an SMG’s SED in Figure 1.4 as the SMG becomes redshifted, the flux of the SED we measure at 850 \( \mu \)m remains constant from \( 1 \lesssim z \lesssim 10 \), due to the negative K-correction. The SED of an SMG has a positive slope at sub-millimetre wavelengths because of the modified black-body emission produced by the massive amount of dust (see §1.2.1). In the rest-frame, this emission peaks at \( \sim 100 \) \( \mu \)m, meaning that the flux density between 850 \( \mu \)m and 2 mm is located in the Rayleigh-Jeans regime and increases with increasing redshift, hence the negative K-correction. The negative K-correction is so significant that it negates cosmological dimming, where an object’s surface brightness decreases as luminosity distance increases, in accordance with:

\[
I_{\text{observed}} = \frac{I_{\text{emitted}}}{(1 + z)^4},
\]

where \( I \) is the surface brightness of the galaxy. Therefore, providing an extremely useful tool for investigating the early Universe.

The negative K-correction makes SMGs unique in the Universe because we can observe galaxies at high redshift as easily as we can observe galaxies in the relatively local Universe. This property alone provides some insight into the evolution of cosmic star formation rate density. If the occurrence of SMGs (and subsequently, the cosmic star formation rate) is independent of redshift, we should expect to see equal numbers of SMGs in the local Universe and at higher redshifts. However, the SMG’s local counterpart, ultra-luminous infrared galaxies, are extremely rare in the Universe, whereas SMGs are comparatively more common at high redshift, which reinforces the already well established idea that the cosmic star formation rate density changes with redshift.
Figure 1.4: **Top:** Multiple template SEDs with increasing redshift. **Bottom:** Template spectrums of an SMG at different redshifts, with data courtesy of [8] with the figure courtesy of [10] with data from [8]. The black stars represent the emission at 850 μm.
1.3 Protostars

The formation of a star begins by the collapse of a molecular cloud. The molecular cloud is an accumulation of dust and gas, primarily composed of molecular hydrogen, \( \text{H}_2 \), and is at a very low temperature, usually between 10 to 30 K. As stars need to collapse from molecular hydrogen, hot molecular clouds are not ideal stellar nurseries, as they contain ionized hydrogen. This is not to be confused with the ionization of molecular hydrogen, which happens as a star forms and releases ultraviolet radiation, which then ionizes the molecular hydrogen. As the molecular cloud self gravitates it creates small molecular dense cores, each in balance with gravity (inward force), gas pressure (outward force), and magnetic pressure (outward force). As the dense core accretes mass from the surrounding molecular cloud, the gravitational collapse overwhelms both the gas and magnetic forces and the mass collapse is initiated. Models and simulations of molecular collapse of a protostar supported solely by gravity and gas pressure suggests that the collapse begins from the core and works it’s way out, however spectroscopic surveys have yet to observe this predicted phenomenon. The gas that collapses towards the centre of the dense core builds up a low-mass protostar. As the gas continues to collapse and combine into the core, the surrounding gas begins to impacts the disc instead of the star it self. Despite theoretical models, the exact process of which the material within the disc combines as it spirals inward onto the protostar is not fully understood.

The surrounding gas and dust makes the protostar nearly invisible to optical wavelengths. Typically, a protostar radiates between 2000 to 3000 K. The gas that collapses onto the protostars heats up due to the collisions of the particles, which results in heat energy which is then reradiated into the surrounding molecular cloud. The surrounding material heats up and radiates between the near-infrared to microwave. Infrared telescopes such as the Spitzer Space Telescope, Wide-field Infrared Survey Explorer (WISE), and the Herschel-SPIRE telescope and sub-millimetre telescopes such as the JCMT, Atacama Large Millimeter/Sub-Millimeter Array (ALMA)
and Sub-Millimeter Array (SMA) are able to detect protostars. Unfortunately, high-resolution images of protostars are difficult to obtain for two main reasons. 1) The protostar’s light is being absorbed by the entire surrounding cloud, and thus smearing the image of the protostar within. 2) Angular resolution goes as $\theta \propto \lambda/D$ where $\lambda$ is the observed wavelength and $D$ is the diameter of the telescope. Therefore, observing a small and distant celestial object in infrared and sub-millimetre wavelengths will result in a diffraction limited image, making it difficult or impossible to resolve a single protostar.

1.3.1 The Low Luminosity Problem

The “Standard Model” of star formation results from the predictions of the gravitational collapse that forms low-mass stars. This model suggests a singular isothermal sphere, initially at rest, which then proceeds to collapse in an inside-out fashion, starting at the core and moving outward at the speed of sound [72]. This gives rise to a constant mass accretion rate of $\sim 2 \times 10^{-6} \text{M}_\odot \text{yr}^{-1}$. However, accretion luminosities for embedded protostars are observed to be a factor of 10 to 100 times higher than the predicted accretion rate, giving rise to the “Low Luminosity Problem” [16]. The problem has been further explored from studies using the Spitzer Space Telescope by looking at molecular cores to planet forming disks [26]. This program has made the first discoveries of a new class of star called Very Low Luminosity Objects (VeLLOs), which are stellar objects embedded within dense molecular cores with $L_{\text{int}} \leq 0.1 \text{L}_\odot$, which were previously undetected and classified as starless regions [22]. Since discovering VeLLOs, a low-luminosity class of protostars, the “Low Luminosity Problem” has been exacerbated. From this survey, it has also been shown that protostellar luminosities are greatly scattered (see Figure 1.5), and are skewed largely towards low luminosities, namely $> 50\%$ of protostars have luminosities suggesting accretion rates less than $10^{-6} \text{M}_\odot \text{yr}^{-1}$ [26], [31], [30].
Figure 1.5: Courtesy of [31]. Bolometric luminosity temperature plot for protostars. Class I in red, Flat in green, Class II in blue, and Class III in purple. The filled circles represent protostars detected in the sub-millimetre, and plus signs indicate protostars undetected in sub-millimetre. The grey lines tracks represent stellar evolution tracks with different initial core masses. The thick grey line represents the zero age main sequence track from 0.1 to 2 $M_\odot$. 
1.3.2 Variability

It has been suggested that a possible solution to the “Low Luminosity Problem” is that mass accretion does not occur at a constant rate, but either accretion rates decline with time, or accretion rates occur in episodic events, where accretion rates are very low most of the time, but occasionally very high [46]. Therefore, episodic accretion would feature prolonged periods of little accretion, followed by short outbursts of high amounts of accretion. This variability of the accretion, and therefore luminosity, would possibly account for the very large spread in observed luminosities and the statistically significant source of protostars at low luminosities [26, 31, 30]. Hydrodynamical simulations predict accretion rates that both decline with time and also feature short-term variability events and episodic outbursts [25, 27]. Their simulations are able to filter out accretion variability and outbursts, which do not provide good fits to observed luminosity data, suggesting that outbursts are in fact required.

1.3.3 JCMT Transient Survey

The Transient Survey is a two year long program using SCUBA-2 on JCMT in search of the solution to the “Low Luminosity Problem”. The solution to this problem may lie in episodic mass accretion – prolonged periods of very low accretion punctuated by short bursts of rapid accretion. However, the timescale and amplitude for variability at the protostellar phase is almost entirely unconstrained. Transient looks at deeply embedded protostars in several nearby star-forming regions to measure accretion variability of protostars, in attempt to understand the physics of disk instabilities that drive this variability (Mairs et al. in preparation). The selected fields include enough bright sources to allow for relative flux calibration to an accuracy of $\sim 3\%$ RMS. This is the first large dedicated sub-millimetre monitoring program to assess accretion variability in protostars, and is opening up a new field of study.

Episodic mass accretion is generally considered a two state process with a common, low-accretion, low-luminosity phase and a rare, high-accretion, high-luminosity phase.
In reality, both the amplitude of the non-steady accretion and the timescale over which the accretion varies are likely to span a wide range of values. Monitoring of the brightness of deeply embedded protostars with careful and precise calibration will allow for direct measurements of both the range of accretion events and their duration. The power spectrum of accretion variability on young objects would provide a diagnostic for the size and location of disk instabilities, independent of whether the majority of the mass is accreted in rare large events. A simple power-law argument demonstrates the feasibility of the search. If the accretion rate increases by two orders of magnitude once in a million years, the minimum threshold to resolve the “Low Luminosity Problem”, then one expects a 10% variation for any given source within a year (a 3σ detection at the anticipated flux calibration accuracy) for a cumulative power-law index of −2. The large sample makes this experiment robust to shallower power laws. On the other hand, a non-detection of variability on this sample would indicate that the accretion flow moves smoothly through the inner disk, placing a stringent requirement on the instability physics in the inner disk at young ages.

1.4 Instrumentation & Data Reduction

The majority of the data presented in my thesis has been taken from the sub-millimetre camera, SCUBA-2, mounted on the James Clerk Maxwell Telescope. I had the opportunity to spend six months in Hawai‘i at the JCMT where I conducted over 250 hours of observations for a variety of sub-millimetre astronomy projects, including my own research.

1.4.1 JCMT

The James Clerk Maxwell Telescope (JCMT), run by the East Asian Observatory, is the largest single-dish telescope optimized for sub-millimetre astronomy, residing at 4092 metres (13,425 feet) above sea level near the summit of Mauna Kea, Hawai‘i. The JCMT has a 15-metre parabolic primary dish composed of 276 individual adjustable panels with surface accuracy finer than 50 µm. The telescope is entirely covered in a
single sheet of Gore-Tex, the largest piece of Gore-Tex in the world. The Gore-Tex material is opaque to short wavelengths, such as optical radiation, however is almost invisible to sub-millimetre radiation. The Gore-Tex acts as a shield to the telescope, protecting it from strong winds, sand, birds, and precipitation. The exterior of JCMT and its primary dish are shown in Figure 1.6.

Mauna Kea is objectively one of the best sites for astronomy in the northern hemisphere due to its favourable observing conditions. The summit of the dormant volcano is 4,207 metres (13,802 feet) above sea level and is above the inversion layer, keeping most of the cloud cover below the summit, ensuring arid conditions, free of atmospheric pollution. As a result, the summit is exceptionally stable. Dry and stable conditions are important for sub-millimetre astronomy as image distortion occurs in moist unstable air caused by turbulent mixing in the atmosphere, causing variations in the optical refractive index.

Atmospheric transmission in sub-millimetre wavelengths is mainly effected and defined by atmospheric opacity due to water vapour. The precipitable water vapour (PWV), measured in millimetres and the opacity (τ) measured at 225 GHz are measured and different weather grades are objectively measured by these values as: Band 1: $\tau < 0.05$ and PWV < 0.83 mm; Band 2: $0.05 < \tau < 0.08$ and 0.83 mm < PWV < 1.58 mm; Band 3: $0.08 < \tau < 0.12$ and 1.58 mm < PWV < 2.58 mm; Band 4: $0.12 < \tau < 0.2$ and 2.58 mm < PWV < 4.58 mm; and Band 5: $\tau > 0.2$ and PWV > 4.58 mm. The atmospheric transmission measured on Mauna Kea is represented in Figure 1.7. The transmission at 450 $\mu$m and 850 $\mu$m has been empirically derived as a function of the opacity by the East Asian Observatory.

$T_{450} = \exp \left( -AM \times 26 \left( \tau - 0.01196 \right) \right)$

$T_{850} = \exp \left( -AM \times 4.6 \left( \tau - 0.00435 \right) \right)$

---

where $AM$ is the air mass near transit, also empirically derived as:

$$AM = \left(0.9 \cos \left(\frac{\pi}{180} (\delta - 19.823)\right)\right)^{-1}$$

(1.8)

where $\delta$ is the elevation, or declination of the source being observed.

### 1.4.2 SCUBA-2

The Sub-millimetre Common-User Bolometer Array 2, or SCUBA-2, is a 10,000 pixel bolometer camera mounted on the JCMT operating at sub-millimetre wavelengths [36]. Commissioned in 2011, SCUBA-2 has proven to be a revolutionary sub-millimetre camera capable of reaching unprecedented depths. SCUBA-2 is mounted with two imaging arrays working simultaneously at 450 $\mu$m and 850 $\mu$m, each with 5120 superconducting transition edge sensors recording data at a rate of 200 Hz. Each array of bolometers is split up into four subarrays, each with 1280 bolometers. The SCUBA-2 450 $\mu$m and 850 $\mu$m bandpasses are overlaid on top of the atmospheric transmission at Mauna Kea in Figure [1.7].

The angular resolution, or beam size, of a telescope is defined as the full width half maximum of the collimated light entering the telescope’s camera, which defines the resolution of the image. The beam size of SCUBA-2’s two wavebands, 450 $\mu$m and 850 $\mu$m are 9.8$''$ and 14.6$''$ [20], respectively.

The confusion limit is a noise factor related to the astronomical background, which represents the limit at which the noise of the map will not be reduced any further. While dependent on the location of a source, the confusion limit of SCUBA-2 is approximately:

$$\sigma_{850} = 0.7 \text{ [mJy beam}^{-1}]$$

$$\sigma_{450} = 0.5 \text{ [mJy beam}^{-1}]$$

(1.9)

SCUBA-2 has two main scanning patterns: CV Daisy and PONG. Observing
Figure 1.6: Left: The James Clerk Maxwell Telescope (JCMT). Right: JCMT’s 15m primary dish. Bottom: SCUBA-2 mounted on the side of JCMT. All images have been sourced from: http://www.eaobservatory.org/jcmt/public/jcmt/.
Figure 1.7: Atmospheric transmission on Mauna Kea for both Band 1 (blue curve) and Band 2 (red curve) weather. The black curves represent the 450 $\mu$m and 850 $\mu$m bandpasses for SCUBA-2. The atmospheric transmission data are provided courtesy of the Caltech Sub-millimetre Observatory from: http://www.submm.caltech.edu/cso/weather/atplot.shtml.
Figure 1.8: This figured is provided courtesy of [36]. The JCMT telescope track in offsets of azimuth (horizontal) and elevation (vertical) for the two SCUBA-2 scanning patterns. **Top left:** A single rotation of the daisy pattern; **Top right:** Multiple rotations of the daisy pattern for a typical map based on a 3-arcmin diameter core; **Bottom left:** A single pong pattern; **Bottom right:** Multiple rotations of the pong pattern for a typical map based on a 30-arcmin diameter map. The blue background represents the total covered area of sky during an observing pattern.
modes are chosen based on the size of the region being observed and the size scales of the structure you would like to contain. Examples of each observing mode are shown in Figure 1.8. The CV Daisy pattern is where the telescope moves in a Daisy-like pattern across the sky at constant velocity (CV). It is designed for either small, compact sources, or deep core maps, as the pattern yields a very deep 3-arcmin centre region in its map. The PONG pattern is designed for larger maps. The telescope scans across the sky in a grid-like pattern, yielding a lower sensitivity map, where the sensitivity is more evenly spread throughout the entire map.

1.4.3 SCUBA-2 Data Reduction

SCUBA-2 data reduction is performed using an iterative map-making process, makemap in the Sub-Millimetre User Reduction Facility (SMURF) ([11]; [41]). The map-making process is split up into two sections, pre-processing and then iterative steps. In pre-process, raw time series data is read in from each of the four subarrays. Exposure corrections, known as flat-fields, are applied, determined by the closed-shutter internment response measurements taken immediately prior to the observations. The data is then down-sampled to match the appropriate pixel size (e.g. number of arc-seconds per pixel), then the data are “cleaned”, by removing noise spikes in the data likely caused by cosmic ray events. Any gaps are filled in by interpolating between the gap, along with a Gaussian noise added.

The iterative process then begins by modelling the total on-sky integration time: astrophysical signal (AST), common-mode (or atmospheric) signal (COM), low-frequency noise (FLT), and other noise (NOI). The purpose of these iterative steps is to minimize the residuals in the Cleaned Value, where the Cleaned Value is the sum of each AST, COM, FLT, NOI, and some residuals consisting of both uncorrelated white noise, which cannot be minimized, and components correlated to the COM, AST, or FLT models. Once the maps are individually co-added in an optimal stack using the variance of the data contributing to each pixel to the weighted specially aligned pixels, then a final map is produced.
Chapter 2

A SCUBA-2 Survey for Luminous Far-Infrared Galaxies in Protoclusters at $z > 2$

2.1 Introduction

Current observations and simulations suggest that there has been a strong evolution in the molecular gas fractions in star-forming disk galaxies at $z = 1 - 2$ compared to similar objects at $z < 0.5$ ([44]; [48]; [2]; [13]). However, the gas supplies, star formation efficiencies, and starburst modes (merger driven versus quiescent disk) may vary strongly as a function of their local density. Galaxy evolution should be accelerated in regions of strong over-density. Recent work with Spitzer and Herschel has demonstrated enhanced star formation rate (SFR), and reversal of the star formation(SF)-environmental density relation, at $z > 1.5$ in galaxy clusters ([28]; [29]; [86]). Exceptionally high level of star formation have been found in cluster cores, reaching $> 2000 \, M_\odot \, yr^{-1} \, Mpc^{-3}$. The reversal of the $z < 1$ trend in SF vs environmental density implies that at $z \sim 2$ massive cluster galaxies are still forming a substantial fraction of their stars in protoclusters. These high--$z$ protoclusters are where the morphology-density relation may be established.

The target protoclusters HS1549 ([80]) and HS1700 ([78]) were chosen from the 5 survey fields of the Keck Baryonic Structure Survey (KBSS – e.g., [67]), and represents the strongest over-densities found in the survey. In HS1549 the over-density by number of galaxies is roughly a factor of 13 in a volume of $\sim 5000 \, Mpc^3$, and has almost $10 \times$ the surface density of Ly$\alpha$ emitters compared to the average among $\sim 20$ fields covered to a similar depth, representing the richest field of Ly$\alpha$-selected objects ever observed, at any redshift.

In §2.3 I present our sub-millimetre detections, along with their IR counterparts
and determine their cluster membership. In § 2.4 I discuss some possible implications of our results. Throughout this chapter, we use the Vega magnitude system, and assume a flat concordance cosmology with \((\Omega_m, \Omega_\Lambda, H_0) = (0.3, 0.7, 70 \text{ km s}^{-1} \text{ Mpc}^{-1})\).

2.2 Observations and Data Reduction

This work is primarily based on sub-millimetre imaging using the Sub-Millimetre Common-User Bolometer Array 2 (SCUBA-2, § 1.4.2, [36]) mounted on the James Clerk Maxwell Telescope (JCMT, § 1.4.1). Additionally, we accompany our data with complimentary archival multi-wavelength imagery and photometry within our fields from various archives (e.g. Spitzer-IRAC, Spitzer-MIPS, Hubble Space Telescope (HST)).

2.2.1 SCUBA-2 Observations

Observations were conducted in Band 1 weather conditions \((\tau_{225\text{GHz}} < 0.05)\) over four nights between 26\textsuperscript{th} May, 2012 and 20\textsuperscript{th} April, 2013, totalling 9.8 hours of on-sky integration time (HS1549), and over five nights between 10\textsuperscript{th} April, 2013 and 18\textsuperscript{th} September, 2013, totalling 19.7 hours of on-sky integration (HS1700). The mapping centre of the SCUBA-2 H1549+19 field was \((\alpha, \delta) = (15^h51^m53^s, +19^\circ11'04'')\), and the mapping centre for HS1700+64 field was \((\alpha, \delta) = (17^h01^m00.6^s, +64^\circ12'09'')\). A standard 3′ diameter DAISY mapping pattern was used, which keeps the pointing centre on one of the four SCUBA-2 sub-arrays at all times during exposure.

Individual 30 min scans are reduced using the dynamic iterative map-maker of the S\textsc{murf} package (§ 1.4.3); Maps from independent scans are co-added in an optimal stack using the variance of the data contributing to each pixel to weight spatially aligned pixels. Finally, since we are interested in (generally faint) extragalactic point sources, we apply a beam matched filter to improve point source detectability, resulting in a map that is convolved with an estimate of the 450 \(\mu\text{m}\) beam. The average exposure time over the nominal 3′ daisy mapping region (in practice there is usable data beyond this) is approximately 9 ksec per \(2'' \times 2''\) pixel.
for HS1549 and 18 ksec per 2″ × 2″ pixel for HS1700. Boosting fluxes by 10% to compensate for the matched filter suppressing the fluxes ([33]).

The sky opacity at JCMT has been obtained by fitting extinction models to hundreds of standard calibrators observed since the commissioning of SCUBA-2 ([21]). These maps have been converted from pW to Jy using the standard flux conversion factors (FCFs) of $\text{FCF}_{450} = 491 \text{ Jy beam}^{-1} \text{ pW}^{-1}$ and $\text{FCF}_{850} = 547 \text{ Jy beam}^{-1} \text{ pW}^{-1}$ ([20]).

The variance map was derived from the pixel integration (e.g., [47]). The RMS within the central 3-arcmin diameter regions are 0.6 mJy beam$^{-1}$ and 4.6 mJy beam$^{-1}$ (HS1549) and 0.45 mJy beam$^{-1}$ and 4.3 mJy beam$^{-1}$ (HS1700) at 850 μm and 450 μm, respectively. Our depths reached at both 850 μm and 450 μm and smaller beam sizes allow us to probe sources at these redshifts more effectively than the confusion limited Herschel maps (e.g., [24]).

2.2.2 SMA Observations

The SMA was used to resolve an elongated sub-millimetre source detected by JCMT at the centre of the HS1549 field. The details of these observations are found in Chapman et al. in preparation, but we will briefly discuss their observations here. A mosaic of three SMA pointings were obtained on August 15 and September 7, 2013 in the compact configuration (synthesized beam size $\sim 2''$ with natural weighting) in good weather ($\tau_{225\text{GHz}} \sim 0.08$) with a total on-source integration time of approximately 18 hr through the three tracks, yielding a final RMS of 0.7 mJy beam$^{-1}$ in the central regions. The data were calibrated using the MIR software package ([70]), modified for the SMA.

2.2.3 Gemini GNIRS

Near-infrared spectra of several SMG IDs were obtained using the cross-dispersed mode of the Gemini Near-Infrared Spectrograph (GNIRS) on the Gemini North 8.1 m telescope. This configuration provides a continuous spectral coverage from
~ 8400Å to 2.48 µm at a spectral resolution of ~ 1500 with a spatial scale of 0.15" per pixel. The 1.0'' × 7'' slit centred on the peak of the 2.2 µm emission. The seeing during the galaxy observation was 0.8" as measured from the telluric A1V standard HIP 58616, observed right before the galaxy at a similar airmass. The strongest emission features we expect to observe are [OII] 3727, [OIII] 5007, [NII] 6548, [NII] 6583, and Hα.

The observations used an object-sky-sky-object pattern, with the sky position 50" away from the galaxy nucleus, free of extended emission or background stars. Eight individual on-source integrations of 240 seconds each were carried out.

The spectral reduction, extraction, and wavelength and flux calibration procedures were performed using version 1.9 of the “XDGNIRS” code detailed in [53]. Briefly, the processing consists of removing cosmic ray-like features, dividing by a flat field, subtracting sky emission, and rectifying the tilted, curved spectra. Wavelength calibration is achieved using argon arc spectra, and then a spectrum of each order is extracted, divided by a standard star to cancel telluric absorption lines, and roughly flux-calibrated using the telluric standard star spectrum. The pipeline merges the different spectral orders for each extraction window into a single 1D spectrum from 0.84 µm to 2.48 µm. In all cases the agreement in flux between the overlapping regions of two consecutive orders was very good, and scaling factors of < 3% were necessary.

2.2.4 Auxiliary Data

We also draw on previous imaging taken in this field. Ground based optical images of these fields were obtained using from the William Herschel 4.2m Telescope (WHT) on La Palma and the Prime Focus Imager (see [67]), near-IR imaging from Palomar 5.1m Hale Telescope and the Wide Field Infrared Camera (see [71]), Infrared Array Camera (IRAC), and the Spitzer Space Telescope (see e.g., [5]). The IRAC observations were designed to overlap as much as possible with the ground-based $K_s$ and optical images, however the IRAC images in the four IRAC bands completely overlap over only a relatively small fraction of the field observed in the $K_s$ band, with the smallest
overlap in the IRAC channel 1 (3.6 $\mu$m) and channel 3 (5.8 $\mu$m) images, but much larger overlap in channels 2 (4.5 $\mu$m) and 4 (8.0 $\mu$m). The photometric calibrations for the IRAC images were as determined by the IRAC team ([5]). HST datasets in F160W with the WFC3, and F814W with the ACS are described previously in [78, 80].

2.3 Results

2.3.1 Sub-Millimetre Source Detection

We have generated sub-millimetre source catalogues from our 850 $\mu$m SCUBA-2 maps. We adopted a cutoff of signal-to-noise ration (SNR) > 4 by combining the data and variance maps produced from ORACDR’s pipeline process via the STARLINK package. We removed all spurious sources that were false detections in high noise regions near the field edge, where the on-sky exposure time reduced to 10% that of the centre of the map. The regions we selected sources from typically had $\sigma_{850} \sim 1.5$ mJy beam$^{-1}$ (HS1549) and $\sigma_{850} \sim 0.9$ mJy beam$^{-1}$ (HS1700).

We used a peak finding algorithm to choose sources whose per beam flux exceeded 4$\sigma$ of the local noise in the variance map. We then found the position of these sources by fitting centroids to their peak position. Within our 850 $\mu$m SCUBA-2 maps we have detected 29 > 4$\sigma$ sources (HS1549) and 27 > 4$\sigma$ sources (HS1700), as shown in Tables 2.1 and 2.2. The source at the centre of the HS1549 map has been resolved by SMA (observations described in § 2.2.2) and separates into three components, which are sufficiently separated to allow for SCUBA-2 450 $\mu$m measurements at each position (see § 2.3.3).

2.3.2 Number Counts

We show the cumulative number counts for all > 4$\sigma$ 850 $\mu$m sources within each protocluster field in Figure 2.2. We compute the counts by counting up sources within each flux bin and dividing by the area for which we find these sources. For the field counts, if the flux bin is less than the average RMS of the entire field then
Figure 2.1: **Top**: HS1549. **Bottom**: HS1700. **Left**: SCUBA-2 850 µm images. The red circles are SMGs within the protoclusters, blue circles are SMGs residing outside of the protoclusters, and green circles are $> 4\sigma_{550}$ sources that have no spectroscopically confirmed redshifts. The cyan crosses represent all LBGs that reside within the protoclusters ($z_{\text{protocluster}} \pm 0.05$). **Right**: *Spitzer*-IRAC ch2 images of the 3-arcmin core region of each protocluster field with white contours of $\text{SNR}_{550} = (3, 7, 11)$ and yellow contours of $\text{SNR}_{450} = (2.5, 3)$. 
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Table 2.1: 850 μm source catalogue of > 4σ sources in HS1549. Sources with 450 μm counterparts have been included for > 3σ if they reside within the 850 μm beam and > 2.5σ if they match their IR-counterpart.

<table>
<thead>
<tr>
<th>ID</th>
<th>α (J2000)</th>
<th>δ (J2000)</th>
<th>S_{850}(SNR) (mJy)</th>
<th>S_{450}(SNR) (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1_1†</td>
<td>15^{h}51^{m}53.8^{s}</td>
<td>+19°11'09.9''</td>
<td>9.4^{\dagger}(8.9)^{\dagger}</td>
<td>15(3.2)</td>
</tr>
<tr>
<td>1_2†</td>
<td>15^{h}51^{m}53.2^{s}</td>
<td>+19°10'59.1''</td>
<td>5.6^{\dagger}(5.3)^{\dagger}</td>
<td>–</td>
</tr>
<tr>
<td>1_3†</td>
<td>15^{h}51^{m}52.5^{s}</td>
<td>+19°11'03.9''</td>
<td>8.8^{\dagger}(8.4)^{\dagger}</td>
<td>30(6.3)</td>
</tr>
<tr>
<td>2</td>
<td>15^{h}52^{m}03.6^{s}</td>
<td>+19°12'52.3''</td>
<td>7.0(8.2)</td>
<td>19(3.0)</td>
</tr>
<tr>
<td>3</td>
<td>15^{h}51^{m}49.6^{s}</td>
<td>+19°10'45.2''</td>
<td>4.9(7.7)</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>15^{h}52^{m}03.5^{s}</td>
<td>+19°10'02.8''</td>
<td>7.2(7.7)</td>
<td>18(2.5)</td>
</tr>
<tr>
<td>5</td>
<td>15^{h}52^{m}15.0^{s}</td>
<td>+19°10'17.7''</td>
<td>8.3(7.5)</td>
<td>20(2.7)</td>
</tr>
<tr>
<td>6</td>
<td>15^{h}52^{m}12.9^{s}</td>
<td>+19°11'18.9''</td>
<td>7.5(7.3)</td>
<td>19(2.7)</td>
</tr>
<tr>
<td>7</td>
<td>15^{h}51^{m}30.7^{s}</td>
<td>+19°10'56.7''</td>
<td>7.4(7.0)</td>
<td>38(4.9)</td>
</tr>
<tr>
<td>8</td>
<td>15^{h}51^{m}37.3^{s}</td>
<td>+19°09'14.0''</td>
<td>5.9(6.6)</td>
<td>32(4.5)</td>
</tr>
<tr>
<td>9</td>
<td>15^{h}51^{m}48.2^{s}</td>
<td>+19°11'36.4''</td>
<td>4.2(6.2)</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>15^{h}51^{m}47.8^{s}</td>
<td>+19°08'33.1''</td>
<td>5.2(6.1)</td>
<td>–</td>
</tr>
<tr>
<td>11</td>
<td>15^{h}51^{m}50.0^{s}</td>
<td>+19°11'41.1''</td>
<td>3.9(6.0)</td>
<td>–</td>
</tr>
<tr>
<td>12</td>
<td>15^{h}51^{m}52.0^{s}</td>
<td>+19°13'48.9''</td>
<td>5.4(5.9)</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>15^{h}51^{m}45.7^{s}</td>
<td>+19°11'15.7''</td>
<td>4.2(5.7)</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>15^{h}51^{m}33.2^{s}</td>
<td>+19°08'03.9''</td>
<td>7.0(5.3)</td>
<td>–</td>
</tr>
<tr>
<td>15</td>
<td>15^{h}51^{m}57.0^{s}</td>
<td>+19°11'34.3''</td>
<td>3.3(4.9)</td>
<td>16(3.1)</td>
</tr>
<tr>
<td>16</td>
<td>15^{h}52^{m}08.6^{s}</td>
<td>+19°13'27.3''</td>
<td>4.9(4.8)</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>15^{h}51^{m}45.5^{s}</td>
<td>+19°07'07.6''</td>
<td>5.8(4.7)</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>15^{h}52^{m}13.1^{s}</td>
<td>+19°14'09.2''</td>
<td>7.8(4.6)</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>15^{h}51^{m}32.8^{s}</td>
<td>+19°10'27.6''</td>
<td>4.7(4.6)</td>
<td>–</td>
</tr>
<tr>
<td>20</td>
<td>15^{h}51^{m}59.7^{s}</td>
<td>+19°16'24.3''</td>
<td>6.1(4.5)</td>
<td>–</td>
</tr>
<tr>
<td>21</td>
<td>15^{h}51^{m}53.6^{s}</td>
<td>+19°12'29.6''</td>
<td>3.1(4.5)</td>
<td>–</td>
</tr>
<tr>
<td>22</td>
<td>15^{h}52^{m}04.1^{s}</td>
<td>+19°08'25.6''</td>
<td>3.9(4.4)</td>
<td>–</td>
</tr>
<tr>
<td>23</td>
<td>15^{h}51^{m}35.0^{s}</td>
<td>+19°12'10.9''</td>
<td>4.3(4.3)</td>
<td>–</td>
</tr>
<tr>
<td>24</td>
<td>15^{h}51^{m}54.0^{s}</td>
<td>+19°10'15.0''</td>
<td>2.7(4.2)</td>
<td>–</td>
</tr>
<tr>
<td>25</td>
<td>15^{h}52^{m}03.3^{s}</td>
<td>+19°14'13.0''</td>
<td>4.1(4.2)</td>
<td>–</td>
</tr>
<tr>
<td>26</td>
<td>15^{h}51^{m}58.4^{s}</td>
<td>+19°09'31.6''</td>
<td>3.3(4.2)</td>
<td>–</td>
</tr>
<tr>
<td>27</td>
<td>15^{h}51^{m}46.7^{s}</td>
<td>+19°13'13.0''</td>
<td>3.3(4.1)</td>
<td>–</td>
</tr>
<tr>
<td>28</td>
<td>15^{h}51^{m}50.3^{s}</td>
<td>+19°15'15.0''</td>
<td>4.8(4.1)</td>
<td>–</td>
</tr>
<tr>
<td>29</td>
<td>15^{h}51^{m}48.2^{s}</td>
<td>+19°15'37.6''</td>
<td>4.8(4.1)</td>
<td>–</td>
</tr>
</tbody>
</table>

† SMA detections
Table 2.2: 850 µm source catalogue of > 4σ sources in HS1549. Sources with 450 µm counterparts have been included for > 3σ if they reside within the 850 µm beam and > 2.5σ if they match their IR-counterpart.

<table>
<thead>
<tr>
<th>ID</th>
<th>α</th>
<th>δ</th>
<th>S_{850}\text{(SNR)}</th>
<th>S_{450}\text{(SNR)}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(J2000)</td>
<td>(J2000)</td>
<td>(mJy)</td>
<td>(mJy)</td>
</tr>
<tr>
<td>1</td>
<td>17^h01^m17.8^s</td>
<td>+64°14'37.3''</td>
<td>16.9(24.7)</td>
<td>30(4.2)</td>
</tr>
<tr>
<td>2</td>
<td>17^h01^m13.3^s</td>
<td>+64°12'02.8''</td>
<td>6.8(13.6)</td>
<td>18(3.7)</td>
</tr>
<tr>
<td>3</td>
<td>17^h01^m05.6^s</td>
<td>+64°11'42.1''</td>
<td>6.2(12.9)</td>
<td>14(2.9)</td>
</tr>
<tr>
<td>4</td>
<td>17^h01^m10.7^s</td>
<td>+64°07'20.7''</td>
<td>10.9(12.9)</td>
<td>30(3.9)</td>
</tr>
<tr>
<td>5</td>
<td>17^h00^m58.3^s</td>
<td>+64°13'08.3''</td>
<td>6.3(12.8)</td>
<td>21(4.5)</td>
</tr>
<tr>
<td>6</td>
<td>17^h01^m07.6^s</td>
<td>+64°12'45.3''</td>
<td>5.1(10.9)</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>17^h00^m38.7^s</td>
<td>+64°14'58.2''</td>
<td>6.6(9.7)</td>
<td>23(3.2)</td>
</tr>
<tr>
<td>8</td>
<td>17^h00^m56.1^s</td>
<td>+64°12'02.3''</td>
<td>4.6(9.6)</td>
<td>15(3.2)</td>
</tr>
<tr>
<td>9</td>
<td>17^h01^m48.6^s</td>
<td>+64°12'57.0''</td>
<td>7.3(8.5)</td>
<td>35(3.6)</td>
</tr>
<tr>
<td>10</td>
<td>17^h00^m56.7^s</td>
<td>+64°16'30.5''</td>
<td>5.0(7.3)</td>
<td>21(3.0)</td>
</tr>
<tr>
<td>11</td>
<td>17^h00^m38.6^s</td>
<td>+64°13'42.6''</td>
<td>5.0(7.3)</td>
<td>30(4.5)</td>
</tr>
<tr>
<td>12</td>
<td>17^h01^m00.8^s</td>
<td>+64°12'06.4''</td>
<td>2.6(5.6)</td>
<td>15(3.3)</td>
</tr>
<tr>
<td>13</td>
<td>17^h00^m59.3^s</td>
<td>+64°14'57.4''</td>
<td>3.3(5.3)</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>17^h00^m48.2^s</td>
<td>+64°13'26.2''</td>
<td>3.1(5.3)</td>
<td>–</td>
</tr>
<tr>
<td>15</td>
<td>17^h00^m14.5^s</td>
<td>+64°14'50.5''</td>
<td>4.7(5.1)</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>17^h01^m34.8^s</td>
<td>+64°14'54.4''</td>
<td>4.1(5.1)</td>
<td>30(3.3)</td>
</tr>
<tr>
<td>17</td>
<td>17^h01^m29.0^s</td>
<td>+64°09'10.5''</td>
<td>3.7(4.9)</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>17^h01^m44.0^s</td>
<td>+64°08'36.0''</td>
<td>4.6(4.8)</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>17^h00^m54.5^s</td>
<td>+64°17'47.5''</td>
<td>4.4(4.6)</td>
<td>–</td>
</tr>
<tr>
<td>20</td>
<td>17^h01^m19.0^s</td>
<td>+64°13'43.3''</td>
<td>2.7(4.6)</td>
<td>–</td>
</tr>
<tr>
<td>21</td>
<td>17^h00^m46.3^s</td>
<td>+64°14'38.8''</td>
<td>3.0(4.5)</td>
<td>–</td>
</tr>
<tr>
<td>22</td>
<td>17^h01^m48.3^s</td>
<td>+64°10'12.9''</td>
<td>3.9(4.5)</td>
<td>–</td>
</tr>
<tr>
<td>23</td>
<td>17^h01^m06.4^s</td>
<td>+64°08'23.3''</td>
<td>3.2(4.5)</td>
<td>–</td>
</tr>
<tr>
<td>24</td>
<td>17^h00^m40.6^s</td>
<td>+64°16'53.3''</td>
<td>3.5(4.5)</td>
<td>–</td>
</tr>
<tr>
<td>25</td>
<td>17^h00^m16.2^s</td>
<td>+64°12'23.0''</td>
<td>3.7(4.4)</td>
<td>–</td>
</tr>
<tr>
<td>26</td>
<td>17^h01^m00.3^s</td>
<td>+64°07'01.4''</td>
<td>3.8(4.4)</td>
<td>–</td>
</tr>
<tr>
<td>27</td>
<td>17^h00^m32.1^s</td>
<td>+64°10'25.2''</td>
<td>3.0(4.2)</td>
<td>–</td>
</tr>
</tbody>
</table>
the area is adjusted to the part of the map which is sensitive enough to detect these sources, but only sources that actually reside within these adjusted areas are counted.

We compare our flux counts to that of the SCUBA-2 Cosmology Legacy Survey (S2CLS) ([33]). S2CLS is a sub-millimetre survey which detected 3000 sub-millimetre sources over $\sim 5\text{deg}^2$ with an average $1\sigma_{850}$ sensitivity of 1.2 mJy beam$^{-1}$. We don’t find any statistical over-density in HS1700 over the entire field for any flux bin compared to S2CLS. However, we find HS1549 to be $\sim 10 - 3\times$ overdense over the entire field compared to S2CLS until $S_{850} \lesssim 9$ mJy.

The number counts over the $< 3$-arcmin diameter core show both fields to be significantly overdense compared to S2CLS. We find HS1549 to be $\sim 3 - 9\times$ overdense, while we find HS1700 to be $\sim 2 - 7\times$ overdense in it’s core. For fluxes $S_{850} > 3$ mJy outside of the core region HS1549 has 23 sources and HS1700 has 20 sources. However, for $S_{850} > 4$ mJy outside of the core HS1549 has approximately double the number of sources compared to HS1700. This then raises the question why is HS1700 more overdense at 3 mJy? This is because the area for which you can find 3 mJy sources in HS1549 is smaller, due to it’s relatively lower sensitivity compared to HS1700.

This analysis shows that although HS1549 doesn’t look $\sim 2\times$ more dense in core than HS1700, the HS1549 field is somewhat more over-dense over it’s entire SCUBA-2 field, which is consistent with the larger and more massive structure.

From spectral identification we find that both protoclusters have 3 SMGs contributing to the protocluster core. This analysis shows that some of the most hyper luminous sources at large radii are in the protocluster, despite the counts at these radii not distinguishing themselves from the field.

We find a clear SMG over-density near HS1700’s mean optical galaxy cluster centre, and only find a $\sim 36''$ offset north from average to median centre. ([44] (Kato et al. 2016) suggests an offset centre position from a handful of Herschel-SPIRE sources, none of which are confirmed to lie within the protocluster. When applying our over-density analysis at the Kato’s offset position ($\sim 2.1'$ north) we find no such evidence for excess. The absence of an SMG over-density at their offset position
suggests that Kato’s over-density analysis is likely not valid. Unfortunately, Herschel-SPIRE sources are very confusion limited at the protocluster’s redshift, $z = 2.3$, and thus they would be missing a lot of bright, but cold sources, like 850 µm-selected SMGs at $z = 2.3$. So, it is very unlikely their results represent any kind of reliable improvement to the optical centroid of the protocluster, which has to be much more reliable tracer of the mass distribution, as the optical sources are much longer lived.

2.3.3 Counterpart Identification

We use Spitzer-IRAC channels 2 and 4 (4.5 µm and 8 µm) in order to precisely determine the IR counterparts to our 850 µm identified sources. Multi-wavelength cutouts for each SCUBA-2 source are found in the Appendix.

The IRAC counterpart identification of sub-millimetre galaxies can be objectively justified by a statistical approach. We determine the reliability of an IRAC source association to the sub-millimetre source using Poisson statistics to calculate the probability of finding a source at random within some area. We employ P-values to each IRAC counterpart, where the P-value is described in [23] as:

$$
P = 1 - \exp\left(-\pi \eta \theta^2\right)
$$

where $\eta$ is the IRAC source density within the 15′′ SCUBA-2 beam at 850 µm and $\theta$ is the angular offset between IRAC source and the SCUBA-2 ID. A counterpart is considered a reliable match if $P \leq 0.05$, while we consider a counterpart to be a tentative match if $0.05 < P \leq 0.1$ (consistent with e.g. 61, 60, 12, 91, 93). Using this procedure we have found secure IRAC counterparts for 8/37 (HS1549) and 11/39 (HS1700) SMGs and an additional 5/37 (HS1549) and 9/39 (HS1700) tentative counterparts. We present all IRAC identifications in Tables 2.3 and 2.4.

Within both fields there are five SCUBA-2 sources (1549.1, 1549.3, 1549.7, 1549.25, 1700.15) which are significantly elongated, which suggest they likely have multiple sub-millimetre counterparts.
Figure 2.2: Cumulative number counts of $> 4\sigma$ 850 $\mu$m sources for each protocluster’s field (top) and $< 3'$ core (bottom). The solid line shows a Schechter function fit to the cumulative counts of the SCUBA-2 Cosmology Legacy Survey ([32]). The error bars represent the uncertainties derived from Poisson statistics.
We search for possible gravitationally lensed counterparts and we found the counterpart to the 850 $\mu$m source, 1549.16, is likely being lensed by a massive foreground galaxy, as evidenced by the bright IRAC source offset from the 850/450 $\mu$m centroids.

In HS1700 we do not have MIPS or near-IR data for 7/27 SCUBA-2 sources, making ID’s more uncertain. Furthermore, in HS1549 there is no available MIPS or IRAC data for 8/29 sources, making IR identification impossible for these sources. We exclude these sources from our protocluster membership analysis.

There are four cases in HS1549 (1549.12, 1549.22, 1549.24, 1549.27) and five cases in HS1700 (1700.2, 1700.3, 1700.7, 1700.10, 1700.27) where IRAC identifications cannot be reliably measured at 24 $\mu$m because a nearby bright 24 $\mu$m source point spread function overlaps the IRAC position, making the precision of the IR identifications less precise.

We use SMA to resolve the central bright source in HS1549, 1549.1, the SMA observations are described in §2.2.2. We detect three compact components at $>5\sigma$, 1549.1_1 (MD17), and 1549.1_2 (PdBI-1), 1549.1_3 (Q1549), which are consistent with the elongated SCUBA-2 morphology, and we present their fluxes and positions in Table 2.1. The astrometric uncertainties are $\Delta\alpha = 0.24$-arcsec (0.20-arcsec systematic; 0.13-arcsec statistical) and $\Delta\delta = 0.22$-arcsec (0.19-arcsec systematic; 0.10-arcsec statistical).

2.4 Discussion

2.4.1 Cluster Membership

To analyze our SCUBA-2 sources we used several additional spectroscopic and photometric data sets. Using CO detections, near-IR and optical spectroscopy we find 3 (4) SMGs solidly identified in HS1549 (HS1700) and one SMG likely identified within each protocluster.
Table 2.3: IRAC counterparts for all SCUBA-2 > 4σ sources in HS1549. The secure identifications at 4.5 μm or 24 μm with $P \leq 0.05$ are shown in bold and tentative associations ($0.05 < P \leq 0.10$) are presented in italics. SCUBA-2 IDs without any identifiable IRAC counterparts have been left out of the table.

<table>
<thead>
<tr>
<th>ID</th>
<th>$\alpha$ (J2000)</th>
<th>$\delta$ (J2000)</th>
<th>IRAC − 850μm (arcsec)</th>
<th>$P_{IRAC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1_1†</td>
<td>+15h51m53.7s</td>
<td>+19°11′10.0″</td>
<td>0.00†</td>
<td>0.001†</td>
</tr>
<tr>
<td>1_2†</td>
<td>+15h51m53.2s</td>
<td>+19°10′59.3″</td>
<td>0.00†</td>
<td>0.001†</td>
</tr>
<tr>
<td>1_3†</td>
<td>+15h52m3.3s</td>
<td>+19°12′51.5″</td>
<td>3.31</td>
<td>0.177</td>
</tr>
<tr>
<td>3.1</td>
<td>+15h51m49.4s</td>
<td>+19°10′40.8″</td>
<td>5.04</td>
<td>0.363</td>
</tr>
<tr>
<td>3.2</td>
<td>+15h51m49.4s</td>
<td>+19°10′50.3″</td>
<td>6.20</td>
<td>0.496</td>
</tr>
<tr>
<td>4</td>
<td>+15h52m03.4s</td>
<td>+19°10′01.5″</td>
<td>1.64</td>
<td>0.047</td>
</tr>
<tr>
<td>8</td>
<td>+15h51m37.1s</td>
<td>+19°09′13.3″</td>
<td>2.36</td>
<td>0.094</td>
</tr>
<tr>
<td>9</td>
<td>+15h51m48.0s</td>
<td>+19°11′39.3″</td>
<td>4.13</td>
<td>0.262</td>
</tr>
<tr>
<td>10</td>
<td>+15h51m47.5s</td>
<td>+19°08′32.2″</td>
<td>4.27</td>
<td>0.277</td>
</tr>
<tr>
<td>11</td>
<td>+15h51m49.9s</td>
<td>+19°11′40.7″</td>
<td>1.54</td>
<td>0.041</td>
</tr>
<tr>
<td>12_1</td>
<td>+15h51m52.0s</td>
<td>+19°13′53.4″</td>
<td>4.56</td>
<td>0.309</td>
</tr>
<tr>
<td>12_2</td>
<td>+15h51m52.0s</td>
<td>+19°13′45.8″</td>
<td>3.12</td>
<td>0.159</td>
</tr>
<tr>
<td>12_3</td>
<td>+15h51m51.8s</td>
<td>+19°13′43.8″</td>
<td>5.59</td>
<td>0.426</td>
</tr>
<tr>
<td>12_4</td>
<td>+15h51m52.2s</td>
<td>+19°13′41.7″</td>
<td>8.15</td>
<td>0.693</td>
</tr>
<tr>
<td>13_1</td>
<td>+15h51m45.7s</td>
<td>+19°11′16.1″</td>
<td>0.87</td>
<td>0.013</td>
</tr>
<tr>
<td>13_2</td>
<td>+15h51m45.2s</td>
<td>+19°11′16.2″</td>
<td>6.96</td>
<td>0.577</td>
</tr>
<tr>
<td>15_1</td>
<td>+15h51m56.9s</td>
<td>+19°11′32.9″</td>
<td>1.46</td>
<td>0.037</td>
</tr>
<tr>
<td>15_2</td>
<td>+15h51m56.8s</td>
<td>+19°11′39.7″</td>
<td>5.90</td>
<td>0.461</td>
</tr>
<tr>
<td>15_3</td>
<td>+15h51m56.5s</td>
<td>+19°11′33.1″</td>
<td>7.42</td>
<td>0.624</td>
</tr>
<tr>
<td>17_1</td>
<td>+15h51m45.2s</td>
<td>+19°07′09.1″</td>
<td>5.46</td>
<td>0.411</td>
</tr>
<tr>
<td>17_2</td>
<td>+15h51m46.0s</td>
<td>+19°07′05.9″</td>
<td>7.12</td>
<td>0.593</td>
</tr>
<tr>
<td>21</td>
<td>+15h51m53.4s</td>
<td>+19°12′28.1″</td>
<td>3.13</td>
<td>0.159</td>
</tr>
<tr>
<td>22_1</td>
<td>+15h52m04.1s</td>
<td>+19°08′25.5″</td>
<td>1.04</td>
<td>0.019</td>
</tr>
<tr>
<td>22_2</td>
<td>+15h52m04.1s</td>
<td>+19°08′28.9″</td>
<td>3.28</td>
<td>0.174</td>
</tr>
<tr>
<td>23</td>
<td>+15h51m35.3s</td>
<td>+19°12′09.2″</td>
<td>4.22</td>
<td>0.271</td>
</tr>
<tr>
<td>24_1</td>
<td>+15h51m53.5s</td>
<td>+19°10′17.3″</td>
<td>7.07</td>
<td>0.589</td>
</tr>
<tr>
<td>24_2</td>
<td>+15h51m53.8s</td>
<td>+19°10′17.3″</td>
<td>3.38</td>
<td>0.184</td>
</tr>
<tr>
<td>24_3</td>
<td>+15h51m54.2s</td>
<td>+19°10′15.8″</td>
<td>2.42</td>
<td>0.099</td>
</tr>
<tr>
<td>24_4</td>
<td>+15h51m54.5s</td>
<td>+19°10′18.3″</td>
<td>7.63</td>
<td>0.645</td>
</tr>
<tr>
<td>25_1</td>
<td>+15h52m03.1s</td>
<td>+19°14′14.3″</td>
<td>2.75</td>
<td>0.126</td>
</tr>
<tr>
<td>25_2</td>
<td>+15h52m03.4s</td>
<td>+19°14′08.2″</td>
<td>5.28</td>
<td>0.391</td>
</tr>
<tr>
<td>26_1</td>
<td>+15h51m58.4s</td>
<td>+19°09′29.6″</td>
<td>2.07</td>
<td>0.073</td>
</tr>
<tr>
<td>27_1</td>
<td>+15h51m46.6s</td>
<td>+19°13′13.3″</td>
<td>1.74</td>
<td>0.053</td>
</tr>
<tr>
<td>27_2</td>
<td>+15h51m46.6s</td>
<td>+19°13′08.5″</td>
<td>4.76</td>
<td>0.332</td>
</tr>
<tr>
<td>28_1</td>
<td>+15h51m50.2s</td>
<td>+19°15′12.9″</td>
<td>2.29</td>
<td>0.089</td>
</tr>
<tr>
<td>28_2</td>
<td>+15h51m50.3s</td>
<td>+19°15′09.6″</td>
<td>5.35</td>
<td>0.399</td>
</tr>
</tbody>
</table>

† SMA detections
Table 2.4: IRAC counterparts for all SCUBA-2 $>4\sigma$ sources in HS1700. The secure identifications at 4.5 $\mu$m or 24 $\mu$m with $P \leq 0.05$ are shown in bold and tentative associations ($0.05 < P \leq 0.10$) are presented in italics. SCUBA-2 IDs without any identifiable IRAC counterparts have been left out of the table.

<table>
<thead>
<tr>
<th>ID</th>
<th>$\alpha$ (J2000)</th>
<th>$\delta$ (J2000)</th>
<th>IRAC $- 850\mu$m (arcsec)</th>
<th>$P_{\text{IRAC}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+17$^h$01$^m$17.$^s$ &amp; +64$^\circ$14'37.850$^\prime$ &amp; 1.11 &amp; 0.022</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>+17$^h$01$^m$13.1$^s$ &amp; +64$^\circ$12'01.980$^\prime$ &amp; 1.82 &amp; 0.057</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>+17$^h$01$^m$12.8$^s$ &amp; +64$^\circ$12'05.420$^\prime$ &amp; 4.33 &amp; 0.283</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>+17$^h$01$^m$5.7$^s$ &amp; +64$^\circ$11'43.690$^\prime$ &amp; 1.64 &amp; 0.047</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>+17$^h$01$^m$6.2$^s$ &amp; +64$^\circ$11'39.730$^\prime$ &amp; 4.31 &amp; 0.281</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>+17$^h$01$^m$5.1$^s$ &amp; +64$^\circ$11'42.100$^\prime$ &amp; 3.47 &amp; 0.192</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>+17$^h$01$^m$10.8$^s$ &amp; +64$^\circ$07'20.750$^\prime$ &amp; 0.49 &amp; 0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>+17$^h$00$^m$57.9$^s$ &amp; +64$^\circ$13'10.310$^\prime$ &amp; 3.30 &amp; 0.176</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>+17$^h$00$^m$58.5$^s$ &amp; +64$^\circ$13'06.160$^\prime$ &amp; 2.28 &amp; 0.088</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>+17$^h$00$^m$58.2$^s$ &amp; +64$^\circ$13'03.680$^\prime$ &amp; 4.62 &amp; 0.316</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>+17$^h$01$^m$7.2$^s$ &amp; +64$^\circ$12'44.240$^\prime$ &amp; 3.28 &amp; 0.174</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>+17$^h$01$^m$8.3$^s$ &amp; +64$^\circ$12'47.360$^\prime$ &amp; 4.76 &amp; 0.331</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.1</td>
<td>+17$^h$00$^m$39.0$^s$ &amp; +64$^\circ$14'58.300$^\prime$ &amp; 1.91 &amp; 0.063</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2</td>
<td>+17$^h$00$^m$38.8$^s$ &amp; +64$^\circ$15'01.270$^\prime$ &amp; 3.09 &amp; 0.156</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.3</td>
<td>+17$^h$00$^m$37.7$^s$ &amp; +64$^\circ$14'55.430$^\prime$ &amp; 6.78 &amp; 0.558</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td>+17$^h$00$^m$37.1$^s$ &amp; +64$^\circ$14'53.240$^\prime$ &amp; 11.26 &amp; 0.895</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.1</td>
<td>+17$^h$00$^m$56.8$^s$ &amp; +64$^\circ$12'03.430$^\prime$ &amp; 4.94 &amp; 0.352</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>+17$^h$00$^m$55.4$^s$ &amp; +64$^\circ$12'08.800$^\prime$ &amp; 7.67 &amp; 0.648</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>+17$^h$01$^m$48.7$^s$ &amp; +64$^\circ$12'58.700$^\prime$ &amp; 1.73 &amp; 0.052</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.1</td>
<td>+17$^h$00$^m$56.6$^s$ &amp; +64$^\circ$16'31.310$^\prime$ &amp; 0.99 &amp; 0.017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.2</td>
<td>+17$^h$00$^m$57.1$^s$ &amp; +64$^\circ$16'29.810$^\prime$ &amp; 3.30 &amp; 0.176</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>+17$^h$01$^m$0.5$^s$ &amp; +64$^\circ$12'09.090$^\prime$ &amp; 3.46 &amp; 0.192</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>+17$^h$00$^m$59.2$^s$ &amp; +64$^\circ$14'58.180$^\prime$ &amp; 1.24 &amp; 0.027</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>+17$^h$00$^m$48.3$^s$ &amp; +64$^\circ$13'26.040$^\prime$ &amp; 0.34 &amp; 0.002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.1</td>
<td>+17$^h$00$^m$14.6$^s$ &amp; +64$^\circ$14'51.340$^\prime$ &amp; 1.46 &amp; 0.037</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.2</td>
<td>+17$^h$00$^m$13.7$^s$ &amp; +64$^\circ$14'51.030$^\prime$ &amp; 5.06 &amp; 0.366</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>+17$^h$01$^m$34.9$^s$ &amp; +64$^\circ$14'52.810$^\prime$ &amp; 1.82 &amp; 0.057</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>+17$^h$01$^m$29.1$^s$ &amp; +64$^\circ$09'07.470$^\prime$ &amp; 3.15 &amp; 0.162</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>+17$^h$01$^m$44.2$^s$ &amp; +64$^\circ$08'36.190$^\prime$ &amp; 1.47 &amp; 0.038</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>+17$^h$00$^m$54.3$^s$ &amp; +64$^\circ$17'45.830$^\prime$ &amp; 2.00 &amp; 0.069</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>+17$^h$01$^m$19.1$^s$ &amp; +64$^\circ$13'45.270$^\prime$ &amp; 1.98 &amp; 0.067</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>+17$^h$01$^m$48.5$^s$ &amp; +64$^\circ$10'11.110$^\prime$ &amp; 2.10 &amp; 0.076</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>+17$^h$01$^m$6.0$^s$ &amp; +64$^\circ$08'20.090$^\prime$ &amp; 4.13 &amp; 0.261</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>+17$^h$00$^m$40.6$^s$ &amp; +64$^\circ$16'53.560$^\prime$ &amp; 0.64 &amp; 0.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>+17$^h$00$^m$16.1$^s$ &amp; +64$^\circ$12'20.710$^\prime$ &amp; 2.40 &amp; 0.098</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.1</td>
<td>+17$^h$01$^m$0.3$^s$ &amp; +64$^\circ$06'58.290$^\prime$ &amp; 3.11 &amp; 0.158</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.2</td>
<td>+17$^h$01$^m$0.3$^s$ &amp; +64$^\circ$07'00.760$^\prime$ &amp; 0.67 &amp; 0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27.1</td>
<td>+17$^h$00$^m$32.1$^s$ &amp; +64$^\circ$10'25.140$^\prime$ &amp; 0.14 &amp; 0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27.2</td>
<td>+17$^h$00$^m$31.5$^s$ &amp; +64$^\circ$10'24.760$^\prime$ &amp; 4.05 &amp; 0.253</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Optical Spectroscopy

We determine the redshift of two of the three sub-millimetre counterparts of the central sub-millimetre source in HS1549, $1549.1$ as mentioned in §2.3.3. Using optical spectroscopy we find $1549.1.1$ (MD17) ($z = 2.856$) and $1549.1.3$ ($z = 2.847$), both residing within the protocluster and SMA identifies the sub-millimetre emission as coming from these sources.

The central QSO in both protocluster fields, $1549.1.2$ (Q1549) $1700.12$ (Q1700), were spectroscopically identified at $z = 2.72$ and $z = 2.84$, respectively, in the Hamburg quasar survey ([62]). Thus $1700.12$ resides outside of the protocluster and $1549.1.2$ resides within the protocluster.

IRAM-PdBI CO(3-2)

We observed the three sub-millimetre counterparts resolved by SMA with IRAM-PdBI, duplicating redshift measurements for both $1549.1.1$ (MD17) and $1549.1.3$. The details of these observations are also found in Chapman et al. in preparation. The positions of the 870 $\mu$m sources are consistent within 0.2" with the centroid of the line and continuum measurements from PdBI for all three counterparts. We find that all three sources to be contained within the protocluster: $1549.1.1$ (MD17) ($z = 2.856$), $1549.1.2$ (Q1549) ($z = 2.851$), and $1549.1.3$ (PdBI-1) ($z = 2.847$).

With the same IRAM-PdBI program we have discovered $1549.3$ resides at redshift $z = 2.918$, which is too far from the peak redshift distribution to be in the cluster core, however it resides in a secondary redshift peak which will likely collapse into the same structure by $z = 0$. Additionally, we find $1549.10$ to be a null detection of, which suggests this source does not reside at the protocluster’s redshift.

In [13] the brightest SMG in the HS1700 field, $1700.1$, was identified at $z = 2.816$, residing outside of the protocluster. In the same PdBI program, we have determined $1700.15$ to not reside within the protocluster via a null detection.
Near-IR Spectroscopy

We have followed up eleven sub-millimetre sources within HS1700 using GNIRS and the details of these observations are found in §2.2.3. We have confirmed 4/11 protocluster members while accumulating 6/11 null detection. We found 1700.3_1 ($z = 2.318$), 1700.5_2 ($z = 2.313$), 1700.8_1 ($z = 2.303$), and 1700.14 ($z = 2.306$). In the same GNIRS program Ross et al. in preparation found 1700.16_1 to reside out of the protocluster at $z = 1.575$. In all cases the SMG is either a secure identification ($P \leq 0.05$) or a tentative association ($0.05 < P \leq 0.10$) to their IRAC counterpart.

NB-imaging

We determine cluster membership from IRAC IDs discussed in §2.3.3, which are associated with previously detected LBGs. These catalogues consist of NB-selected galaxies based on deep $U_n$, $G$, and $R$ images using the William Herschel Telescope ([79]), as well as spectroscopically identified LBGs using the LRIS-B Slitmasks on Keck ([81]). For the SCUBA-2 ID 1549.2 we found three existing spectroscopic detections within the SCUBA-2’s 15″ beam which all reside within the protocluster: ID82 ($z = 2.8374$), ID85 ($z = 2.8353$), and ID158 ($z = 2.84175$). Although none of these LBGs are associated to the IRAC ID, the LBGs are likely associated to the SCUBA-2 ID.

Using the same technique we’ve found the SCUBA-2 ID 1549.4 is equally likely associated with two distinguishably different galaxies, an LBG (ID88) and an IRAC ID, both with $P < 0.05$. The LBG resides at $z = 2.3878$, outside of the HS1549 protocluster, and thus 1549.4 might also reside outside of the protocluster.

Photometric Redshifts

We’ve identified two narrow-band selected LBGs that align with IRAC IDs in HS1700 with no recorded redshift, however as they were photometrically detected and colour-selected they are possible protocluster candidates (1700.5_1: DRG46, 1700.5_3: DRG44).
2.4.2 Star-Formation Activity

There appears to be significant sub-millimetre overdensities near the core regions of each protocluster. We spectroscopically confirm there to be four SMGs residing within each protocluster, and in this section we determine how much each SMG contributes to the protocluster’s star formation and thus evolution.

Star Formation Rate Calculations

We calculate the star formation rate (SFR) of SCUBA-2 850 $\mu$m detected SMGs with a conversion given by [4]:

$$\text{SFR (M}_\odot \text{ yr}^{-1}) = 200 \times S_{850\mu m} \text{ (mJy)} \quad (2.2)$$

which assumes the use of the [45] star formation calculation for sources at $z > 1.5$.

As mentioned in § 2.4.1 we found four SCUBA-2 detected SMGs within each protocluster. Using Equation 2.2 we find that these protocluster SMGs contribute $5900 \pm 700$ M$_\odot$ yr$^{-1}$ (HS1549) and $4000 \pm 400$ M$_\odot$ yr$^{-1}$ (HS1700), to each protocluster.

To compute star formation rates for all known protocluster galaxies undetected at 850 $\mu$m (e.g. LBGs) we assume the conversion given by [63]:

$$\text{SFR (M}_\odot \text{ yr}^{-1}) = \begin{cases} 
7.8 \times 10^{-10}L(24 \mu\text{m}, L_\odot) & (a) \\
2.6 \times 10^{-10}L(24 \mu\text{m}, L_\odot)^{1.048} & (b) 
\end{cases} \quad (2.3)$$

where $L(24 \mu\text{m}, L_\odot)$ is the rest frame Spitzer-MIPS 24 $\mu$m luminosity with no band-pass corrections, and where condition $(a)$ is $5 \times 10^9 L_\odot \leq L(\text{TIR}) \leq 1 \times 10^{11}L_\odot$ and condition $(b)$ is $L(\text{TIR}) > 1 \times 10^{11}L_\odot$. Here $L(\text{TIR})$ corresponds to the full infrared 8 – 1000 $\mu$m. This conversion does not account for AGN heating of dust in this wavelength regime, even though AGN fractional contribution is known to be non-negligible (10 – 30%).

By applying Equation 2.3 to all known protocluster galaxies undetected at 850 $\mu$m we find the total star formation rate from LBGs to be $10,200 \pm 500$ M$_\odot$ yr$^{-1}$.
Table 2.5: Estimated star formation rates for contributing sources.

<table>
<thead>
<tr>
<th>SFR$<em>{\text{tot}}$ $(M</em>\odot \text{ yr}^{-1})$</th>
<th>HS1549</th>
<th>HS1700</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBGs (24 $\mu$m)</td>
<td>10,200±500</td>
<td>2800±200</td>
</tr>
<tr>
<td>Undetected LBGs (24 $\mu$m)</td>
<td>560±70</td>
<td>360±60</td>
</tr>
<tr>
<td>LBGs (850 $\mu$m)</td>
<td>5700±1000</td>
<td>3500±800</td>
</tr>
<tr>
<td>SMGs (850 $\mu$m)</td>
<td>5900±700</td>
<td>4000±400</td>
</tr>
<tr>
<td>All (24 $\mu$m + 850 $\mu$m)</td>
<td>16,100±900</td>
<td>6800±500</td>
</tr>
</tbody>
</table>

(HS1549) and 2800 ± 200 $M_\odot$ yr$^{-1}$ (HS1700). The addition of 24 $\mu$m undetected LBGs only add $\sim$ 510±70 $M_\odot$ yr$^{-1}$ (HS1549) and $\sim$ 360±60 $M_\odot$ yr$^{-1}$ (HS1700) to the total SFR, assuming these all have SFR $\sim$ 10 $M_\odot$ yr$^{-1}$ (consistent with being undetected at 24 $\mu$m).

The uncertainty of both the 850 $\mu$m and 24 $\mu$m derived SFRs are dominated by the uncertainties in their fluxes. To adjust for the position of the Polycyclic Aromatic Hydrocarbons emission line at $z = 2.85$ the 24 $\mu$m derived SFR for HS1549’s LBGs has been boosted by a factor of two.

In Table 2.5, we present calculations of the total SFRs of each protocluster. In Figure 2.3 we show the in mass normalized integrated SFR as a function of redshift for HS1549 and HS1700, compared to other galaxy clusters from the literature (SA22 [76, 77]; HDF1.99 [14]; GCLASS [57]; ClJ0218 [75]; RCS [91]; MRC1138 [19]; PCL1002+0222 [9]; XCSJ2215 [50]).

We measure the galaxy over-density by contrasting the background removed redshift spikes from colour selected galaxies from the large spectroscopic survey from [78]. We find highly significant galaxy over-densites at $z = 2.300 \pm 0.015$ with $\delta_g \simeq 7$ (HS1700) and $z = 2.85 \pm 0.05$ with $\delta_g \simeq 10$ (HS1549). The galaxy over-density of the HS1549 protocluster is about 1.5× that of the HS1700 protocluster, therefore we crudely estimate the mass of the HS1549 protocluster to be $M_{\text{cl}}^{\text{HS1549}} \sim 1.5 \times M_{\text{cl}}^{\text{HS1700}}$, where $M_{\text{cl}}^{\text{HS1700}} \sim 10^{14} M_\odot$ [78]. We adopt a 50% systematic uncertainty in the cluster halo mass in our error bars, which is likely a significantly larger source of uncertainty than our SFR estimates.
There must have been large amounts of star formation in the early Universe to have formed the massive galaxies we see today at $z = 0$. Star formation activity peaked around $z \sim 2$ (e.g. \cite{37}), thus we’d expect the SFR/$M_{cl} - z$ relation to be steeper for higher $z$ and begin to flatten out at $z \sim 2$. Our findings show that the HS1549 and HS1700 protoclusters generally seem to follow a trend extending from $z < 1$ rich clusters (\cite{61}), with a $(1 + z)^7$ relation.

An interesting aspect of our findings is that our two massive protoclusters reveal mass weighted total SFRs comparable to two systems which show much less significant over densities in LBGs (HDF1.99 and PCL1002), and are plausibly hosted by much more massive dark matter halos. Two other protoclusters showing comparable LBG over densities to HS1549 and HS1700 (SSA22 and MRC1138) are apparently less active in ongoing star formation, suggesting that a range of activities and assembly histories are possible for massive protoclusters at $z \sim 2 - 3$.

Combining SMGs and less luminous protocluster members and assuming a 10% uncertainty in volume, we measure central star formation rate densities (SFRDs) of $3800 \pm 1200\ M_\odot\ yr^{-1}\ Mpc^{-3}$ (HS1549) and $1600 \pm 500\ M_\odot\ yr^{-1}\ Mpc^{-3}$ (HS1700). These star formation rate densities are $\sim 10^4 \times$ larger than the global star formation rate densities found at their respective epochs (\cite{51}). The SFRD found for HS1700 is comparable to the SFRD computed by \cite{44} using their Heschel-SPIRE sources.

850 $\mu$m Stacking

We measure the sub-millimetre flux at each LBG position in the 850 $\mu$m beam-convolved map, discarding any LBG position where $-2\sigma \leq S_{850} \leq +4\sigma$. The upper flux limit defines the SCUBA-2 detections. We chose the lower flux limit as we found that the average negative flux of the bowling regions is $-2\sigma$, and on average $\sim 10\%$ of the flux outside of the bowling regions is below the $-2\sigma$ limit. Each 850 $\mu$m flux is weighted by the inverse of the variance, where the variance is measured in the noise map. We then stack the weighted fluxes and compute the stack as $\sum (S_i/\sigma_i)/\sum (1/\sigma_i)$. We compare the 24 $\mu$m SFR calculations with 850 $\mu$m derived SFRs for protocluster
Figure 2.3: Integrated star-formation rate of clusters and groups normalized by their total (virial) mass as a function of redshift. The protoclusters considered in this work are shown as stars. The empty stars represent the contribution from LBGs alone and the filled stars include star formation from SCUBA-2 detected SMGs within each protocluster. The black stars represent the star formation activity within the core of the protocluster. The black curve show a $\propto (1+z)^7$ fit.
LBGs using Equation 2.2.

We find the 850 $\mu$m stacks to be $\langle S_{850}\rangle = 0.25 \pm 0.05$ mJy (HS1549: 114 galaxies) and $\langle S_{850}\rangle = 0.21 \pm 0.05$ mJy (HS1700: 83 galaxies), resulting in 850 $\mu$m SCUBA-2 derived SFRs of $5700 \pm 1000$ M$_{\odot}$ yr$^{-1}$ (HS1549) and $3500 \pm 800$ M$_{\odot}$ yr$^{-1}$ (HS1700).

Stacked 850 $\mu$m SFRs are a crude comparison to the 24 $\mu$m SFRs, which are much more precise on account of detecting every object and having a precision SFR for each member. Weak or non-detection of 850 $\mu$m are a good way to confirm that an ultra-bright 24 $\mu$m source is an AGN, rather than driven by star formation.

2.5 Conclusions

We have presented an analysis of a SCUBA-2 sub-millimetre follow up survey for the HS1549 and HS1700 protocluster fields, containing two of the largest known galaxy over-densities at $z > 2$. We conclude:

- We detect 56 SMGs at 850 $\mu$m in the deep SCUBA-2 maps over both HS1549 and HS1700 survey fields, containing two of the largest galaxy over-densities at $z > 2$. The number counts indicate significant over-densities in the $\sim 500$ kpc core region of $\sim 6 \times$ (HS1549) and $\sim 4 \times$ (HS1700).

- IR counterparts are identified for the SMGs via multi-wavelength identification using near- and far-IR archival data. We employ P-values to each IR counterpart and identify one possible member within each protocluster. Using CO detections, near-IR and optical spectroscopy we determine 3 (4) SMGs solidly identified in the HS1549 (HS1700) protocluster.

- Combining SCUBA-2 detected SMGs within the protoclusters and less luminous members we find both protocluster have large integrated mass-normalized star formation rates that are consistent with a $\propto (1+z)^7$ trend. Both protoclusters have star formation rate densities $\sim 10^4 \times$ larger than the global star formation rate densities found at their respective epochs.
• Stacking all known protocluster galaxies and field galaxies we have found a statistically significant increase in sub-millimetre activity of protocluster galaxies.
Chapter 3

The JCMT Transient Survey: Data Reduction and Calibration Methods

3.1 Introduction

Although there have been many advances made in understanding low mass star formation over the past ten years (see, for example, [22], [88], [1]), the manner in which mass assembles onto a forming star remains a crucial open question. As [46] first demonstrated, assuming the mass accretion process onto a young star occurs at a constant rate (steady inside out collapse; [73]) gives rise to “The Low Luminosity Problem”: the empirical result that the median protostellar luminosity is measured to be approximately an order of magnitude less than the expected value. In recent years, this problem has been confirmed and emphasised by Spitzer Space Telescope observations through which even lower luminosities have been discovered (see [26], [31], [30], [25], [27]). One solution to this problem is that the accretion does not proceed at a constant rate. Rather, it occurs during episodic events which may be accompanied by outbursts that can be detected at infrared and sub-millimetre wavelengths (see [34] and [42]). Outside of the JCMT Transient Survey, there have already been two confirmed millimetre sources (both embedded protostars) which have shown direct evidence of an active burst accretion phase accompanied by a dramatic brightening, HOPS 383 in Orion ([38]; using Spitzer Space Telescope and Wide-field Infrared Survey Explorer (WISE) data), and MM1 in NGC6334I ([39]; using Atacama Large Millimeter/Sub-Millimeter Array and Sub-Millimeter Array data).

The JCMT Transient survey (Herczeg et al. in preparation) is a three year project dedicated to observing variability in deeply embedded protostars at sub-millimetre wavelengths with the sub-millimetre Common User Bolometer Array 2 (SCUBA-2;
The Transient survey monitors eight regions selected from the JCMT Gould Belt Survey that have a high density of known protostellar and disk sources at an approximate 28 day cadence when they are observable in the sky. SCUBA-2 uses approximately 10,000 bolometers subdivided into two arrays to observe at both 450 \(\mu m\) and 850 \(\mu m\) simultaneously (see §1.4.2). While we expect sources undergoing an accretion burst event to show a stronger signal at 450 \(\mu m\), in this thesis we focus only on the 850 \(\mu m\) data. The noise levels in 450 \(\mu m\) maps are much more dependent on the weather than their 850 \(\mu m\) counterparts, causing the signal-to-noise ratio (SNR) to fall dramatically when there is more water vapour in the atmosphere (see §1.4.1). In addition, the beam profile is less stable than at 850 \(\mu m\) requiring careful attention in order to make precise measurements of compact objects. We thus start here by defining the 850 \(\mu m\) calibration, which will then be used to calibrate the 450 \(\mu m\) data at a later date.

In order to track the peak brightnesses of sub-millimetre emission sources over each epoch, we test and employ a robust data reduction method and use multiple observations of the same regions to derive post-reduction image alignment. Reducing SCUBA-2 data is a complex process with several user-defined parameters which affect the final image produced (for detailed information on SCUBA-2 data reduction procedures, see §1.4.3 and [11]). A large amount of work has been invested in understanding the optimal data reduction parameters to use for differing science goals (see, for example, [52]) depending on the scan pattern of the telescope and the amount of large-scale structure that needs to be robustly recovered. In all cases, the nominal JCMT pointing error is \(\sim 2 - 6''\) (EAO staff, private communication) and the flux calibration is uncertain to \(\sim 5 - 10\%\) [20]. While this is sufficient for most projects which use JCMT data, both of these uncertainties can be improved upon when there are multiple observations of regions with bright sources taken in a consistent manner.

In this thesis, I seek to improve the spatial alignment of the JCMT Transient Survey data by approaching the problem from a relative point of view.

Properly matching faint, potential protostellar sources over the observed epochs
and co-adding those observations with high precision for the highest SNR requires sub-pixel accuracy ($<<3''$ at $850 \mu\text{m}$) in the spatial alignment. Thus, my goal is to increase the spatial alignment in order to reduce the uncertainty in the flux calibration. Small flux variations due to episodic accretion over few year timescales are expected to occur much more frequently than large flux variations (see, for examples, the models of [3], [87], and Herczeg et al. in preparation) and observations like those performed throughout the JCMT Transient Survey will help constrain the current models. Note that the techniques I have developed cater to any JCMT data obtained in a similar manner, and thus I am able to successfully align and calibrate archival data such as those which were obtained by the Gould Belt Survey and Mairs et al. in preparation will include these data in a follow-up analysis.

This chapter is organised as follows: In Section 3.2 I summarise the details of the SCUBA-2 observations for the JCMT Transient Survey. In Section 3.3 I outline the data reduction methods and showcase four tests performed which altered the amount of large-scale structure recovered in a given map or the initial conditions offered to the map-making pipeline in order to select the most robust techniques for the purpose of detecting transient events in deeply embedded protostars. In Section 3.4 I detail the post-reduction spatial alignment method applied to all current JCMT Transient data and propose an alternative approach to align images to a higher degree of precision and accuracy. In Section 3.5 and 3.6 I present an analysis on my alternative alignment method and compare it’s results to current post-reduction methods. Finally, I present the conclusions in Section 3.7.

### 3.2 Observations

The JCMT Transient Survey observations are performed simultaneously at 450 and $850 \mu\text{m}$ with effective beam sizes of $9.8''$ and $14.6''$ (§ 1.4.2), respectively, using the Sub-Millimetre Common User Bolometer Array 2 (SCUBA-2). Transient uses the PONG1800 mapping mode (§ 1.4.2) which yields circular maps $0.5'$ in...
diameter. There are eight nearby (<500 pc) regions selected from the Gould Belt Survey ([89], Herczeg et al. in preparation) which are each monitored at an approximate 28 day cadence when they are observable in the sky. Contained within these regions are a total of 984 young stellar objects (YSOs) identified by Spitzer Space Telescope ([55], [24]) and Herschel Space Observatory [82] observations. Table 3.1 shows a list of the regions and their central coordinates along with the average 850 µm RMS noise measured in the individual maps. Due to the weather, the 450 µm observations have noise values 10 to 40 times higher than the 850 µm observations and, thus, throughout this work I focus on the 850 µm data. Observations began in December 2015 and will continue until December 2018. Here, I present results between December 22nd, 2015 and September 29th, 2016. All of the regions are shown in Figures 3.1 and 3.2.

As mentioned in §1.4.1, there are five weather grades defined for JCMT observations from Band 1 (very dry: $\tau_{225\text{ GHz}} < 0.05$, where $\tau_{225\text{ GHz}}$ is the opacity of the atmosphere at 225 GHz) to Band 5 (very wet: $\tau_{225\text{ GHz}} > 0.2$). All of the observations performed in this survey were taken in either Band 1, Band 2, or Band 3 weather ($\tau_{225\text{ GHz}} < 0.08$).

### 3.3 Data Reduction Methods

The data reduction procedure was performed using the iterative map-making technique `makemap` (explained in detail by [11]) in the SMURF package [11] found within the Starlink software [18]. Please refer to §1.4.3 and §2.2 for detailed explanations of this map-making process. In the case of the JCMT Transient Survey, the final maps are gridded to 3″ pixels for the 850 µm data and 2″ pixels for the 450 µm data.

To apply additional constraints to the solution derived by `makemap`, the user can also supply an external mask which surrounds the astronomical signal deemed to be significant. To construct an external mask, the individual maps produced by the iterative mapmaker are co-added in order to achieve a higher signal-to-noise ratio (SNR) and the resulting image is used to define the regions of genuine astronomical emission.
Figure 3.1: Four of the Transient fields. All data taken between December 22\textsuperscript{nd}, 2015 and September 29\textsuperscript{th}, 2016 has been co-added to produce these images. The images are presented with the same colour scale.
Figure 3.2: Four of the Transient fields. All data taken between December 22nd, 2015 and September 29th, 2016 has been co-added to produce these images. The images are presented with the same colour scale.
Table 3.1: A summary of the observed JCMT Transient Survey regions between the first observations on December 22nd, 2015 and September 29th, 2016.

<table>
<thead>
<tr>
<th>Region</th>
<th>Central RA (J2000)</th>
<th>Central DEC (J2000)</th>
<th>Number of Epochs</th>
<th>Average 850 μm Noise$^{a,b}$ (mJy beam$^{-1}$)</th>
<th>Std. Dev. 850 μm Noise$^{c}$ (mJy beam$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perseus: NGC1333</td>
<td>03:28:54</td>
<td>+31:16:52</td>
<td>7</td>
<td>12.26</td>
<td>0.40</td>
</tr>
<tr>
<td>Perseus: IC348</td>
<td>03:44:18</td>
<td>+32:04:59</td>
<td>7</td>
<td>12.18</td>
<td>0.43</td>
</tr>
<tr>
<td>Orion: OMC 2/3</td>
<td>05:35:33</td>
<td>-05:00:32</td>
<td>7</td>
<td>11.72</td>
<td>0.54</td>
</tr>
<tr>
<td>Orion: NGC2024</td>
<td>05:41:41</td>
<td>-01:53:51</td>
<td>8</td>
<td>11.29</td>
<td>0.40</td>
</tr>
<tr>
<td>Orion: NGC2071</td>
<td>05:46:13</td>
<td>+00:06:05</td>
<td>7</td>
<td>11.75</td>
<td>0.38</td>
</tr>
<tr>
<td>Ophiuchus: Core</td>
<td>16:27:05</td>
<td>-24:32:37</td>
<td>7</td>
<td>13.35</td>
<td>0.75</td>
</tr>
<tr>
<td>Serpens: Main</td>
<td>18:29:49</td>
<td>+01:15:20</td>
<td>8</td>
<td>12.01</td>
<td>0.27</td>
</tr>
<tr>
<td>Serpens: South</td>
<td>18:30:02</td>
<td>-02:02:48</td>
<td>8</td>
<td>14.56</td>
<td>1.18</td>
</tr>
</tbody>
</table>

$^a$These measurements of the 850 μm noise levels are based on a point source detection in a single observation using 3′′ pixels and a 14.6′′ FWHM beam.

$^b$The reduction method $R3$ was used to derive these noise estimates (see §3.3).

$^c$The standard deviation of the average 850 μm noise across all epochs.

(pixels with a signal-to-noise ratio of at least 3 are generally deemed significant for the Transient Survey). This mask is then used in a second round of data reduction in order to recover better any faint and extended structure.

The Transient Survey performs four individual data reductions labeled $R1$, $R2$, $R3$, and $R4$ (Mairs et al. in preparation), yielding four sets of maps exhibiting different models of the recovered, astronomical structure.

1. $R1$: An effective spatial filter of 200″ was applied and no external mask was used.

2. $R2$: An effective spatial filter of 600″ was applied and no external mask was used.

3. $R3$: An external mask was constructed from a co-add of the $R1$ reduction and was used to constrain the solution derived by makemap. Thus, the structure was filtered to 200″.
4. \( R_4 \): Similarly to \( R_3 \), an external mask was constructed from a co-add of the \( R_2 \) reduction and applied to the data. Thus, the structure was filtered to 600".

Figure 3.3 shows an example of a single observation of the Ophiuchus Core region (see Table 3.1). The top two panels show the resulting maps produced by reductions \( R_3 \) (left) and \( R_4 \) (right) while the bottom two panels show the subtraction of the \( R_3 \) image from the \( R_4 \) image (left) to highlight the effect of changing the effective spatial filter and the subtraction of the \( R_2 \) image from the \( R_4 \) image to highlight the effect of the external mask. Clearly, though more extended structure is present in the \( R_2 \) and \( R_4 \) maps, the compact structure is recovered whether a 200" or a 600" filter is used. As well, for the extended emission reconstructions, the mask returns additional flux some of which appears point-like. As [52] discuss, the amount of extended structure which is recovered can produce slightly different results for the compact structure present in the map as the larger-scale background may add an additional base value to the flux. This, however, is of little concern for the detection of variability since the Transient Survey is only searching for relative changes in brightness and, therefore, as long as a consistent data reduction procedure is used, the results will be robust.

The dominant uncertainty between these different reduction methods is how the recovered extended structure and external masks alter how compact emission sources are fit with models. The measurement of the peak brightness of a source relies on a consistent procedure from observation to observation in conjunction with the optimal data reduction method. By fitting Gaussian profiles to compact emission sources and comparing their centroid positions and peak brightnesses, the Transient Survey determine reduction \( R_3 \) to be the most stable (Mairs et al. in preparation). The external mask limits the flux distribution during the map-making procedure while the harsher filter removes large-scale structure, which is not expected to vary (but is hard to recover due to signal from the atmosphere and the instrumentation).
Figure 3.3: **Top:** A single observation of the Ophiuchus Core region reduced using reduction methods $R3$ (left) and $R4$ (right). **Bottom:** Reduction $R4$ minus reduction $R3$ (left) and reduction $R4$ minus reduction $R2$ (right).

### 3.4 Image Alignment

Since the JCMT Transient Survey is interested in measuring the peak brightness of individual compact sources over time, it is important to take into consideration the pointing uncertainty of the telescope (expected to be 2 to 6 arcseconds; EAO staff private communication). I perform a post-reduction calibration where I derive and apply a pointing correction to more precisely align the maps with one another in order to then in future derive and apply a relative flux calibration factor for each image produced in order to consistently compare a given source from observation
to observation. This calibration is a relative correction for each region, thus I can use the most robust, compact emission sources present in each map to calibrate self-consistently.

### 3.4.1 The Gaussclumps Method

In this thesis I am comparing my work to the current post-reduction image alignment methods the JCMT Transient Survey are currently using (Mairs et al. in preparation). The Transient Survey has tried a variety of publicly available algorithm designed to extract structure from a given region, (e.g. Gaussclumps [83], ClumpFind [92], Astrodendro [66], getsources [56], and FellWalker [6]). Each method, however, combines detected emission differently based on user supplied criteria and, thus, the use of such algorithms requires discernment and a goal-based approach. In this work, we are interested in accurately determining the brightnesses of localised, compact sources in dust emission convolved with the JCMT beam, which we expect to have approximately Gaussian features [20]. Therefore, the Transient team has selected the algorithm Gaussclumps [83] to identify and extract sources in each observation of a given field, as this program is designed to robustly characterise Gaussian structure and subtract background structure. Specifically, they use the starlink software [18] implementation of Gaussclumps found within the cupid [7] package.

Gaussclumps [83] identifies first the brightest peak in a user-supplied map and fits a Gaussian to the surrounding structure with a least-squares method. If the structure is deemed to be real (i.e. not a spurious detection of a noise spike, a test which is based on a series of user-defined parameters), the fit is subtracted from the data and the algorithm iteratively identifies and fits a Gaussian to the next brightest peak until all of the significant structure is identified. The algorithm is designed to weight the Gaussian fits to smaller-scale structures (at least the size of the instrument beam) such that locally peaked objects are preferred over underlying, larger-scale features. Identified sources are allowed to overlap.
3.4.2 The Cross Correlation Method

As an alternative approach to calibrating the image alignment I present a method based on cross correlation between epochs. As mentioned in § 3.2, each region is imaged approximately once a month. These snapshots in time are referred to as epochs. In this section I present results from the R1 850 µm reductions, however this Cross Correlation method has proven to be successful for all four of the 850 µm reductions (Mairs et al. in preparation).

The Cross Correlation method computes the cross correlation between a reference epoch to each succeeding science epoch:

\[ \text{cor}(\text{RA}, \text{DEC}) = \sum_{\text{pixels}_x} \sum_{\text{pixels}_y} R(x, y) \times S(x - \text{RA}, y - \text{DEC}) \]  

(3.1)

where \( R \) is a reference epoch map, which we choose to be the first epoch from each region, \( S \) is a succeeding science epoch map to be aligned, and both maps have identical dimensions. The cross correlation of a reference epoch to a science epoch is the measure of how similar the two maps are as a function of the displacement of the science map relative to the reference map. If the two maps were identical and there were zero offset, then the measure of the cross correlation would be an auto correlation, where the peak \( \text{max} \left( \text{cor}(\text{RA}, \text{DEC}) \right) \) resides at \((\text{RA}, \text{DEC}) = (0, 0)\). The measured radial offset between the reference map and the science map is:

\[ \text{Radial offset} = \sqrt{(\Delta \text{RA})^2 + (\Delta \text{DEC})^2} \]  

(3.2)

where \( \Delta \text{RA} \) and \( \Delta \text{DEC} \) are the angular offsets between \( \text{max} \left( \text{cor}(\text{RA}, \text{DEC}) \right) \) and \((\text{RA}, \text{DEC}) = (0, 0)\) in the right ascension and declination.

To determine the position of \( \text{max} \left( \text{cor}(\text{RA}, \text{DEC}) \right) \) a non-linear least squares regression is used to fit a 2D Gaussian to the inner \(5 \times 5\) px\(^2\) area, equivalent to a 15" beam at 850µm ([20]) surrounding the most correlated pixel (e.g. Figure 3.4).

The Cross Correlation method is advantageous to the GAUSCLUMPS method as the GAUSCLUMPS method considers a flux-limited sample, where it uses a list of...
bright compact small-scale structures, for which there could only be a handful in some cases (e.g. IC348). Comparatively, the Cross Correlation method takes in consideration the entire map, including fainter large-scale structures possibly missed by GAUSSCLUMPS. The GAUSSCLUMPS algorithm is also based on a series of user-defined parameters, allowing a large set of variables to be altered, giving it a higher chance of false positives. The only parameter in the Cross Correlation method is the 2D Gaussian fit, which GAUSSCLUMPS does as well.
3.5 Results

Positional offsets are measured for a total of \( N = 51 \) science epochs over all eight regions, and the median offset is \( 3.41 \pm 1.74 \) arcsec, comparable to what is found using the Gaussclumps method (Mairs et al. in preparation). Subsequently, each science epoch is re-reduced with makemap with an applied offset relative to it’s reference map. Then, same correlation and fitting method as described in § 3.4.2 is applied to the original data to the aligned maps. Next, the algorithm measures a residual offsets between the reference maps and the aligned maps. The median residual offset after alignment is \( 0.03^{+0.03}_{-0.02} \) arcsec. This alignment is \( 100\times \) smaller than a the pixel size at 850 \( \mu \)m, and a factor of \( \sim 80\times \) better aligned than the telescope’s pointing error (EAO staff private communication). The uncertainty median residual offset is a measure of a standard deviation from the median (see Figure 3.5).

Using the Gaussclumps method, the Transient Survey has found a comparable offsets distribution for the unaligned maps, however their median residual offsets after alignment is \( \sim 0.6'' \) (Mairs et al. in preparation). The Cross Correlation method is able to align maps to a \( \sim 20\times \) finer scale than the Transient Survey’s current method.

Figure 3.5 shows the results of applying the post-reduction alignment to the JCMT Transient Survey observations using reduction R1 (all four reduction methods tested show consistent results, see Mairs et al. in preparation). The black histograms show the original pointing error (note that the absolute pointing error with respect to a central reference never exceeds \( \sim 4–5'' \)), while the blue histograms show the corrected pointing error. Although both methods result in comparable offset distributions before alignment, the offsets for each specific epoch are more correctly derived from the Cross Correlation method.

3.6 Discussion

Although the median offset is \( 0.03^{+0.03}_{-0.02} \) arcsec, the uncertainty in the residual offset is limited by the uncertainty in the 2D Gaussian fit to the cross correlation. As show in the bottom panel of Figure 3.6, the median offset uncertainty is \( \sim 0.03 \) arcsec,
which is limited by the large spread of the cross correlation product (see Figure 3.4). Therefore, this image alignment method is limited to a single iteration of the Cross Correlation method, as it will not improve on itself with succeeding iterations.

There don’t seem to be any correlations between measured residual offset and maximum cross correlation value, nor any biases due to the fitting algorithm (see Figure 3.6). The larger the peak cross correlation value the more bright compact small scale structure resides within the region, as there is less weather dependent variable large-scale structure, which would lower the correlation between epochs. The top panel of Figure 3.6 shows offset and offset uncertainty as functions of peak cross correlation value, and it is clear that as large-scale structure begins to become prevalent the measure offset does not become any more uncertain. While using GAUSSCLUMPS, the Transient Survey finds their data exhibit a higher uncertainty in fitting the NGC2024 region, which contains more clustered sources mixed with larger-scale structure (Mairs et al. in preparation). Isolated, bright emission sources have less fitting uncertainties in GAUSSCLUMPS (83) and therefore produce the best alignments for the Transient Survey’s current data. Namely, the GAUSSCLUMPS method is biased towards having more accurate alignments for fields with compact bright sources embedded within small-scale structure, whereas the Cross Correlation method is found to be unbiased towards fields with either small-scale or large-scale structure.
Figure 3.5: **Top**: The Cross Correlation method. **Bottom**: The GAUSSCLUMPS method (Mairs et al. in preparation). Distributions of the measured radial offset between each region’s reference field and its subsequent observations. The black distributions represent the original offsets before alignment, and the blue distributions represent the residual offsets of the aligned maps.
Figure 3.6: **Left:** Offset and offset uncertainty as functions of maximum cross correlation value for aligned maps. **Right:** Offset uncertainty as a function of offset for aligned maps.
Figure 3.7 shows measured offsets in right ascension in each of the four reduction methods ($R1$, $R2$, $R3$, and $R4$) as a function of right ascension offset in $R3$ (and same for declination). The vertical axes are 1 pixel large in either direction from zero. This figure is used to distinguish between observations and to show that the reliability of the alignment is independent of the original pointing error at the telescope. This figure also shows that the difference in offsets between reduction methods is much smaller for the Cross Correlation method than for the GAUSSCLUMPS method, thus showing that the Cross Correlation method is more reliable between the four reductions compared to the GAUSSCLUMPS method. Quantitatively, the Cross Correlation method has a standard deviation of $\sim 0.1''$ between reductions, whereas the GAUSSCLUMPS method results in a $\sim 1''$ standard deviation between reduction methods.

Figure 3.7: Top: The Cross Correlation (C.C.) method. Bottom: The GAUSSCLUMPS (G.C.) method, courtesy of Mairs et al. in preparation. Left: The derived right ascension offsets measured in each of the four reductions compared to reduction $R3$. Right: Same as the left, but showing the declination offsets.
3.7 Conclusions

The JCMT Transient Survey’s main goal is to detect variability in the brightness of deeply embedded protostars. The pointing accuracy of the JCMT is nominally 2 to 6 arcseconds, and in order to dramatically increase our sensitivity to variable signals, I have developed a calibration pipeline which further spatially aligns multiple observations of a given field, which provides the survey team with reliable maps to measure flux variability. I use a cross correlation algorithm to align the maps and compare the the Transient Survey’s current Gaussclumps method. The Cross Correlation method could be applied to any astronomical data with multiple observations of bright, compact objects, residing within large- or small-scale structure. My main results can be summarised as follows:

1. The JCMT Transient Survey thoroughly tested four different data reduction methods and found the most robust parameters for the scientific goals (Mairs et al. in preparation).

2. The Cross Correlation method is able to align maps reliably and achieve $\sim 0.03$ arcsec in residual offsets ($100\times$ smaller than a single pixel), improving on the survey’s current Gaussclumps method by a factor of $\sim 20\times$, and improving on the telescope’s pointing error by a factor of $\sim 80\times$.

3. The Cross Correlation method does not show any biases towards different types of structure or sources within regions, eliminating the biases found by the Transient Survey’s current methods.

4. The Cross Correlation method works independent from the original pointing error from the telescope. Additionally, this method has proven to be exceptionally reliable between all four reduction methods, and a factor of $10\times$ more reliable than the survey’s current methods.
The JCMT Transient Survey will continue through at least December, 2018. Throughout this time, we will be working to improve the data reduction and calibration procedures in order to detect fainter signals and working to achieve similar results for the image alignment at 450 $\mu$m. Together, we will work to integrate the Cross Correlation method for the next data release, which will provide scientists with the opportunity to have more accurate and precise flux calibration factors. By the end of the survey, we will have the deepest sub-millimetre maps of these eight regions, which will create many opportunities for additional science, including co-adding across several epochs to reach fainter sources, but with a lower cadence.
Chapter 4

Conclusion

4.1 Chapter 2: A SCUBA-2 Survey for Luminous Far-Infrared Galaxies in Protoclusters at $z > 2$

The brightest high-redshift sub-millimetre galaxies (SMGs) represent the rarest and most extreme star-forming events in the Universe and are thought to be the progenitors to some of the most massive local galaxies. While short-lived, these SMGs contain intense stellar nurseries, which greatly affect the Universe’s evolution, and are found in protoclusters, the progenitors of the most massive local galaxy clusters. In this chapter I presented a sub-millimetre study of two high-redshift protoclusters in attempt to understand how galaxy assembly is accelerated in over-dense environments in the early Universe.

4.2 Chapter 3: The JCMT Transient Survey: Data Reduction and Calibration Methods

The evolution of the mass accretion rate remains largely unconstrained for the early stages of low-mass star formation. Examining the variation in the rate at which mass is accreted onto the central protostar is critical to understanding the physics of star formation. In this chapter I presented The JCMT Transient Survey’s data reduction techniques and proposed an improvement on their post-calibration image alignment methods.
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Appendix A

30×30-arcsec² multi-wavelength cutouts of each 850 µm SCUBA-2 source from Tables 2.1 and 2.2. From left to right: Top: SCUBA-2 850 µm, SCUBA-2 450 µm, Spitzer-MIPS 24 µm. Bottom: Spitzer-IRAC ch4 8 µm, Spitzer-IRAC ch2 4.5 µm, 1.2 µm R-band. We used Spitzer-IRAC ch3 5.6 µm and Spitzer-IRAC ch1 3.6 µm when ch4 and ch2 were unavailable. The green circles represent the IRAC ID’s shown in Tables 2.3 and 2.4. LBGs are shown as black circles if they reside within the protocluster, red circles if they are at $z > z_{\text{protocluster}}$ and cyan circles if they are at $z < z_{\text{protocluster}}$. The black circle at the centre of each cutout represents an effective 15" SCUBA-2 beam at 850 µm. The white contours represent SNR levels of (4, 5, 6, 8, 10, 12) at 850 µm.
HS1549 Cutouts

The multi-wavelength cutouts for $1549.1 - 1549.29$ are found throughout the next four pages.
HS1700 Cutouts

The multi-wavelength cutouts for $1700_{-1} - 1700_{+27}$ are found throughout the next four pages.