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Abstract

Our research focuses on evaluating the efficiency of the combination of the computed
scores and visual representations of features. W conducted a two-phased user study.
The first phase were designed to determine the important text features. In the first
phase, participants were asked to rate a set of Twitter data and prominent features.
After the key feature set was determined, we started to evaluate the two sources
of results to be visualized: 1) informativeness and relatedness scores and 2) visual
features. We built four versions of visualizations to represent the full projection of the
two sources. In the second phase of the user study, 48 participants were recruited to
do a between-subject user study for evaluating the four versions of visualizations using
the same set of information seeking tasks. The study shows that the visualization

combining scores and features perform the best in efficiency for browsing tasks.
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Chapter 1

Introduction

1.1 Motivation

Twitter is a microblogging service that enables its users to send and read text-based
messages of up to 140 characters, known as “tweets”. It is one of the most influential
social media with a reported over 340 millions tweets daily in 2012 [1]. Users on
Twitter post text, pictures and urls of videos, talking about various topics such as

economics, politics, academics, celebrity and lifestyle.

There are several forms of interactivities on Twitter, including retweets, replies,
trending topics and messages. Omne of the major interactive activities is Twitter
conversation, which includes Retweet, Reply amongst users. Retweet, abbreviated as
RT on Twitter, is used to tweet the content that was posted by another user. A reply
is marked as @username in Twitter. A reply represents a tweet that responds to a
previously posted tweet created by, in most cases, another user. It is important to
note that retweet is symbolized as RT @username or even simply @Qusername, which
appears the same as replies. The major difference between Retweet and Reply is that
replies usually create new content while retweets simply refer to the same content as
the original tweet. Conversation activity is of high importance on Twitter, especially
for research purposes. One research [2] shows that conversation interactions have some
benefits over standalone tweets. First, conversations have more user involvement in
a particular topic than a standalone tweet. Second, the majority of conversations
have been used to address some questions raised by earlier tweets in the conversation.

Third, people tend to give opinions when they are in a conversation.

There has been increasing interest in using social media for market research. Com-
panies and institutions have started to take advantage of social media communities,
especially on some of the more popular social media networks such as Facebook and

Twitter. Traditionally, marketers use online questionnaires, email surveys, telephone



2

interview, postal questionnaires, and face-to-face interviews to investigate their mar-
ket requirements [3]. However, these traditional approaches have a few limitations.
First, these approaches only reach a limited study population. Second, these methods
produce low response levels.

Instead of reaching out to invite participants, more institutions are using existing
online resources. User-generated Content (UGC), also characterized as “Conversa-
tional media”, encourages the publishing of one’s own content and commenting on
other people’s content [4]. The role of passive audience has been greatly shifted since
the creation of social media, and a growing number of users take advantage of this
opportunity to generate independent content. Since UGC is the major form of so-
cial media content, Twitter has a great deal of user-generated content and it is still
growing. With the amount of user-generated content, there are great opportunities
for providing data in information seeking tasks.

Raw Twitter data is too unorganized to be used for market research purposes.
Research has been devoted to two major approaches for addressing this problem:
1) automatic machine learning and natural language processing techniques; and 2)

visual representations of Twitter data. However, both of them have limitations:

1. Fully computational methods usually have a high computational complexity and
require lots of computing time. To get higher accuracy scores, some algorithms
require more iterations, such as LDA for topic-modeling. Except for execution
time, other algorithms may also need to be tuned for parameters manually or

programmatically to fulfill different data requirements.

2. Raw results coming from automatic algorithms are hard to understand from a
user’s perspective. Computational results are usually presented as grouped raw
data or with computed scores, which are difficult for terminal users to read,
manipulate or analyze. Better ways of representing data should be explored
to address the difficulties. This leads us to the discussion of how to represent

computational results visually.

3. Visualizing fully computation data or relying on user interactions. There is a
common question of how much visualizations should depend on computed data.

On one hand, since the computed results are not one-hundred percent accurate,
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visualizing data fully based on those results may mislead users. On the other
hand if the visualization opens all the options for users to manipulate the data

on their own, it will be too overwhelming.

4. Visualizations are task-oriented in that one visualization usually serves for a
specific task. Better guidelines are needed to suggest how to design different

visualizations for different forms of tasks.

1.2 Objectives

Motivated by the challenges mentioned above, we developed a visualization system
and propose several design guidelines for a visualization system for information tasks.

The thesis aims at exploring the trade-offs in visual analytics of how to combine
automatic methods and their visual representation. More specifically, our target is
to find the most influential and important Twitter conversations that discuss specific
task questions. We designed a two-phased user study to evaluate performance of
different combinations of calculated scores and visualized quantified features. The
first user study was designed to determine the feature set that corresponds to the
informativeness and relatedness of Twitter data. Then we modeled the computation of
informativeness and relatedness scores using the determined features. The second user
study explored the effectiveness of four different combinations of quantified features
and computed scores. Therefore, this thesis addresses the following research questions

in regards to the integration of automatic methods and visual features:

1. Which quantified features have more impact on the informativeness and relat-

edness of Twitter conversations?

2. Which combinations of computed scores and quantified features are more effec-

tive for information seeking tasks?

3. How to design the user study for evaluating the effectiveness of visualizing

computed scores and quantified features?



1.3 Contributions

We present the main contribution of this thesis to tackle the research questions we

mentioned at the end of the Objectives section.

1. We designed a two-phased user study to evaluate four versions of visualiza-
tions combining automatic methods and visual features. In the first phase, we
sampled and labeled experimental data as input to build visualizations. In the
second phase of the user study we evaluated and analyzed the performance
of four different combinations for automatic methods and visual features for

different user tasks.

2. We built an interactive visualization system in four versions that can be used to
evaluate visualizations that show a full projection combining automatic methods

and visual features.

3. Our study suggests that for browsing tasks, combining automatic methods and

visual features performs the best in efficiency.



Chapter 2

Background and Related Work

2.1 Data and Structure of Twitter

2.1.1 Studies on Twitter Data

Many studies have been focused on Twitter data since it was created. Institutions and
companies explore the potential of Twitter data for promotion and marketing. The
benefits of adopting social media for market research and what will be the process
of research via social media was described in Poynter’s book [3]. Meanwhile, social
media started reforming the economy. Studies on marketing and economy involving
social media was introduced as “Socialnomics” [5]. This book explains how social
media has an influence on people’s daily life and economics. Besides business research
and marketing, universities and research institutions have also been exploring the
potential of using social media data. Researchers from Stanford University show
their work on academic social media data [6]. They collected tweets from the top
100 US universities. Their results suggest some interesting statistics on number of
applicants, the acceptance rate, the US News and World Report rank, the freshman
retention rate and graduation rate. Our work is also based on academic Twitter data,

but focuses more on the efficiency of visualizing data in this domain.

2.1.2 Twitter Networks and Conversations

Social media has network structures, induced by the interactions among users. Much
research has been done on the network nature of Twitter. The conversation on Twitter
is one of the activities that creates Twitter’s network structure. Studies has been
done on the network structure of Twitter conversations and the major activities on
Twitter conversation [7] [8]. Another work [7] explored how interacting with the
Twitter network can possibly improve user influence and bring more followers. Their

results show that replying(@mention) has the dominant correlation to the number of

5
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new followers and performs much better than the number of tweets one user posted
and number of retweets one user gets. Similar research studied the conversations
and collaborations via Twitter [2]. Their research suggested that although Twitter
may not be a good tool for formal collaborations, the conversational infrastructure
enables people to exchange views. Cha et al. [9] measured the influence of Twitter
users through following, being followed, conversations and other interactive activities
on Twitter. They observed that conversation (retweet and reply) on Twitter implies
content value and name value of tweet authors. In our research, we studied several
features of Twitter networks in the research mentioned above (e.g. reply network,
number of tweets, retweets, tweet author influence) and proposed a general ranking
of features based on who has more influence on Twitter conversation content value.
We built a few visualizations on the key features and evaluated their performance in

a user study.

2.2 Text Mining Methods

2.2.1 Feature Selection and Evaluation and Classification

Feature selection has become the focus in lots of research to deal with dataset with
many variables. It potentially facilitate data visualization and data understanding,
reduce dimensionally and storage requirements [10]. Many methods have been pro-
posed for selecting the feature set, such as information gain and CHI-square. A
previous literature review [11] compared the performance of various feature selections
methods for text categorization tasks. During our feature selection process for the
data, we experimented on a few effective feature selection methods according to the
discussion and analysis in that paper.

Researchers have increasing interests in aspect topic classification [12] [13] [14] [15].
Like many other similar aspect topic classification research, these three papers work
on the improvement of topic modeling using popular methods based on Latent Dirich-
let Allocation and Latent Semantic Analysis. However, these methods have a relative
high computing complexity or even are known to be NP-hard problems [16] [17]. For
time-sensitive and real-time data, such as social media data, methods with high com-

plexity have some disadvantages by having longer processing time or require longer
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waiting time for users. Along with the growth of social media, interests have grown
in classification for social media documents [18]. Twitter, as one of the most popu-
lar social media, constantly attracts researchers to study various approaches towards
processing its text such as the classification of twitter data. Support Vector Ma-
chine (SVM) [19] is one of the most popular and efficient classification methods.
Many researchers explored classification using support vector machine on Twitter
data [20] [21] [22]. We adopted SVM for our topic classification and score prediction

to process our Twitter data, as data input for the visualizations.

2.3 Visual Analytics and Cognition

2.3.1 Human Computer Interaction Design Process

A rich and growing literature considers the area of Human Computer Interactions.
Human Computer Interaction is a relatively broad field, so we only review the works
that are related to the design of human-centred interactive visualizations. Tory et
al. [23] discussed how human factors may affect the design and interactivity of visu-
alizations. They reviewed several visualization principles that support three different
approaches for human factor research: user motivated design, user and task-based
design and perception and cognition-based design. In order to improve a user’s un-
derstanding towards the presented data, we adopted the principles of user and task-
based design when designing for study and visualization. Those principles include
user-centred design flow and cognition support such as parallel processing, grouping,
abstraction and organization. Chiang et al. [24] proposed two concepts, interpretation
and trust, to assist people in designing and coordinating for interactive visualizations
with experts from multiple disciplines. They emphasize user and task centric evalu-
ations during machine learning research. This work mainly focused on analysis and
design of visualizations based on user interaction and communicating with users dur-
ing interactive design phase. In our work, we make use of the ideas from this paper
by interacting and communicating with users for requirements, and later focus on

how to design the evaluation process of human computer interaction.



2.3.2 Design Guidelines for Interactive Visualization

A related literature introduced the strategies and methodology for study design via a
nine-stage design framework for designing user-centred studies [25]. The nine stages
fall into three top-level categories: precondition (personal validation), core (inward-
facing validation) and analysis (outward-facing validation). In our study, we itera-
tively practiced this design framework in both building data model phase and building

visualization phase.

2.4 Design Conventions and Encodings

2.4.1 Visual Encodings

Researchers on visualizations have long been contributing to visual encodings for vi-
sualization tasks. Since colour acts as one of the important visual encoding, Silva et
al. [26] reviewed the usage of colour scales in different visualizations. They proposed
guidelines for selecting the right colour scale based on data types or task types. In
our study and visualization design, colour scale plays an important role for presenting
dimensions of data. During our design and implementation, we also considered the
rules and resources reviewed by Silva et al. for applying colour scales to our visual-
ization design. Other research studied different forms of visualization encodings, such
as glyphs and fonts. A study introduced the procedures of encoding glyphs in visual-
izations [27]. FatFonts [28] worked as an application for showing how to encode fonts
for arts and real life usage. These works described how to encode multi-dimensional
data with other visual elements such as glyphs, length, direction and area. In our
study, we encode different dimensions of our data with colour, size, brightness and

position.

2.4.2 Visualization Design Perceptions

Besides the challenges in how to visually encode data, another issue is that a good
designed visualization should meet the existing conventions. Two books [29] [30] de-
scribed the general perceptions for information visualization. In those books, various
visual components, visual patterns and principles have been explained in detail about

how to use them in practice from data structure and patterns, display contrast and
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constancy to visual encodings like color and shape. Research on a visualization named
imMens introduced design conventions via a real-time querying system [31]. Several
visual patterns for representing scalable and parallel data were reviewed and then
integrated to the design of the real-time visual system. Other research proposed the
drawing conventions for sociogram in social network visualization [32]. They explored
approaches for the layouts of social network. They inferred the drawing conventions
and edge crossings for dealing with network visualizations. During the design and
implementation of visual patterns for the visualizations, we referred to these guide-
lines for displaying data patterns, encoding data in color and shapes and addressing

overlapping issues.

2.5 Task-oriented Visualization Design

2.5.1 Visual Analytics

There has been growing interest into the research of visual text analytics. Several
visualizations have been proposed by Liu et al., for instance Tiara [33], Storyflow [34]
and topic competition [35] around topic visualizations. In the research of Tiara [33],
Liu et al. proposed a topic flow visualization for exploring classified topics. This
visualization displays time sensitive keywords in a flowchart that uses layers of flow
to represent different topics. In the Storyflow project, a visualization named Storyline
was built to illustrate the dynamic relationships between entities in a story [34]. They
aimed at effective layout storyline visualizations in applications and how to display the
relationships among different entities. In the third project of topic competition, three
different views were presented for showing topic flow and transition based on Twitter
competition data [35]. They presented events in a visualization combining flow view
for time data and tag view for context. The three papers by Liu et al. focused
on how to improve the performance of data model and layout algorithms. However,
their work didn’t conduct user studies to validate the performance of visualizations in
practice. Other related research includes visualizations for high-dimensional data [36].
In that research, a procedure model of transforming data into visualizations and
finally presenting the visualizations to users was proposed. Our work follows on the

research agenda proposed by this paper and focus more on the user evaluation.
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2.5.2 User Tasks for Information Systems and for Twitter

Users tasks act as an important role in user studies on information seeking. Kellar et
al. examined how users interact with their web browsers within the context of infor-
mation seeking task [37]. They conducted studies to ask participants to rearrange a
pre-defined task category list. The final refined list of categories includes fact finding,
information gathering, transactions and browsing. Besides general information seek-
ing tasks for web browsing, researchers have been exploring the possible user tasks
from Twitter data. Studies conducted by Hurlock et al. explored features that may
lead to influential Twitter content, which helps to study which features are considered
important in Twitter context [38]. User studies were conducted to ask participants
to give scores for a group of tweets in three different types of searching tasks: 1)
a temporal monitoring task, 2) a subjective choice task, and 3) a location-sensitive
planning task. Elsweiler et al. did a long term diary study by surveying users for
the tasks that motivates users’ searching behavior on Twitter [39]. There are eight
coding schemes defined for the tasks: standalone informational, monitoring, senti-
ment /opinion finding, sense-making of conversations/info. filtering, people search,
query social network, refinding and boredom motivated. In our study, we extracted
four information seeking task categories that focus on academic Twitter conversation

data.



Chapter 3

Understanding the Features of Tweets

3.1 Introduction for the Two Phased User Study

As mentioned in Section 1.2 of Chapter 1, our research is mainly focus on finding the

answers on three research questions:

1. Which visual features have more impacts on the informativeness and relatedness

of Twitter conversations?

2. To what degree do users rely on the calculated results (e.g. degree of informa-

tiveness)?
3. How to design effective visualizations for information seeking tasks?

To address the questions above, we proposed two phases of user study for our
research. In the first phase, participants were asked to rate the relatedness and in-
formativeness scores of Twitter conversations. Based on the analysis of these scores,
we built a visualization system in four different versions. In the second phase, par-
ticipants evaluated these different versions of visualizations. The details of the Phase

Two user study will be described in Chapter 4.
In this chapter, we will describe the design of the first phase user study. We

will explain how we collected the experiment data. We will then describe how we
determined the candidate features of Twitter conversations for this user study. In
Section 3.4, we will present the design of the user interface for this study, as well as
the study methodology, including the user study protocol for participants, equipment,
user tasks and experiment procedures. Finally, we will discuss the study results of
this study and the analysis of the data, as well as the research questions related to

the design of a visualization system.

11
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3.2 Data Collection

3.2.1 Data Domain

Academia was the topic domain for our dataset. We collected tweets that were about
selected five Canadian universities from Twitter. The five universities are: the Uni-
versity of British Columbia, Simon Fraser University, McGill University, McMaster

University and Dalhousie University. We chose these universities for three reasons:

1. Population. These universities have relatively large numbers of faculties and

students that ensured there were at least some activities on Twitter.

2. Less Data noise. The search results for these universities are more distinguish-
able than some other schools. University of Toronto, for example, often results
in tweets that talked about events around Toronto, while UBC was more likely
to have results specific to the University of British Columbia. Since we are not
focusing on improving the searching accuracy, we decided to collect tweets of

universities with less noisy data.

3. Location. The five universities are located across Canada, which increases the

variety of context in the data.

Our research goal was to explore the visual representations of data for different
information seeking tasks. To support an organized, efficient visualization, the first
step was to organize the data. Aspect classification [12] [13] is an approach to data
organization. Information categorization help humans to memorize and understand
knowledge [40]. For instance, users will be more likely to remember and understand
UBC with information on scholarship topics than if presented with random informa-
tion about this university. Therefore, we tried to determine what topics of academic
data do people focus on and how to organize and group the information needed for
academia.

In order to define the topics for classification of the academic Twitter data, we
interviewed domain experts from Dalhousie University. We set up meetings with
managers from Dalhousie Communications and Marketing office, Faculty of Graduate

Studies and the Registrar’s Office. Our experts supplied us with different tools that
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they use to collect data about schools. For example, questionnaires and reports that
were designed by the experts from those offices. These materials were designed to
evaluate the performance of promotions and enrolments for Dalhousie University.
Some reports included statistics such as comparisons among multiple universities
across Canada. The original questionnaires and reports are confidential and cannot
be published. However, we summarized topics and keywords from those materials

and interviews. The summarized topics and keywords are shown in Table 3.1.

’ Academics ‘ Finance ‘ Campus ‘ Admission ‘
academic tuition location accept
reputation fee campus size | admission
graduate cost housing enrollment
undergraduate | scholarship | residency
research fellowship | population
internship dining
cO-0p living
course sports

Table 3.1: Topics and Keywords

Four topics have been defined: academics, finance, campus and admission. Each
of these topics contains a list of keywords. After the topics and keywords were de-
termined, we used the keywords to crawl tweets from Twitter. Twitter conversations
were then extracted from the collected tweets as the corpus for our research. We will
show the statistics of our data in Section 3.2.2 and describe the techniques for data

crawling in Section 3.2.2.

3.2.2 Data Processing

The Twitter data was collected from March to the end of April in 2013. The keywords

in Table 3.1 were used as input in Twitter search API.

Before we do further experiment and visual presentation, the data needed to be

prepared and processed. The procedure of data processing consists of five steps.

1. University keywords crawling. We searched for tweets that contain names or

abbreviations of the five universities and stored them in the database.
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2. Location tweets crawling. In addition to tweets containing keywords, we also
crawled tweets that were posted from each of the campuses. We achieved this
by drawing campus boundaries for those schools and collecting any tweets of
which geographic coordinates (latitude, longitude) fall into the campus areas.
The campus areas include all the campuses for the universities. In each campus,
we read the longitude and latitude for the north, south, west and east point,
and retrieved all the timeline tweets falling into this rectangle. The idea of

collecting geographic related tweets was inspired by the research from Sean [6].

3. User data crawling. After getting tweets data, we started collecting the profile
data (i.e. number of followers, number of followings and number of tweets) of

Twitter users who posted the tweets in our database.

4. Conversation extraction. For any tweet that is a reply to other tweet, we re-
quested replied-to tweet if it was not saved to our database. In Twitter API,
each tweet has a field named in_reply_to_status_id that stores the original Tweets
ID. After all the tweets are collected, we found all the root tweets that has more
than one replies, and stored all the replies under the data structure of each root
tweet in a chronicle sequence. Since we prepared our data in a certain time

span, all the further replies were ignored after we stopped crawling data.

5. Aspect classification. We conducted two naive aspect classifications for the
conversational data based on the keywords, one for distinguishing universities
and the other one for topics. For the first classification, we classified Twitter
data into five class, each of which is related to one university. For the second
classification, we grouped data based on the topics mentioned in Table 3.1. In
each Twitter conversation, we check if the conversation text contains one of
keywords relating to the university or topic aspect. If it contains any keyword,
the item was labeled as the class of the university or topic aspect. One Twitter
conversation can be labeled with multiple universities or topics. These classifi-
cations benefit our later procedures of data sampling, which will be described

in Section 3.4.

In total, 153,185 tweets were collected during that time with 36,939 users who

posted. After data pre-processing and cleaning, 13,460 Twitter conversations were
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extracted. The detailed statistics is shown in Table 3.2. Our experiments were con-

ducted based on the 13460 Twitter conversations.

’ \ Before Pre-processing \ Data for Conversations

Number of Tweets 153185 -
Number of Users 36939 -
Number of Conversations | - 13460

Table 3.2: Data Statistics

3.3 Understanding the Features of Twitter Conversations

3.3.1 Previous Studies on Features of Twitter Conversation

The goal of this phase of our user study is to locate important and influential Twitter
conversations. It is crucial to know which features can help to identify significant
conversations. One Twitter conversation consists of a set of standalone tweets that
come with a time sequence and interactions among them. Therefore, the features of
Twitter conversations can be segmented into two parts: 1) features of tweets, and
2) features that reflect conversation structure. Hurlock et al. A user study was con-
ducted to explored features of standalone tweets, whose main goal is to investigate
features that can direct users to valuable and relevant information on a range of top-
ics [38]. Three different types of user tasks were defined: 1) temporal, 2) subjective
and 3) location-sensitive tasks. The results show that tweets with specific facts are
considered useful in temporal and location-sensitive tasks; tweets with trusted and
informative links tend to be useful in all tasks; tweets that have location information
are useful for location-sensitive tasks. The experiments defined 16 positive features
that falls into 5 categories: Twitter content (domain related topics in tweets), reflec-
tion on Tweet (entertaining and sentiment), relevant (time and location), trust (user,
avatar, link), links and meta tweets (retweeted lots and conversation). Their results
show that tweets which have the features of experience, specific information, time,
location, trusted author and useful links were more frequently rated as useful tweets.
Besides the features of standalone tweets, Twitter conversations have other features
because of their network structure, for instance, network-based user influence [9] and

the tree structure of Twitter conversations [41].
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3.3.2 Candidate Features for the User Study

According to the knowledge from previous studies mentioned above and quantifying
our own data, we defined 8 features for Twitter conversations. The list of features is

shown in Table 3.3.

Content Features

1. Topics (e.g. UBC, campus)
2. Location
3. Urls

Conversation Features

4. User influence score

5. Character length of conversation content
6. Number of users in a conversation

7. Number of tweets in a conversation

User Features

8. User description

Table 3.3: Candidate Features

These candidate features fall into three groups: the features of tweet contents, the

features of conversation structure, and user profile.

As a simplified feature set, number of users and numbers of tweets were selected
to represent the structure of conversations. In addition to those features we men-
tioned from previous studies, we added two other features: conversation character
length and user profile. We consider conversation character length as a feature be-
cause longer conversation tends to contain more information. For example, “2013
International Conference on Social Media and Society Dalhousie University, Halifax,
Canada” contains more information than “I'm at Dalhousie”. In the latter example,
people can hardly even tell if it means Dalhousie University. The decision on adding
user profile as a feature is based on the functionality of Twitter. User profile includes

users’ bio information, number of followers and number of followings.
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3.4 Study Design

3.4.1 Introduction

We defined two concept to determine the importance of Twitter conversations: infor-
mativeness and relatedness. The informativeness defines as whether this conversation
is helpful or informative to present some aspects of university such as research, course
or scholarship. For example, I am here in Dalhousie University is less informative than
Introducing a new scholarship for graduate students at Dalhousie University. The re-
latedness defines as whether one conversation is related to topics about universities.
For example, Dalhousie Street in Calgary is not related to academic topics although
it has the same keyword as Dalhousie University.

The purpose of the Phase One user study is to determine which conversation
features have more influence on a user’s perceptions of relatedness and informativeness
of a Twitter conversation. It is the first phase of our two-phased user study. In this
phase, participants were asked to rate the informativeness and relatedness of a set of
twitter conversations to a given topic. We varied the characteristics of the set of tweets
according to the selected features that we hypothesize may impact the perception of
informativeness and relatedness of those tweets. Based on these results we developed
visualizations that employ the most prominent features (Section 3.3) allowing users

to identify the information of their interests from a set of tweets.

3.4.2 Feature Vector and Data Sampling

As we have a twitter conversation corpus with a size of 13460 conversations, it is not
feasible to label all the data. So we sampled a subset of data for labeling. To ensure
a balanced distribution of values for each feature in the sample sets, we created a
feature vector for each conversation. The set of features in this vector was extracted
by quantifying features described in Table 3.3 The feature vectors contains all the
calculable features, including conversation character length, has location, number of
tweets, number of users, and user influence score. The detailed description of the
variables and the value range for each vector is shown is Table 3.4.

For each Twitter conversation, the vector is defined as V'(f):

V(f) = [etopicy Cunivs €locy Curls Cuser ec,lengtha Cu_num; €t_num> Ci_scores er,score] (31)
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Feature ‘ Description
Topic 1: Academics
2: Finance
3: Campus
4: Admission
0: Other
University 1: Dalhousie
2: UBC
3: SFU
4: McGill
5: McMaster
0: Other
Has location 1: Has location
0: None
Has urls 1: Has urls
0 : None
User influence score 1: Ranging from 1 to 10
Character length of conver- | Number of characters in an
sation content conversation
Number of users in a con- | 2 or more
versation
Number of tweets in a con- | 2 or more
versation
Informativeness score scale: -2 to 2
Relatedness score scale: -2 to 2

Table 3.4: Feature Vector and the Range of the Values for Each Feature

Etopicy Cuniv €locy Eurly Cuser, Cclengths Cu_nums €t_num> Ci_score, Er_score Correspond to the fea-

tures described in Table 3.4. Take the following Twitter conversation as an example,
“McGill students use garden as an ashtray. @ McLennan Library (Humanities

and Social Sciences Library) hitp://t.co/ibsMjOZI1n

@loriekloda To be fair, we can’t be sure it was all due to students. How about ‘McGill

smokers’?”

the feature vector is

[etopic - 07 Cuniv = 47 €loc = 1a Curl = 17 Cuser = 264E‘57

(3.2)

€clength = 287, Cu_num = 27 Ct_num = 27 €i_score = 07 €r_score = 0]

In this vector, eppicande,n,, are the results of keywords classification. In this

example, there is no matching topic keywords so the value is other (espic = 0). It
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took place in McGill (€ypiy = 4). €10 and e,,; were the boolean values of the meta data.
eioe = 1 and e,,; = 1 stand for there are location meta data and url in this Twitter
conversation. e, was computed using page rank [42] algorithm, using following
relationship between users as in-links and out-links. The following user graph was
built by traversing all the users in our database and connecting any two which have a
following relationship. e jengen is the count of characters (ecjenger, = 287) in this text.
Cunum TePresents two users (€, num = 2) involved in the conversation. €; ,,m, stands
for that there are two tweets (€;um = 2) in this example conversation. €; g.ore and
er_score Were targets of classifications which remained zeros during data processing.

In order to evaluate which features from Table 3.4 have most impact on the re-
latedness and informative of Twitter data, we needed to sample 200 Twitter conver-
sations for four groups of participants to evaluate. First, we manually sampled and
labeled 1000 Twitter conversations with informative scores (€; score) and relatedness
scores (€,_score) tO ensure that we can sample a random distribution for informative
and relatedness scores, avoiding extreme cases which all the samples results have zero
informative and relatedness scores. Second, we sampled four sets of T'witter conver-
sations from the labeled 1000 conversations, each containing 50 conversations. These
samples were generated by assigning 200 random vectors of features and retrieving
the conversations that have the most similar vector values to ensure a randomized
distribution.

When the data samples were ready, the next step was designing a user interface

that displays all the feature values for Twitter conversations.

3.4.3 Study Protocol
Study Process

The task is to ask participants to rate twitter conversations on screen. We recruited 20
participants for rating one of the four sampled sets of Twitter conversations. Each set
contains 50 Twitter conversations. 20 participants were grouped into 4 groups with 5
people in each group. Since we selected conversational features through a regression
model, 200 (4 groups * 50 twitter conversations) data points were needed to make a
credible statistical analysis to counteract bias. Therefore, participants were assigned

to four groups which each participant in the same group was presented a same set
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of Twitter conversations. Each participant was shown Twitter conversations talking
about the five universities. The participant rated the informativeness and relatedness
of the conversations to help us determine the impact features. The detailed process

and estimated time is described in Table 3.5.

Steps Description Approximate
time

1. Consent 5 minutes

Form(Appendix C)

2. Background Question- | Participants knowledge | 5 minutes

about five Canadian uni-
versities and campus life.

naire(Appendix D)

3. User Study 30 minutes

1) Task description Researcher introduces the | 5 minutes
task
2) On-screen Questionnaire | Rate relevance and related- | 40 minutes
(Appendix E) ness of 50 twitter conversa-
tions
3) Post-task Questionnaire | After rating all the twitter | 5 minutes

(Appendix F)

conversations, participants

answer questions about the
importance of various fea-
tures.

Table 3.5: First Phase Study Procedures

Step 1, each participants signed consent form that they understand the benefits
and risks of the studies.

Step 2, participants filled in the background questionnaires on their basic age,
education and English fluency background, and also about their knowledge on the
five Canadian universities and Twitter data. This background information was used
to classify participants into different research group, so that within each group par-
ticipants has relatively similar background.

Step 3, each participants was presented with 50 Twitter conversations, and was
asked to rate each conversation as well as answering on-screen and post-task ques-

tionnaires.

Study User Interface

The user interface for Phase One user study is shown in Figure 3.1:
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The conversations text is shown in the top left (Figure 3.1A). Conversations are
selected from academic twitter data that we collected on four different topics (aca-
demic, finance, campus, admission). Participant were asked to rate the relatedness
and informativeness of conversations to academic topics in the top right (Figure 3.1C).
Relatedness has a scale from -2 to 2, in which -2 means not related, 2 for extremely
related. Scale of informativeness is from -2 to 2 (not informative to extremely infor-
mative). A cloud of pre-defined tags are displayed in Figure 3.1B, and participant can
click to select all the tags that are related to the current conversation. Figure 3.1D
shows the locations of tweets in conversation or users location from their profile. In-
formation of tweet user profiles are displayed below the tags (Figure 3.1E). A text
box for note is located on the bottom of page. If participants have any comments
they can write down there. A post-task questionnaire of the task (Appendix F)will
be shown after participant finishes rating all the tweets.

Each participant performed a set of tasks interacting with the interface in Fig-
ure 3.1. They were firstly given a set of twitter conversations to rate the informative-
ness and relatedness of each conversation to query academic topics. Then, they were
asked to fill in a questionnaire on their preference of which information is more useful
while making decisions.

Since we selected conversational features through a regression model, 200 (4 sam-
ples * 50 twitter conversations) data points were needed to make a credible statistical
analysis. For each sample, there were five participants in order to eliminate bias re-
sults from individual participant. Participants were Dalhousie University students,
staff or faculty. We required participants to have some knowledge about Canadian

universities and Twitter.

3.5 Study Results Analysis

3.5.1 Introduction to Data Analysis Approaches

We collected three different types of user data for this study: 1) rating scores of
informativeness and relatedness; 2) tags of universities and topics; and 3) participants’

preference on different features.

1. Rating scores of informative and relatedness. The participants labeled these



23

scores on the user interface of this study. In each page, participants read the
conversation content and checked information on other features of conversation
(e.g. user profile, location, urls and so on). Then they gave a rating about how

informative or related the selected conversation is to the academic domain.

2. Tags of universities or topics. On the user interface, the participants tagged
universities or topics that the Twitter conversation is related to. This data was
used for university classification and topic classification in the second phase of

the user study.

3. Participants preference for different features. This data was collected from the
post study questionnaire. In the questionnaire, the participants were asked to

rate the usefulness of each selected features from their own perspective.

We performed two types of data analysis for the collected data: analysis of user

preference and feature evaluation.

3.5.2 Analysis of Users’ preference

Every participant was asked to rate for the usefulness of each feature for determining
informative and related Twitter conversations. Each feature was voted in a 1 to 5 scale
(1 - not useful, 5 - very useful). We summed up the votes to calculate a total score
for each feature. In our current design, participants voted each feature only once
for informativeness and relatedness of conversations at the same time. We should
consider in the future design to vote for how each feature impacts informativeness
and relatedness respectively. The results of the total scores for each feature is shown

in Figure 3.2.

As seen in Figure 3.2, we can conclude that the most useful features from a user’s
perspective are urls, topic tags and Twitter user profile description. Twitter conversa-
tions that contain urls to extended content are considered more useful. Conversations
that talk about academic topics are useful for our domain specific tasks. In addition,
conversations with a trusted Twitter user, for example, a professor working at UBC,

is also likely to carry useful information.
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3.5.3 Feature Evaluation

Besides users’ preference in feature set, we computed the performance of feature sets
using different feature selection algorithms as an alternative approach to determine
the feature set. We wanted to select a subset of features that performs the best in
distinguishing different classes for the classification tasks. The input of these tasks
were feature vectors (Equation 3.1 without e;opic and €y, ) of the 200 sampled Twitter
conversations with labeled informativeness scores and related scores by participants
in the user study. Topics and university features were excluded because that these
two features are nominal variables which do not have an intrinsic order. Some feature
evaluation algorithms such as gain ratio and chi-square, rank the features by calcu-
lating a score to evaluate their performance. Therefore, evaluation methods can be
also used to evaluate the performance of individual features. In our study, we used
different feature evaluation methods for calculating the performance of the selected
features.

Three common methods of feature ranking and evaluation have been used in
the data analysis: information gain ratio attribute evaluation, gain ratio attribute

evaluation and, chi-square attribute evaluation.

Information Gain

Information Gain method evaluates features by calculating their information gain.
This is a decision tree based approach. Information gain is defined as the difference
in the entropy between one parent node to one of its child nodes. For example, we
have a dataset D and want to evaluate its attribute set A. We can get the information

entropy as:
Kk
info(D) = — Zpil092(pi)
i=1

Then we dividing attribute set A and calculate entropy for each of A’s sub attribute,

we can get a set of entropy as:
k

infoa(D) = Z %info(Dj)

j=1

Finally the information gain is calculated by:

gain(A) =info(D) —infos(D)
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Then we can calculate the information gain for each of the features literately.

Information Gain Ratio

Information Gain Ratio evaluates the worth of an attribute by measuring the gain
ratio with respect to the class. The computation for gain ratio is one step further to
information gain. The difference is that gain ratio considers the balance of attribute

distribution. The gain ratio is computed as:
GR = gain(A)/H (v)

where H(v) is an intrinsic value that was defined as the entropy of distribution of

attributes into decision tree branches. The formula for H(v) is shown as below.

H(v) = =3 plo)loga()

J

Previous studies show that gain ratio performances better than information gain [11],

yet we still compared results in both methods.

Chi-square

Chi-square method evaluates features by computing the value of the chi-squared
statistic with respect to the class. The formula to calculate chi-square values is

defined as follows: .
5 (A; — np;)?
X — - - 7
; np;

Chi-square evaluates the ability of an attribute to distinguish classes.

In our study, the classification tasks are the prediction for informativeness and re-
latedness score. The training set with labeled score by participants from this study is
used to evaluate the selected features. We used Weka [43] to evaluate the performance
of features. Weka implemented the three evaluation methods and provides an user
interface for manipulating input, output and parameters. The results of the three
evaluation methods after normalization are shown in Figure 3.3. As shown in Fig-
ure 3.3, three methods give similar results. For informativeness, whether the Twitter
conversation has school location information, character length of conversation and

number of tweets in the conversation are more important. For relatedness, whether
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the conversation was tweeted within campus area is more important than the rest

features.

3.5.4 Results Discussion

In conclusion, from the participants’ perspective, Twitter conversations with url,
conversations that talk about specific universities or topics, conversations that have
nearby locations (relative to the campuses of five universities) and trusted Twitter
user profile are more helpful features than the number of tweets, number of users.
Based on featured evaluation algorithms, whether the Twitter conversations show
its located in and around those school campuses and length of conversation content
(characters or number of tweets) are more helpful for predicting the informativeness
of one conversation on academic topics. The conversations that are within campus
areas are more related to academic topics. The output of the first phase user study
provided the candidate features, the classification and score results to support the
two sources of data which can help users determine the importance of Twitter data:
1) the quantified features that can be presented and visualized to display to users
and 2) the informativeness and relatedness scores that can be calculated based on the
quantified features.

We summarized three research questions related to the design of a visualization

system for academic Twitter conversations.

1. Is it necessary to present the first source of data (quantified features) to users
while the second source of data (informativeness and relatedness) was calculated

based on the first one? If it’s going to be presented, how to visualize it?

2. How much would users trust the calculated informativeness and relatedness

scores?

3. Which source of data or combination of both sources should be presented to

users to help them with information seeking tasks effectively?



Chapter 4

Designing an Interactive Visualization of Twitter

Conversations

As we mentioned in Chapter 3, we split our user study into two phases. The first
phase described in Chapter 3.3 explored key features for identifying informative and
relative Twitter conversations. The second phase of the user study, which we describe
in this chapter, is to evaluate different versions of visual representations for user tasks.
In Section 4.1, we describe the main research question whether we should present to
users the quantified features or calculated relatedness and informativeness scores. We
define the scopes of visual features and computed results respectively and gives some
examples about different cases.

We introduce the procedures of data processing in Section 4.2. The methods we
used for classification and scores prediction will be described and we will elaborate
how the data was used to support our visualizations. Section 4.3 is the description
for the design of our visualizations. Details about how we transformed visualizations
from the research challenges and results are presented. In Section 4.4, we are going

to describe the design of our user study to evaluate the visualization system we built.

4.1 Visual Features vs. Automatic Methods Trade-offs

At the end of Chapter 3, we summarized a few questions from an analysis of the results
for the phase one user study. The major question we want to investigate is what are
the trade-offs of representing the visualization of quantified features or representing
the computed results from automatic methods. To be more specific, there are two
sources of results which users can rely on to determine the importance of Twitter
data. One source consists of a set of information such as number of users in a Twitter
conversation, user influence of the blogger who tweets. Another source is computed
scores of informativeness and relatedness which are not 100 percent trusted. Users

have the options of not using any of the two sources, using one of the sources, or

29
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using both sources. The problem came to which option is more effective.

As we all know, there is no guarantee for automatic methods, such as classifica-
tions, score prediction and clustering, to perform with a one-hundred percent accu-
racy. This is especially true when dealing with text mining problems. Text mining
methods have to consider the ambiguity in languages and bias in individual perspec-
tive. As a result, representing the data computed by automatic methods may be
misleading. On the other hand, if we put aside the computed results completely, and
display only some selected features of data, it may end up requesting an overwhelming
work for the user to manipulate and get insights of the data. Therefore, our task was
to investigate the trade-offs between representing the visual features and computed
data, and explore the guidelines of how different combinations work in different task

scenarios.

4.1.1 Features Definition and Examples

We define visual features as the built-in properties of data or the attribute values
we can get through simple calculations. In our data, some example features are the
length of a Twitter conversation, the number of users in a conversation, user influence
score and whether a conversation contains url information. In this case, we can get
the length of a conversation through observation, while calculating user influence
score simply based on the network properties. By representing these features, we
mean representing the values in some straightforward visual scales. For instance, the
scale of numeric results can be represented visually as different sizes, distances or
brightness. There are some conventions [26] [29] [30] for visual encodings, and we
will introduce how we adopted those conventions and encoded our visualizations in

Section 4.3.

4.1.2 Automatic Methods and Examples

The definition of automatic methods is the machine learning or Natural Language
Processing methods we used for text mining tasks. Some typical methods are text
classification, score prediction and text clustering. In our study, we used the auto-
matic methods to classify universities and topics, as well as predicting for the infor-

mativeness and relatedness score of Twitter conversations. The methods types and
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corresponding tasks are shown in Table 4.1.

Tasks \ Type
Classification for the Universities classification
Classification for Topics classification
Score Prediction of Informativeness score prediction
Score Prediction of Relatedness score prediction

Table 4.1: Method Tasks and Type

Now we have two aspects of attributes to evaluate: visual features and automatic
methods as defined in Section 4.1. The way we evaluate the effects of these two
aspects is to integrate different combinations of the two aspects into four versions of

the interface, which is shown in Table 4.2. We will describe implement of these four

Version ‘ Description

Version One NO visual features + NO automatic methods
Version Two NO visual features + automatic methods
Version Three | Visual features + NO automatic methods
Version Four | Visual features + automatic methods

Table 4.2: Four Versions Of Visualization System

versions in Section 4.3 and the evaluations of four versions in Section 4.4.

4.2 Processing Data to Support Visual Representation

In this chapter, we are going to describe how we process our data for different data

tasks (Table 4.1) using classification and scores prediction.

4.2.1 Twitter Conversation Classification

It is difficult to help performing information seeking tasks on unprocessed Twitter
conversations alone. A common way of processing data is data classification. In our
data, two classifications were performed on the data. First, we classify it into five
universities. For each university, there are four sub-categories of topics: academics,
finance, campus and admission. The goal of the second classification is to classify data
of each university into four topic sub-categories. Classification is a very important

task in data mining area. The aim for a classification is to learn the model or function
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for projecting data into a certain class. In that way, the model can be used for future
prediction. Support Vector Machine (SVM) [19] is one of the popular supervised
state-of-the-art classification methods. It achieved the classification by determine the
hyperplane which has the biggest margins to the nearest support vectors. Our training
set is the labeled data from the first phase of user study, in which participants were
asked to tag universities and topics for every conversation. The inputs are the feature
vectors of conversations that were computed previously for the data sampling in the
first user study, combining values of the term frequency-inverse document frequency
(TF-IDF) of each conversation. Output results are the classes for universities or

topics.

C-Support Vector Classifier

We were using ¢ type SVC to classify universities and topics. Giving training set
x;,t = 1,..., 1, and target vector y;(y € {1,2,3,4,5} for universities, y € {1,2,3,4}
for topics), C-SVC solves the optimization problem as follows [19]

w’b7£

!
L r
i = E C¢;
min 5% w+i:1 13

. (4.1)
subject to yi (W () +0) > 1 - &,

fi Z O,Z == 1,...,[,

Usually we solve the following problem (Equation 4.2) as well due to high dimen-
sionality of w.
main %O&TQOé +ela
subject to yTa=0, (4.2)
0<o; <Ci=1,...,1,
where Qij = y;y;K(z;,;), and K(x;,x;) is the kernel function. The kernel function
we used to classify universities and topics were Radial Based Function (RBF) and

linear respectively. RBF is defined as in Equation 4.3.

K (5, 25) = exp(y|lz; — ;%) (4.3)

~v was set to 0.091 for university classification. After Problem 4.2 is solved, the
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optimal w satisfies
!
W= Zyz&z¢($z> (4.4)
i=1

and the decision function is

!
sgn(wro(x;) +b) = sgn(z vy K (z;,x) +b) (4.5)

i=1
4.2.2 Score Prediction

We calculated two types of scores: informativeness and relatedness. The training
sets for these two scores are as labeled for informativeness and relatedness by our
participants in the previous user study. We reused the training sets and feature

vectors as input for SVM to perform a regression task for scores prediction.

e-Support Vector Regression

We were using € type SVR to classify universities and topics. Giving training set
it = 1,...,1, and target vector z;, the standard form of Support Vector Regres-

sion [44] is as follows
‘ - ! Lo
wI,Ibl,lglfl* §w w+C;£i+C;@
subject to  wlB(x;) +b—z < e+, (4.6)
zi—who(r) —b< &

5@751* > 072 = 17 "'7l7

Usually the following problem (Equation 4.7) becomes dual problem.

l l

1

min §(O‘_Q*)TQ(OZ —a’) "‘Z(CH—&*) —I—Zzi(a—a*)
“ i=1 i=1

4.7

subject to ef(a—a*) =0, (4.7)

0<a,a; <Cii=1,..1
where Qij = K(z;,z;), and K(z;,z;) is the kernel function. The kernel function we

used to classify universities and topics were RBF (Equation 4.3). v was set to 1 for

both classifications.
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After Problem 4.2 is solved, the approximate function is

Z(—a—i—a*)K(mi,xj) +b (4.8)

4.2.3 Data Support for Visual Features

In Chapter 3, we selected a list of eight features (Table 3.4 except for the two scores) to
investigate their performance both from users’ perspective and the feature evaluation.

The list of features and the calculating methods are described as follows:

1. Number of characters in the conversation. This doesn’t include mention nota-

tion (Qusername), urls or tag notations (#tag).
2. Number of tweets in one conversation.
3. Number of users in one conversation.

4. User influence score. This score is calculated based on the page rank value from

the network of our conversation data.
5. University. One of the five universities appears in the conversation.
6. Topic. One of the four topics (or other topics) the conversation belongs to.

7. Location. Whether conversation has location information in and around uni-

versity campuses.

8. URLs. Whether the conversation contains url to external website.

4.3 Design of Visualizations

4.3.1 Design considerations

From the results and discussion from the user study on key features to identify im-

portant Twitter conversations, we summarized several design questions:

1. What are the properties that need to be visualized?

In general, we divided the properties into two groups: 1) properties for visual
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Visual Features

Numbers of characters

User influence score Automatic methods
Number of tweets Informativeness score
Number of users Relatedness score
URLs

User profile

Table 4.3: Visual Properties for 1) visual features and 2) automatic methods

features; 2) properties for automatic methods. The details of properties in each
group are shown in Table 4.3. The finalized visual features are slightly different
from the results of the previous user study to serve for a more focused and
simplified study model. There are three reasons for choosing these features: 1)
they can be easily quantified; 2) the results of the first phase study suggest the
importance of these features; 3) a simplified list of features is less confusing for
users. Users may feel confused if they have to manipulate the combinations
of over ten different features. How many features would be the appropriate
size and effective could be interesting to study as future work. Except for the
informativeness and relatedness scores, we did classifications for universities and
topics which are also automatic methods. The results were used to help refine
the information, and were not evaluated or compared with visual features in

our current design.

2. How to visually represent the values for each property?
Each property should have a unique visual interpretation so that they can be
distinguishable from each other. We will describe the visual encodings for each

property later in this chapter.

3. What are the task scenarios of the visualizations?
No visualization can be universal for all the tasks. We categorized information
seeking tasks into four categories: 1) Information gathering, 2) opinion, 3)fact

searching and 4) user profile related tasks.

4. How many visualizations do we need?

We needs four sets of visualizations to evaluate different combinations of visual
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features and automatic methods. Two variables needs to be evaluated: visual
feature and automatic methods. In each combination the two variables have
boolean values (with or without). Therefore, four sets of visualizations were

needed to make an universal set.

4.3.2 Visual Encodings
Visual Encodings for Features

In the list of visual features, the number of characters, number of tweets and number
of users have numeric values, while urls and user profile are text format. For the two
textual features, we decided to represent them as they are originally in the Twitter
conversation. The context of Twitter conversations is accessible for users, and they
can click web links of users’ profile and urls to check profiles on Twitter or browse
page from the url of a website (Figure 4.1A). For the four numeric features, we project
them onto a two-dimensional axis, each time with two features (Figure 4.1B). There
are two reasons for this visual projection. On one hand, it is difficult for humans to
understand multi-dimensional data, and low dimensions of data is easier to perceive
and suit for visual scalability [31]. On the other hand, the combinations of features
may provide extra insights. For example, a long conversation posted by two users
back and forward may be more personal than a conversation with equivalent length
posted by multiple irrelevant users. To display information in a straightforward way
while showing the collaborations between features, two-dimensional projection is a
good way to benefit on both sides. Number of characters for a conversation was set
to be the default selection, and users could switch to number of tweets, number of
users and user influence score alternatively. The order followed the feature selection
results from Chapter 3.3 which suggests number of characters for a conversation has

more impact on the informativeness and relatedness of Twitter data.
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Visual Encodings for Computed Results

For the classifications of universities or topics, we used different colors to display the
classes. Color is conventionally encoded for grouping [30]. Since there are two cate-
gories of classes, we cannot simply distinguish classes using different colors. Instead
we need an extra approach to represent which type the colors stand for. We propose

two alternative approaches.

1. First clustering, then coloring. We firstly do a clustering data using a palette
for their classes. For example, clustering the data into clusters representing
academics, finance, campus, admission and other topics respectively, then in

each cluster, displaying different universities with different colors.

2. Color one type at a time. In this approach, the data is colored with one type at
a time, and users have the option to decide which type to color. Users have the
option to color universities or topics at a time in the cases that whether they
want to distinguish universities or topics. The consideration for using color for
both universities and topics instead of using colors with shapes is that in two of
the versions, the size of the nodes varies with informativeness score and using

different shape would add complications for comparing the size differences.
The two approaches were adopted in all versions of our visualization system.

The unit of this data is Twitter conversation, so the visual unit is also a conver-
sation. Each conversation is represented as a node with two attributes for each
node: size and brightness. Size and brightness are conventionally encoded for
numeric values [30]. In our visualizations, informativeness score is encoded as
the size of a node. The bigger the size, the more informative the conversation
is. Relatedness is encoded as brightness. The brighter the node represents the

more related conversation.

4.3.3 Four Versions of Visualizations

Because of the combinations of visual features and results computed by automatic
methods, we built four versions of visualization system. The variable properties for

visual features are: number of characters for a conversation, user influence score,
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number of tweets and number of users. We didn’t consider those the textual features
(urls, user profile, topics and universities) as variables for the current system. Urls
and user profiles were presented the same in every version as meta data for Twitter
conversation. The information of universities and topics keep the same in every ver-
sion for the current stage of the study as filter functions. We may consider the visual
representations of non-numeric features as a future work. The variable properties for
automatic methods are: informativeness and relatedness scores. Each version consists
of two views: the general view and the detail view. The general view shows the num-
ber of Twitter conversations for each category in a matrix-like bar chart. The detail
view displays conversations as a collection of nodes. For each question, participant
was first shown general view with general statistics on the dataset, and then detail

view was displayed by clicking through one of the category block.

Version One

The visualizations of version one system is shown in Figure 4.2. It doesn’t contain
any information about the four variable visual features or scores of informativeness
and relatedness. The classifications of universities and topics are represented by the
colour of nodes and the colour of cluster stroke respectively. The size of nodes stays

the same for each conversation.

Version Two

the visualizations of version two system is shown in Figure 4.3. This version adds the
information for informativeness and relatedness on top of version one. In the general
view, the brightness of colour for each bar shows the score of informativeness. The
darker the colour, the higher the informativeness scores are. Since general view is
showing statistics for a set of conversation data, we didn’t come with a solution for
displaying relatedness score at the same time. In the detail view, size and brightness

are added to represent the informativeness and relatedness respectively.

Version Three

Version three doesn’t have information for scores. It adopted two axes to show the

values of visual features. Users are given the options to choose the combinations
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Academics Finance Campus Admission Other
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Figure 4.2: Version one: (1) general view (2) detail view
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Figure 4.3: Version two: (1) general view (2) detail view
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of which pair of features to observe. The interface for version three is shown in

Figure 4.4.

Version Four

Similar to version two, the fourth version added the information of the informativeness
and relatedness scores on top of version three visualizations. The see interface for

version four is shown in Figure 4.5.

4.4 Design of User Study

4.4.1 Grouping Participants

We recruited 48 participants for this user study. Most participants were recruited
within Dalhousie University. Among them, more than half of the participants were
younger than 25, 30 people have bachelor degree and above, mostly study computer
science, 30 of the participants were male students and more than half of them used
Twitter at least once.

Since we have four different versions of system, the minimum number of people
needed to possibly show all the cases is factorial(4) = 24. We doubled this number
to leave spaces for more cases. Participants included Dalhousie University students,
staff or faculty. We required participants to have some knowledge about Canadian
universities, Twitter and have experience using interactive systems. We assigned each
participant to a version of system so that we can have 12 participants for each version
of our system. We asked our participant to fill in a background questionnaire so that
we can group participants with similar background in one group (which contains four
people who have been assigned four different versions) to balance the performance
between groups. For example, we grouped people with similar English proficiency
in one group so that the performance will not likely to be affect too much by their
reading speed. In this way, for instance, version one from better English group might
performs better than version one with less fluent English group, but the relative
difference between version one and two within the same group might be similar. The
final results were sums for each version.The purpose of this grouping is to reduce

variations of personal factors that may affect the performance (such as discipline,
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Figure 4.4: Version three: (1) general view (2) detail view
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education level, language proficiency and so on) so that we can focus on the factors

we want to evaluate (response speed, accuracy, moves of interaction and so on).

4.4.2 Data Collection

Three data collection methods were used during this study: system log, background

questionnaires, and post-task questionnaires.

1. System Logs
We logged the position of mouse clicks and positions, and all the interactivity

participants did when they performing tasks.

2. Background Questionnaire
The questions (Appendix L) ask the participants about their knowledge of top
universities in Canada, twitter usage and experience in interactive systems.
These questions help us to know more about participants experiences and pref-

erences.

3. Post-task Questionnaire
The post-task questions (Appendix M) ask the participants to rate the tweets

they selected. This will help evaluate our system.

4.4.3 Study Protocol

The procedure of study is described in Table 4.4.

The Tasks

We performed a between subjects user study to evaluate the efficiency of the different
versions for our system. Each participant performed tasks on one assigned version

out of four versions of our system.

Four Different Versions of Our System

The aim of our system is to evaluate the two factors that we defined for our system:
1) calculated relatedness and informativeness scores; 2) selected visualized features.

We have calculated relatedness and informativeness scores for each of the Twitter
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Steps Description Approximate
time

1. Consent Form 5 minutes
2. Background Question- | Participants knowledge | 5 minutes
naire about Canadian univer-

sities, campus life and

experience with interactive

systems.
3. Training Sessions 10 minutes
4. Tasks 95 minutes
1) Task description Researcher introduces the | 5 minutes

tasks

2) Interacting with one as-
signed version of the pro-
posed system

Collecting Twitter conver-
sations with our system for
different tasks.

90 minutes

5. Post Study Interview
Questions

5 minutes

Table 4.4: Second Phase Study Procedures

conversation in our database. The select features includes content length of the con-

versation, number of tweets in one conversation, number of users in one conversation,

user influence scores, whether the conversation has urls.

system are developed based on a full factorial of these two factors.

1.

Basic View (Version One)

QOur four versions of the

In the basic version, participants are shown a basic interface that doesnt have

any information about scores or features.

Scores Only (Version Two)

In this version, the interface shows score related views.

Features Only (Version Three)

In this version, the interface only shows features related views.

Scores + Features (Version Four)

In this version, participants are shown interfaces that combines scores and fea-

tures views.
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Each participant was only shown one version during the whole study. Then they
performed the same set of tasks aimed at answering questions on academic topics
with the help of our proposed system and Twitter conversation data. We pre-selected

tasks that could be finished within 15 minutes time window.

Between Subjects Design

We adopted between subjects design for this user study. Four participants perform
for a set of tasks. Each of the participants only dealt with one version of our system.
The participants were grouped according to their background information so that we

can balance variations of the results due to the differences between participants.

Task Definition

Based on the previous studies of information seeking tasks for web [37] and Twit-
ter [39], we decided to evaluate on four different categories of tasks for information

seeking on academic Twitter data:
1. Information Gathering (e.g. Top 5 useful conversations about course in UBC)
2. Opinion (e.g. School ranking based on admission conversations)
3. Fact Searching (e.g. Undergrad tuition fee at McGill)
4. User Profile Related (e.g. 3 active users talking about research news)

Participants were asked to find answers to 8 task questions from these four cat-
egories (see Appendix H) interacting with our system. These tasks were performed
under a time limit (15 minutes per each task). For each task, participant were asked
to search and browse the informative and related Twitter conversations they found,
and include the conversations in the answer list by clicking the “include to the list”
button shown in Figure 4.1A.

The evaluations of tasks performance were based on time of completion, amount
of interactions (clicking, dragging, and so forth) and the content of questionnaire

answers. The analysis of study data will be introduced in the following chapter.



Chapter 5

Evaluation of Visualization Designs

5.1 Introduction

In this chapter we present the analysis conducted for our Phase Two user study (Eval-
uating Effectiveness of an Interactive Visualization System on Twitter Data). This
chapter starts from research questions that our following analyses needs to answer
in Section 5.2. Section 5.3 describes the data we use for analysis. Section 5.4 shows
the variables we defined for the analyses. In Section 5.5, we will show the results
of One-way Analysis of Variance (ANOVA). We will show some further analysis in
repeated measures ANOVAs in Section 5.6. Other data analysis will be described
in Section 5.7. Discussions on four categories will be described in Section 5.8. In
Section 5.9, we will discuss designs insights based on this research, and possible im-

provements for the user study and visualizations.

5.2 Research Questions

In the Phase Two user study, we evaluated four systems in complete combinations
of visual features and predicted scores under four categories of information seeking
tasks. The analysis of this study results were trying to answer the following research

questions:

1. Which combinations of features and scores are more efficient and perform the

best in information seeking tasks?
2. What are performance of these combinations on individual category of tasks?

3. Which tasks have better performance and why?

48
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5.3 Description of Data

The data we use in the analysis comes from two major sources: 1) user interactions
with our visual system, and 2) post study questionnaires Different types of data are
used to evaluate the effectiveness and efficiency of four versions of visual system.
There was a set of Twitter conversations as gold standard for each task question.
The gold standard Twitter conversations were manually selected by going over all the
conversations in the corpus and selecting all the conversations that are related to the

question. The types of data we use for evaluating efficiency are as follows:

1. Total clicks. The number of clicks on each Twitter conversation node that
participant performed to find answer to each question. Total clicks were col-
lected by recording the node click events during participants’ interaction with

the system.
2. Time. The time each participant spent on each question.
The types of data we use for evaluating effectiveness are as follows:
1. Hits. The number of clicks when participant hit the answer from gold standard.

2. Precision. The precision of answers comparing to gold standard. In our analysis,
precision suggests how many correct results out of participants’ selection were

returned.

3. Recall. The recall of answers comparing to gold standard. In our analysis, recall

suggests how many correct results out of gold standard set were returned.

The raw results we collected from the user study are shown in Appendix @, R and S.
We performed normalization test on each type of data. All of the variables are

normally distributed and can be used for further analysis.

5.4 FEvaluation Variables

Several ANOVAs and repeated measure ANOVAs have been conducted to evaluate
our study results and answer the research questions. ANOVA analyses were used

to analyze the overall performance difference among four versions of system and
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difference in four task categories. Repeated measure ANOVAs were conducted to
show the interactions of four versions and four task categories.

In ANOVA, Analysis data are grouped into two types: dependent variables and
between-subjects variables. Dependent variables are usually defined as being closely
connected to the measuring instrument, or in other words, variables that can show
performance. Between-subjects are the variables that set the differences between
participants.

In repeated measures ANOVAs, besides for between-subjects variables, each de-
pendent variable is divided into n levels to explore the variations for one participant.
Therefore, repeated measures ANOVAs are conducted to study the differences of

performance between participants and within each participant.

5.4.1 Dependent Variables and Between-subjects Variables in ANOVA

There were different dependent variables:

1. Total clicks. The number of clicks on each Twitter conversation node that

participant performed to find answer to each question.
2. Hits. The number of clicks when participant hit the answer from gold standard.
3. Precision. The precision of answers comparing to gold standard.
4. Recall. The recall of answers comparing to gold standard.

5. Time. The time each participant spent on each question.

Among these five variables, total clicks and time are measurements for efficiency,
while hits, precision and recall are measurements for effectiveness. Total clicks are
measured by how many clicks one participant performs on clicking nodes to open
Twitter conversations. Time is the time span for each participant to complete each
task. Hits stands for the clicks when participant hit nodes that contain answers.
Precision and recall are the performance of participants answers comparing to gold
standards.

We have conducted our measurements with three different between-subjects fac-

tors:
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Table 5.1: Values of Heqture * Hscore to Version Number

Hscore

0 1

17 0 | Version One Version Two
feature "1™ Yersion Three | Version Four

L. Hfeature * Hscore- H feature (H fequture € {0,1}) is a boolean value shows whether
the visualization is with or without visualized features. Hgcore (Hseore € {0,1})
is a boolean value shows whether the visualization is with or without scores.
Hteature * Hscore (H fequture € {0,1}, Hyeore € {0,1}) is the production of these

two values.
2. Version. One of the four versions of visualizations.
3. Task Category. One of the four task categories.

In order to study both the production effects and individual effects, we analyzed
the combining effects and individual effects of H feqture ¥ Hgcore at the same time. The
relationships of H feqture * Hseore to versions is shown in Table 5.1. Version refers to
four different versions of our visualizations. Task category refers to the four different
categories of task questions. Task category was used to measure the difference between

tasks, which is different from the former two variables.

5.4.2 Within-subjects Variables and Between-subjects Factors in

Repeated Measures ANOVAs

For repeated measures ANOVAs, the between-subjects factors consist of 1) H feqrure *
Hgcore and 2) Version. The projection of H fequre and Heore resulted in four versions.
However, since we were also interested how Hfeqture and Hgeore would perform indi-
vidually, we did analysis to both H feqyre * Hgcore and version respectively. The task
category was used to determine within-subjects levels. All the dependent variables are
split into four levels based on the task categories. For instance, total clicks are split
into total clicks_category_1, clicks_category_2, clicks_category_3 and clicks_category_4

to represent clicks performed by one participant in each task category respectively.
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5.5 One-way Analysis of Variance (ANOVA)

The aim for ANOVA is to measure the difference in efficiency (clicks, time) and effec-
tiveness (hits, precision, recall) between versions or different categories of tasks. We
conducted different ANOVAs with dependent variables and between-subjects vari-

ables as described above.

The results show that the effectiveness variables had similar performances among
versions and tasks, thus they are not much valuable for further analyses. There are

two possible reasons to explain this issue.

One reason is that we gave each participant sufficient amount of time so they tried
their best to find the best answers. As one participant mentioned in the post-study

questionnaire:

“You might consider reducing time (from 15min to 10min) and increase the num-

ber of tasks”.

This suggests that participants have extra time to refine their answers to be close
to the gold standard. The consideration for an adequate time span was to enable
participants to forward to next question so we can measure the time differences. We
may need a more intuitive design in interface and tasks in the future to reach this

goal while be able to measure effectiveness.

Another reason is that since we have a relatively small corpus, participants could
narrow down to a small set merely by using search interfaces to help filtering results.

This may also lead to statistically similar performance in effectiveness.

As for efficiency, all the three between-subjects variables impact significantly on
total clicks. There’s no significantly difference in time between versions since time
could be affected by many other factors such as network speed, and although we have
control on the background of participants on the same group, differences in computer

skills could still affects how long it takes to complete a task.

Though we need to work on fixing these issues to be able to evaluate and observe
possible differences in effectiveness variables and time in the future, in this thesis we

narrow down the analyses to efficiency variable, specifically, total clicks.
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Table 5.2: Tests of Between-Subjects Effects (Dependent Variable: TotalClicks)

Source df | Mean Square | F Sig. | Partial Eta Squared
Corrected Model | 3 4357.829 4.277 .005 | .033

Intercept 1 464051.565 455.413 | .000 | .545

Hcore 1 3907.878 3.835 .051 | .010

H teqture 1 8020.898 7.872 .005 | .020

Hfeature * Hseore | 1 1144.711 1.123 290 | .003

Error 380 | 1018.968

Total 384

Corrected Total | 383

5.5.1 ANOVA of Dependent Variables with Hcuyre * Hocore as

Between-subjects Variable

To explore the differences among the H feqture * Hscore, we conducted a one-way analysis
of variance (ANOVA) with total clicks as the dependent variables and (H feqture *
Hgcore) as the between-subjects variable. The between-subjects effect is shown in

Table 5.2.
ANOVA of TotalClicks in different Hycore 01 H feqture situations indicates that there

is a significant differences in TotalClicks between groups that Hfeqture = 1 and groups
that Hfeqture = 0, p >0.05. There is a marginally significance between groups that
Hyeore = 1 and Hyeore = 0, p = 0.051 <0.1. Both Hgeppe(Partial EtaSquared = 0.01)
and H feqture Partial EtaSquared = 0.02) are considered having a small effect size
according to rules of thumb [45]. However, H feqture impact the results slightly more

than H.ore.

Therefore, whether the visualization has visualized features or not impact the
number of total clicks performed. Version 1 and Version 3 have the same H.pre = 0
value but different Hfeqryre. Same difference can be found between Version 2 and
Version 4. These two sets of versions have different results in the number of total
clicks (see Table 5.3). Meanwhile, whether the visualization has informativeness and
relatedness scores or not have only a marginally impact on the number of total clicks.
The differences show in between of Version 1 and Version 2, or Version 3 and Version
4 (Table 5.3). To have a better understanding for the difference in versions (e.g.
Version 2 vs. Version 3, Version 1 vs. Version 4), we started ANOVA and post hoc

analysis in versions.
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Table 5.3: Total Clicks in Different Versions

Version Total Clicks
Version 1 (Hfeqture = 0, Hseore = 0) | 4248
Version 2 (H feature = 0, Hseore = 1) | 3304
Version 3 (Hfeature = 1, Hseore = 0) | 3039
Version 4 (Hfeature = 0, Heore = 1) | 2758

5.5.2 ANOVA and Post Hoc Analysis of Dependent Variables with

Version as Between-subjects Variables

ANOVA results shown that version has a significant impact on TotalClicks (p = 0.005
<0.05) as well. To analyze which version performs better, we conducted a post hoc
study on the impact of version on TotalClicks using Turkey and LSD evaluation.
Results are shown in Table 5.4.

Version 4 has the most impact on TotalClicks and Version 3 also has a great
impact on TotalClicks. Version 2 still perform significantly better than Version 1.

There are no significantly differences among Version 2, Version 3 and Version 4.

5.5.3 ANOVA and Post Hoc Analysis of Dependent Variables with Task

Category as Between-subjects Variables

We conducted ANOVAs on the difference in each dependent variable with different
TaskCategory. The results are plotted in Figure 4.2.
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Table 5.4: Multiple Comparisons (Dependent Variable: TotalClicks)

I J Mean Diff | Std. Si 95% Confidence Interval
Version | Version | I-J Error & Tower Upper
Bound | Bound
2 9.83 4.607 | .144 | -2.06 21.72
1 3 12.59 4.607 | .033 | .70 24.48
4 15.52 4.607 | .005 | 3.63 27.41
1 -9.83 4.607 | .144 | -21.72 | 2.06
2 3 2.76 4.607 | 932 | -9.13 14.65
4 5.69 4.607 | .605 | -6.20 17.58
Turkey HSD 1 1259 1607 | .033 | 24.48 | -.70
3 2 -2.76 4.607 | .932 | -14.65 | 9.13
4 2.93 4.607 | .921 | -8.96 14.82
1 -15.52 4.607 | .005 | -27.41 | -3.63
4 2 -5.69 4.607 | .605 | -17.58 | 6.20
3 -2.93 4.607 | 921 | -14.28 | 8.96
2 9.83 4.607 | .033 | .77 18.89
1 3 12.59 4.607 | .007 | 3.53 21.65
4 15.52 4.607 | .001 | 6.46 24.58
1 -9.83 4.607 | .033 | -18.89 | -.77
2 3 2.76 4.607 | .549 | -6.30 11.82
LSD 4 5.69 4.607 | .218 | -3.37 14.75
1 -12.59 4.607 | .007 |-21.65 | -3.53
3 2 -2.76 4.607 | .549 | -11.82 | 6.30
4 2.93 4.607 | .526 | -6.13 11.99
1 -15.52 4.607 | .001 | -24.58 | -6.46
4 2 -5.69 4.607 | .218 | -14.75 | 3.37
3 -2.93 4.607 | .526 | -11.99 | 6.13
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Table 5.5: Total Clicks in Different Task Categories

Task Category Total Clicks
Task Category 1 (Information Gathering) | 2991
Task Category 2 (Opinion) 3098
Task Category 3 (Fact Searching) 2562
Task Category 4 (User Profile Related) 4698

Both precision and recall drops dramatically in TaskCategory 4 (Figure 5.1). Fur-
ther post hoc analysis indicates that TaskCategory 4 is significantly different from the
other three categories while among other categories the difference is not very signifi-
cant. TaskCategory 4 also has significant more TotalClicks (Table 5.5). The hits are
more in category two and four, and less in task category one and three. As discussed
before, the differences in precision, recall, and hits are not significant, though they

still suggests a slightly different in TaskCategory 4.

5.6 One-way Repeated Measures ANOVAs

5.6.1 Repeated Measures of Hycqture ¥ Hscore

For repeated measures ANOVAs, the ANOVA analyses had been done on four task
categories repeatedly to get average effects.

Two 2 (Hfeature, Hscore) X 4 (TotalClicks) repeated measures ANOVA design
was used to evaluate the relationship between participants using different versions
of system that how many clicks they need to complete different categories of ques-
tions. Main effects of clicks for different type of questions are shown in Table 5.6,
where p = 0.001, and Hycore (p = 0.225), Hpeature (P = 0.085), H feature * Hscore (P =
0.508). The interaction between clicks and H feqrure is statistically significant (0.085
<0.05). Therefore, versions which Heqpure = 1 performs differently than versions
that Hfeqture = 0. To reveal more details, we conducted repeated measures and post

hoc on versions.

5.6.2 Repeated Measures and Post Hoc of Version

The graph of significant interactions between four versions on four task categories

is shown in Figure 5.2. We can see from the graph that for TaskCategory 1, 2
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Table 5.6: Tests of Between-Subjects Effects for Repeated Measures (Dependent Vari-

able: TotalClicks)

Source df | Mean Square | F Sig. | Partial Eta Squared
Intercept 1 | 232025.783 180.154 | .000 | .804
Hgeore 1 | 1953.939 1.517 225 | .033
H teature 1 14010.449 3.114 .085 | .066
Hteature * Hseore | 1| 572.355 444 508 | .010
Error 44 1 1018.968
Estimated Marginal Means of MEASURE_1
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Figure 5.2: The Graph of Significant Interactions
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Table 5.7: Function Usages in Different Versions

Version deselect include select click click  exclude search
_checkbox _node _checkbox _block _node _node

1 407 525 115 29 4248 792 356

2 455 505 212 38 3304 733 380

3 543 510 265 64 3039 640 407

4 406 494 178 23 2758 529 331

and 3, theres not very much difference in TotalClicks between the four versions. For
TaskCategory = 4, theres a significant difference between version 1 and other versions
which the post hoc study shows a significance value p <0.05 (version 2 <0.05 when
using LSD but >0.05 using Turkey evaluation). No big difference found among version
2, 3 and 4.

From repeated measure analysis results, we conclude that: 1) category 4 were
completed with lower precision and recall score, which suggests that this category of
task is more difficult to complete the four versions of visualizations; 2) version 4 that
combines visual features and computed scores (Hfeature = 1, Hscore = 1) performs
the best in TaskCategory 4; 3) in general, H feqrure = 1 performs slightly better than
H,.ore = 1. We will discuss later in Section 5.8 for the possible explanations to the

patterns we observed.

5.7 Other Data Analysis

We collected other forms of data to help improve our results and the future design in
user studies and visualizations. We collected the data for usage of different functions,
keywords that users input for narrowing down results and comments from post-study

questionnaires.

5.7.1 Function Usage

The statistics of function usage in different versions and different task categories are
shown in Table 5.7 and Table 5.8 (See Appendix T for the raw data we collected from
each participant).

Participants who used version four relied on search functions less and clicked more

nodes before they got answers.
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Table 5.8: Function Usages in Different Tasks

Task deselect include select click click  exclude search
_checkbox _node _checkbox _block _node _node

1 401 376 189 54 2991 603 655

2 400 620 159 37 3098 826 396

3 449 508 254 34 2562 589 487

4 561 530 168 29 4698 726 236

5.7.2 Post Study Questionnaires and Questions

After the user study, each participant had the option to write about their experiences
on the scores, features, design of user study and system. 19 participants thought
that informativeness and relatedness scores are helpful, yet 3 of them said that they
don’t trust some part of the results. 20 participants felt that features were helpful for
finding the answers. We observed the network latency of the system and informed the
participants to expect that during the study, and two of the participants still talked
about the speed in the post study questions.

“The speed can be improved.”

“Maybe the system could be faster and more robust.”

Many participants suggested that they would like a better filtering and searching
function. Although search function is just an assistant function in our system and
was beyond the scope that we wanted to evaluate, we should consider the impacts of

search functions to both the study results and system design in the future.

5.8 Search Task vs. Browsing Task

As we mentioned in the chapter Designing an Interactive Visualization of Twitter
Conversations, we categorized information seeking tasks into four categories: 1) In-
formation gathering, 2) opinion, 3) fact searching and 4) user profile related tasks.
We observed that in task 1, 2 and 3, participants used more search functions than
categories four. Participants tended to click to read text in task 4 more frequently
than the rest. These observations show that there are two patterns in these tasks:
searching and browsing. Task 1, 2 and 3 shown more like a searching pattern, while
users tended to search through keywords. Task 4 took more clicks and browsing text

to complete, thus it suggested more as a browsing pattern. Our questionnaire and
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interview results (Appendix P) show that browsing tasks are considered more difficult

to complete than searching tasks.

5.9 Conclusion and Design Guidelines

In this chapter, we described the variables that have been used in our study analysis
and presented analysis results of ANOVAs and Repeated Measures. We summarize

the answers to some research questions as follows:

1. Which combinations of features and scores are more efficient and perform the

best overall in information seeking tasks?

Our analyses show that combining both features and scores in the visualization
performs the best in terms of total clicks. Version 4 has the most impact on total
clicks and Version 3 also has a impact on total clicks. Version 2 still perform

significantly better than Version 1.

2. What are performances of these combinations on individual category of tasks?
For information browsing tasks (task category 4), combining both features and
scores performs the best. H fequre performs slightly better than Hcore.

3. Which tasks have better performance and why?

Searching tasks (task category 1, 2 and 3) have better performance than brows-
ing task (task category 4). Participants relied heavily on searching functions

besides the visualized results in searching tasks.

From the analyses, we distill some process-oriented recommendations and future
improvements for both how to conduct user study and implementing better visual-

izations.

5.9.1 Design Guidelines and Procedures

After conducting analysis on various measurements for our visualization study, we
propose the following guidelines and procedures for designing interactive visualization

system for information seeking tasks.
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First, determine whether the tasks are browsing tasks or searching tasks. Adapt
visualizations to focus on browsing or searching tasks.

Second, if they are searching tasks, more focus should be put into how to improve
searching algorithms and searching experience.

Third, if they are browsing task, experiment with appropriate visual features
that may potentially help lead to the answers and also assist the user by suggesting
a computed score of possibility to answer. Choosing an appropriate set of visual
features potentially improves performance more than suggesting imperfect computing

algorithms.

5.9.2 Future Improvements for the User Study and the Visualization

For both the user study and visualization, our first future consideration will be having
a bigger dataset. Through this we may be able to study more possible difference
among participants behaviors.

It is also a challenge to combine the interface for both searching and browsing
tasks. Some tasks may need both searching and browsing skills. One approach could
be progressive disclosure. For instance, implementing an interface that helps users
with searching procedures first. Once searching part is complete, disclose detailed
interface to enable users to browse interesting visual patterns.

For implementing the visualizations, improvements can be done on both the data
side and visual side. Support interface with better algorithms will always help, while
how to display dominant visual features will be an interesting research topic. As we
came across difficulties trying to measure the performance of time, how to design a

better user study that can adopt time as a reliable measurement remains a challenge.



Chapter 6

Conclusion

In this thesis, I presented an evaluation process for visualizing solutions of information
seeking tasks on Twitter data. This process consists of four major procedures: 1)
define information seeking tasks and features for categorizing tasks; 2) study the
impact features for information seeking tasks; 3) implement visualization systems; 4)
study and evaluate the effectiveness and performance of visualization systems.

First, four categories were defined for common information seeking tasks. The
four categories are information gathering, opinion, fact searching, and user profile
related tasks. Our research uses the Twitter data as an experiment domain. The
goal of completing information seeking tasks on Twitter conversation data, is to find
the most important pieces of data that relates to certain topic. In our case, we focus
on academic related topics.

Second, we designed a study to find the prominent features of important Twitter
data. We defined two measurements for evaluating how important one Twitter con-
versation is. The two measurements are informativeness and relatedness. Meanwhile,
we listed several features that may possibly affect the informativeness and relatedness
of Twitter data, as the variables of our study. 20 participants were recruited to label
the score of Twitter conversation data.

Third, we built four versions of visualization systems on the basis of the ranking
of influential features to compare and evaluate the performance of those features.
Finally, we evaluated four versions of visualizations systems under different tasks.

In this chapter, I will review the list of contributions in my thesis and later discuss

about the limitations of my work and possible future works.

6.1 List of Contributions

Based on the studies and analysis described before, my thesis work can be summa-

rized in a few aspects: dataset, study for relatedness and informativeness of Twitter
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conversation, visualizations system and the design of user studies for evaluating vi-

sualization systems.

6.1.1 Datasets

We collected 13460 Twitter conversation data from March 2013 to April 2013. The
Twitter dataset includes 36939 users and 153185 tweets. That Twitter data comes
from five Canadian academic institutions: University of British Columbia, Simon
Fraser University, McGill University, McMaster University and Dalhousie University.

The domain of this data was restricted in academic topics.

6.1.2 Relatedness and Informativeness

Considering the features of text document and social media, we defined two measure-
ments for the importance of each Twitter conversation: relatedness and informative-
ness. A user study was designed to study the influence of selected features that may

affect the relatedness and informativeness of Twitter conversation.

6.1.3 Visual Analysis Tool

We built four visual systems based on the selected features from previous study.
These four different versions of system focus on two variables: score and quantified
visual features. Performance and efficiency of those visual systems were evaluated by

a following user study.

6.1.4 User Study Design for Evaluating Visualization System

We designed and conducted a human-centered user study to evaluate four different

versions of system under different information seeking tasks.

6.1.5 Design Guidelines and Procedures

We propose the following procedures and guidelines for designing interactive visual-

ization system for information seeking tasks.
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First, determine whether the tasks are browsing tasks or searching tasks. Adapt
visualizations to focus on browsing or searching tasks by showing more data visual-
ization patterns or more refined search functions.

Second, if they are searching tasks, more focus should be put into how to improve
searching algorithms and searching experience.

Third, if they are browsing task, experiment with appropriate visual features
that may potentially help lead to the answers and also assist the user by suggesting
a computed score of possibility to answer. Choosing an appropriate set of visual
features potentially improves performance more than suggesting imperfect computing

algorithms.

6.2 Limitations and Future Work

There are limitations around the algorithms we use for the classification of our data
set, and score predictions. In the future, there are possibilities to explore more details

on these questions:
1. What learning algorithms should we apply?
2. How does it adoptable for other domains other than academic corpus?
3. How can the algorithms scale to a bigger corpus?

Other than computing algorithms, there are also questions about how to explore
a better task definition, how we evaluate and select appropriate sets of measurements
for a given analytic task and whether those measurements can be adapted to other
domains.

The evaluation of visual system design remains challenging and needs a lot of
efforts in the future studies. It is a challenge to combine the interface for both
searching and browsing tasks. Some tasks may need both searching and browsing
skills. One possible approach to address this issue could be progressive disclosure.
Searching function could be used to narrow down the results and browsing design
offers the insights to explore interesting patterns in the data. For implementing the
visualizations, improvements can be done on both the data side and visual side. For

designing the data support of text visualization system, improving the performance
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of text mining algorithms will direct users to be closer to the desired results, while
how to display dominant visual features to enable exploring potential data patterns
would be an interesting research topic. The last but not the least, as we came across
difficulties trying to measure the performance of time, how to design a better user
study that can adopt time as a reliable measurement remains a challenge for the

future as well.
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Appendix A

First Phase User Study - Study Protocol

This study protocol below excerpts from Research Ethics Application (REB # 2013-2954)
submitted to Dalhousie University under this research. Some of the references have been
modified according to the architecture of this thesis.

2.3 STUDY DESIGN - In this section

2.3.1 state the hypotheses or the research questions or research objectives
2.3.2 describe the general study design and how it will address the hypotheses /

questions /

objectives
2.3.3 describe how many participants are needed and how this was determined
234 describe the plan for data analysis in relation to the

hypotheses/questions/objectives
2.3.5 if a phased review is being requested, describe why this is needed for this
study and

which phases are contained in this application

2.3.1 Research Question

Two primary research questions are addressed in Phase one of this study:

1) What features matter to users when determine the importance of twitter
conversations?

2) Which is more valuable, tweets in conversations or standalone tweets?

2.3.2 General Study Design

Process

We will conduct a laboratory study using members of the Dalhousie University
community as participants (primarily students, but recruitment is also open to

faculty and staff). We will use a desktop computer with a screen recording system

to perform tasks. The procedure of study is described in the following table.
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Steps Description Approximate time

1. Consent From(Appendix 5 minutes
A.3)
2. Background Participants’ knowledge | 5 minutes

Questionnaire(Appendix | about U15 universities

A.4) and campus life.
3. Task 30 minutes
1) Task description Researcher introduces | 5 minutes
the task

2)On-screen Questionnaire | Rate  relevance and | 20 minutes
(Appendix A.5) relatedness of 40 twitter

conversations

3)Post-task Questionnaire | After rating all the | 5 minutes
(Appendix A.6) twitter  conversations,
participants answer
questions about the
importance of various

features.

At the end of the study the researcher will conduct a brief unstructured interview,

asking participants about improvements of user study design.

The Tasks

The task the experimental session is rating twitter conversations on screen. Each
participant will be shown approximately conversations from twitter talking about
U15. The participant will rate the relevance and relatedness of the conversations
to help us determine the impact features.

The layout page for the on-screen task is shown in Figure 1:
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Conversation from twitter Relatedness:

Mot Related  Extremely Related
0102030405

Relevance: 51
A Mot Relevant remely Relevan

010203 0405

ES

Tags Map

) course
scholarship D

Users' Profiles

Comment Box

Figure 1: Twitter conversation rating page. A: conversation text area; B: rating board; C: topic tags;

D: map for twitter location; E: users’ profile.
The conversations text will be shown in the top left (Figure 1A). Conversations are
selected from academic twitter data that we collected talking about four different
topics (academic, finance, campus, admission). Participant will be asked to rate
the relatedness and relevance of conversations to academic topics in the top right
(Figure 1B). The relatedness defines as whether one conversation is related to
topics about U15 universities. For example, “Dalhousie Street in Calgary” is not
related to U15 although it has the same keyword as “Dalhousie University”.
Relatedness has a scale from 1 to 5, in which 1 means “not related”, 5 for
“extremely related”. The relevance defines as whether this conversation is helpful
or informative to present some aspects of university such as research, course or
scholarship. For example, “I am here in Dalhousie University” is less informative
than “Introducing a new scholarship for graduate students at Dalhousie
University”. Scale of relevance is from 1 to 5 (“not relevant” to “extremely
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relevant”). A cloud of pre-defined tags will be displayed in Figure 1C, and
participant can click to select all the tags that are related to the current
conversation. Figure 1D shows the locations of tweets in conversation or users’
location from their profile. Information of tweet users profile will be displayed
below the tags (Figure 1E). A text box for note is located on the bottom of page. If
participants have any comments they can write down there. A post-task
questionnaire (Appendix A.6) will be shown after participant finishes rating all

the tweets.
2.3.3 Participants

We will recruit 20 participants. Since we are going to select conversational
features through a regression model, 800 (20 participants * 40 twitter
conversations) input is needed to make a credible statistical analysis. Participants
should be Dalhousie University students, staff or faculty. We will require
participants to have some knowledge about U15 universities and Twitter.

2.3.4 Data Analysis

After the study, we will use the questionnaires to help training the model for
features selection. Through screen records, we will keep track of any difficulties
(response time, mouse movement) in performing any of the tasks to help
determine the effectiveness of the options. Interview notes are taken by
interviewing participants. These notes will be used as reference of feature

selection and improvement for future study design.

This screen records and the source records will be encrypted and placed on a
password-protected computer account accessible only to the investigators. The

records will be cleared after study results come out.

The study results will be reported as research paper built from qualitative and
quantitative analysis of interaction data combined with questionnaire data,
aggregate information, charts and visualizations, and statistics. We will adopt a
regression model to select significant conversational features from rated twitter
conversations. Results from the study will be submitted to appropriate
conferences or journals in the area of Information Visualization, Human Computer
Interaction or Social Media.

74




2.3.5

A phased review is required. We propose two phases for our research. In the first
phase described in this application, participants will be asked to rate the
relatedness and relevance of conversations as the first task. Then they will
perform comparisons between conversations and standalone tweets. The
visualizations in the second phase will be designed according to the study results
from phase one. In the second phase, participants will be shown a visualization
tool and asked to interact with it. We will evaluate the effectiveness of
visualizations.

2.4 RECRUITMENT - In this section, for each type of participant to be recruited,
describe

2.4.1 the study population

2.4.2 any social / cultural / safety considerations

2.4.3 and justify all specific inclusion / exclusion criteria of participants
2.4.4 any recruitment instruments (attach copies)

2.4.5 who will be doing the recruitment and what actions they will take
2.4.6 any screening measures, and how they will be used (attach copies)
2.4.7 any permissions that are needed and attach letters

2.4.1 Study Population

The study population will be Dalhousie University students, staff, and faculty.
2.4.2 Considerations

N/A

243

Participants should be familiar with names of top universities in Canada (U15),
campus life and Twitter. Since we are going to hire participants within school
communities, most candidates are supposed to have some knowledge about

academic institutions and campus life.
2.4.4-2.4.5 Recruitment Procedures and Instruments

Shali Liu will recruit Dalhousie University students, staff and faculty to take partin
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this study. All participants will be recruited by email recruitment notice through
events calendars (i.e. Notice Digest, notice.digest@dal.ca) and through mailing
lists (i.e. cs.all@dal.ca), which is also a monitored mailing list. We may also post
recruitment notice through public websites such as Facebook, twitter. In the
recruitment notice, participants will be asked to email their interest to participate
to the listed researcher. The participant and researcher will then communicate to
find an appropriate time for the participant to do the study. The recruitment

notice script is shown in Appendix A.2.

2.4.6 Screening Measures

Screening will occur through self-selection by participants. Participants will be
asked to complete a background questionnaire before study which asks questions

about U15 universities and Twitter usage.
2.4.7 Permissions

N/A

2.5 INFORMED CONSENT PROCESS - In this section

2.5.1 describe the informed consent process (attach a copy of all consent forms)
2.5.2 if oral consent is desired, describe why it is necessary and how it will be
done (attach a

copy of the script)
2.5.3 if a waiver of informed consent is sought, explain why and describe how
the four criteria

needed for this are met
2.5.4 for third party consent (with or without assent), describe how this will be
done
2.5.5 describe plans (if any) for on-going consent
2.5.6 if community consent is needed, describe how it will be obtained

2.5.1 Informed Consent Process

All participants involved in the study will sign an informed consent form (see
Appendix A.3). This will be administered by a researcher at the initial meeting of
the study. The informed consent outlines the risks and benefits associated with
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the study, a description of the study, the participant’s right to withdraw without
consequence, and assurances of confidentiality and anonymity of personal data.
As well, the informed consent makes it clear to participants that they can

withdraw from the study at any time without loss of compensation.

2.5.2-2.5.6

N/A.
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2.6 DETAILED METHODOLOGY - In this section describe

2.6.1  where the research will be conducted

2.6.2 what participants will be asked to do and the time each task will take (plus
total time)

2.6.3 what data will be recorded and what research instruments will be used
(attach copies)

2.6.4 the roles and qualifications of the study investigators / research staff

2.6.5 how long the participants will be involved in each part of the study

2.6.1 Location of Research

The study will be conducted in a quiet private meeting room in Dalhousie
University.

2.6.2 Study Details

We will meet with participants at selected location. This study will take about 60
minutes. Before study, we will get informed consent (Appendix A.3) from
participants. We will then discuss the study and answer any questions prior to
starting the study. After that, we will have the participants perform the study, and

fill in questionnaires.

During the study, participants will perform two different sections of tasks, using a
dedicated desktop, which participants will fill in an on-screen questionnaire
(Appendix A.5). After the participants finish a task, they will fill in a post-task
questionnaire (see Appendix A.6). In the questionnaire, we will ask the
participants to compare the different ways to perform the tasks and for any

feedback that they have that may be helpful for the design of the application.

2.6.3 Data Recorded and Instruments Used

We will use five main data collection methods during this study: Screen recording,
interview notes, and background questionnaires, on-screen questionnaires, and

post-task questionnaires.

Screen recording
We will record screen during on-screen questionnaire. Through screen records,
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we will keep track of any difficulties in performing any of the tasks to help

determine the effectiveness of the options.

Interview notes
Interview notes are taken by interviewing participants. These notes will be used

as reference of feature selection and improvement for future study design.

Background Questionnaire

The questions (Appendix A.4) will ask the participants about their knowledge of
top universities in Canada. These questions help us to know more about

participants’ experiences and preferences.

On-screen Questionnaire

The on-screen questions (Appendix A.5) will ask user to rate the relevance and
relatedness of text shown on screen. This is one of the major parts for collecting

data to help analysing results.

Post-task Questionnaire

The post-condition questions (Appendix A.6) will ask the participants about how
they feel about different features of twitter conversations and their preference of
choosing different type of tweets. This will help analyse research results.

2.6.4 Roles/qualifications of Study Investigators

Primary investigator Shali Liu will be responsible for recruitment, for
administering the study and analysis of the results. The investigators have
designed the study, including the questionnaires, and prototype tools used during
the study. Shali will be the primary researcher responsible for reviewing and
accessing results. Dr. Evangelos Milios and Kirstie Hawkey will provide guidance

and assistance during analysis.
2.6.5 Length of Participation

This user study should take each participant about an hour to complete.
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Appendix B

First Phase User Study - Recruitment Notice

We are recruiting participants to take part in a research study examining which features
determine the importance of twitter conversations. We are looking for members of the
Dalhousie University community, who have knowledge about Canadian universities,
campus life and twitter.

The study will be conducted in a quiet private meeting room in Dalhousie University.
This study will take about one hour to complete. You will first meet with a researcher to
go over the study details, give consent to do the study and fill in a background
questionnaire. You will then complete a set of tasks with the application that will be
provided, and you will fill in questionnaires after doing each task set. Compensation is
15$ for participation in the study.

If you are interested in participating, please contact Shali Liu (shali@dal.ca).
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Appendix C

First Phase User Study - Informed Consent

DALHOUSIE
UNIVERSITY

Inspiring Minds

Measuring relatedness and relevance of topic oriented twitter conversation
Principal Investigators: Shali Liu, Faculty of Computer Science, shali@dal.ca

Dr. Evangelos Milios, Faculty of Computer Science,
eem@cs.dal.ca
Dr. Kirstie Hawkey, Faculty of Computer Science,
hawkey@cs.dal.ca
Contact Person: Shali Liu, Faculty of Computer Science, shali@dal.ca
(902-999-2151)

We invite you to take part in a research study being conducted by Shali Liu at
Dalhousie University. This description tells you about the risks, inconvenience, or
discomfort which you might experience. Participating in the study might not benefit
you, but we might learn things that will benefit others. You should discuss any
questions you have about this study with Shali Liu.

The purpose of the study is to help us learn which features determine the
importance of tweets. To be eligible to participate in the study, you must be a
Dalhousie University student, staff or faculty, have knowledge about Canadian
universities, campus life and twitter. This study takes about one hour to complete.
You will be compensated $15 for participating in this study; you can withdraw from
the study at any time without consequence. A researcher is always available over the
study period by email or to meet in person to answer any questions you may have or
address any problems that you may experience with the tasks.

For each user study, at the beginning of the study, you will meet with an investigator
(in a quiet, private meeting room in Dalhousie University). At this initial meeting
you will be asked to give consent to do the study and to fill in a background
questionnaire detailing knowledge about Canadian universities, campus life and
twitter usage. You will perform a set of tasks with the application using a desktop.
You will be asked to participate in a set of user study. You will be firstly given a set of
twitter conversations to rate their relevance and relatedness to query topics. Then,
you will fill in a questionnaire asking you about your preference of which
information is more useful while making decisions. During the user study, the time
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and mouse interactions will be recorded with screen recording software. Note that
this record data will not identify you. You will fill in a few questionnaires before and
after each phase of user study. We will also have a short interview with you after
study. We may take notes during the interview. At the end of the study, you will be
asked to briefly describe your study experience.

There are very low risks associated with this study. There is a low risk that some
participants may become frustrated or embarrassed if they experience some
difficulties performing the tasks during the study but the researcher will always be
available during the study to answer any questions.

All personal and identifying data will be kept anonymous and confidential. The informed
consent form and all research data will be kept in a secure location under confidentiality
in accordance to University policy for 5 years post publication. You have the option of
allowing direct quotes included in any final reports.

In the event that you have any difficulties with, or wish to voice concern about, any
aspect of your participation in this study, you may contact Catherine Connors,
Director, Office of Research Ethics Administration at Dalhousie University’s Office of
Human Research Ethics for assistance: phone: (902) 494-1462, email:
Catherine.connors@dal.ca.
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“I have read the explanation about this study. I have been given the opportunity to
discuss it and my questions have been answered to my satisfaction. I hereby consent to
take part in the study. However, I understand that my participation is voluntary and
that I am free to withdraw from the study at any time.”

Participant Researcher
Name: Name:
Signature: Signature:
Date: Date:

0 “I agree to let you directly quote any comments or statements made in any written
reports without viewing the quotes prior to their use and I understand that the
anonymity of textual data will be preserved by using pseudonyms.”

Participant Researcher

Name: Name:
Signature: Signature:
Date: Date:

If you are interested in seeing the results of this study, please check below and provide
your email address. We will contact you with publication details that describe the results.

0 “I would like to be notified by email when results are available via a publication.”

[if this option 1is chosen, please include a contact email address:
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Appendix D

First Phase User Study - Background Questionnaire

PART I - PLEASE FILL IN THE FOLLOWING INFORMATION:

Identification number:

1. Age:
[] 15-25 [] 25-35 [] 35-45 [ ] over45
2. Gender:
[ ] Male [ ] Female

3. What is your role in school?

[ ] Graduate [] Undergraduate [] Faculty and staff

4. Which of the Canadian top universities are you familiar with (familiar with names and
some abbreviation such as UBC)?

Here is the list of universities that we focus on:

[|Dalhousie University
[_IMcGill University
[_IMcMaster University
[1University of British Columbia
[ 1Simon Fraser University

5. On the average, how much time do you spend per day on a computer?

[ ] Lessthan 1 hour [] 1 toless than 5 hours [] 5 to less than 10 hours [ |
Over 10 hours

6. Do you have an account in Twitter?
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[] Yes[ ] No

7. How frequently do you use Twitter?

[ ] At Least once per day [ ] A few times per week
[ ] A few times per month [] Seldom use

[ ] Not at all
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Appendix E

First Phase User Study - On-screen Questionnaires

Please respond to the following statements using the given scale (circle response):
The relatedness means whether one conversation is related to topics about U15
universities.

For example, “Dalhousie Street in Calgary” is not related to U15 although it has the

same keyword as “Dalhousie University”.

The relevance is whether this conversation is helpful or informative to present some
aspects of university such as research, course or scholarship.

For example, “I am here in Dalhousie University” is less informative than “Introducing
a new scholarship for graduate students at Dalhousie University”.

1 2 3 4 5
Strongly not Somewhat not  Neutral Somewhat Strongly

Related/Relevant  Related/Relevant Related/Relevant  Related/Relevant

1. Relatedness 1 2 3 4 5
Strongly Somewhat Neutral =~ Somewhat Strongly
Disagree Disagree Agree Agree

2. Relevance 1 2 3 4 5
Strongly Somewhat Neutral ~ Somewhat Strongly
Disagree Disagree Agree Agree
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Appendix F

First Phase User Study - Post-task Questionnaires

Please rate your general impression about the helpfulness of following features:

1.

helpless helpless
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1 2 3 4
Completely Somewhat Neutral Somewhat helpful
helpless helpless
User profiles 1 2 3
Completely  Somewhat Neutral
helpless helpless
The number of user followers 1 2 3
Completely  Somewhat Neutral
helpless helpless
The number of user following 1 2 3
Completely  Somewhat Neutral
helpless helpless
Description of user 1 2 3
Completely ~ Somewhat Neutral
helpless helpless
Mentions(@) and hashtags(#) 1 2 3
contributes to the value of
conversation Completely ~ Somewhat Neutral
helpless helpless
Whether the conversation hits some 1 2 3
tags Completely  Somewhat Neutral
helpless helpless
Location information 1 2 3
Completely  Somewhat Neutral

5

Very helpful

4

Somewhat

helpful

4

Somewhat

helpful

4

Somewhat

helpful

4

Somewhat

helpful

4

Somewhat

helpful

4
Somewhat

helpful
4

Somewhat

helpful

5

Very
helpful

5

Very
helpful

5

Very
helpful

5

Very
helpful

5

Very
helpful

5

Very helpful

5

Very helpful



Appendix G

First Phase User Study - Letter of Approval

¥ DALHOUSIE
UNIVERSITY

Rasearch Services
Social Sciences & Humanities Research Ethics Board

Letter of Approval
June 03, 2013

Ms Shali Liu

Computer Science\Computer Science

Dear Shali,
REB #: 2013-2954
Project Title: Measuring Relatedness and Relevance of Topic Oriented Twitter Conversation

Effective Date: June 03, 2013
Expiry Date: June 03, 2014

The Social Sciences & Humanities Research Ethics Board has reviewed your application for research involving
humans and found the proposed research to be in accordance with the Tri-Council Policy Statement on Ethical
Conduct for Research Involving Humans.This approval will be in effect for 12 months as indicated above.

This approval is subject to the conditions listed below which constitute your on-going responsibilities with

respect to the ethical conduct of this research.

Sincerely,

Dr. Sophie Jacques, Chair

Post REB Approval: On-going Responsibilities of Researchers
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After receiving ethical approval for the conduct of research involving humans, there are several ongoing

responsibilities that researchers must meet to remain in compliance with University and Tri-Council policies.

1. Additional Research Ethics approval

Prior to conducting any research, researchers must ensure that all required research ethics approvals are
secured (in addition to this one). This includes, but is not limited to, securing appropriate research

ethics approvals from: other institutions with whom the Pl is affiliated; the research institutions of research
team members; the institution at which participants may be recruited or from which data may be collected;
organizations or groups (e.g. school boards, Aboriginal communities, correctional services, long-term care
facilities, service agencies and community groups) and from any other responsible review body or bodies at the

research site

2. Reporting adverse events

Any significant adverse events experienced by research participants must be reported in writing to Research
Ethics within 24 hoursof their occurrence. Examples of what might be considered “significant” include: an
emotional breakdown of a participant during an interview, a negative physical reaction by a participant (e.g.
fainting, nausea, unexpected pain, allergic reaction), report by a participant of some sort of negative
repercussion from their participation (e.g. reaction of spouse or employer) or complaint by a participant with
respect to their participation. The above list is indicative but not all-inclusive. The written report must include

details of the adverse event and actions taken by the researcher in response to the incident.

3. Seeking approval for protocol / consent form changes

Prior to implementing any changes to your research plan, whether to the protocol or consent form, researchers
must submit them to the Research Ethics Board for review and approval. This is done by completing a Request
for Ethics Approval of Amendment to an Approved Project form (available on the website) and submitting three

copies of the form and any documents related to the change.

4. Submitting annual reports

Ethics approvals are valid for up to 12 months. Prior to the end of the project’s approval deadline, the
researcher must complete an Annual Report (available on the website) and return it to Research Ethics for
review and approval before the approval end date in order to prevent a lapse of ethics approval for the
research. Researchers should note that no research involving humans may be conducted in the absence of a
valid ethical approval and that allowing REB approval to lapse is a violation of University policy, inconsistent
with the TCPS (article 6.14) and may result in suspension of research and research funding, as required by the

funding agency.
5. Submitting final reports

When the researcher is confident that no further data collection or analysis will be required, a Final Report

(available on the website) must be submitted to Research Ethics. This often happens at the time when a
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manuscript is submitted for publication or a thesis is submitted for defence. After review and approval of the

Final Report, the Research Ethics file will be closed.

6. Retaining records in a secure manner

Researchers must ensure that both during and after the research project, data is securely retained and/or
disposed of in such a manner as to comply with confidentiality provisions specified in the protocol and consent
forms. This may involve destruction of the data, or continued arrangements for secure storage. Casual storage

of old data is not acceptable.

It is the Principal Investigator’s responsibility to keep a copy of the REB approval letters. This can be important
to demonstrate that research was undertaken with Board approval, which can be a requirement to publish (and

is required by the Faculty of Graduate Studies if you are using this research for your thesis).

Please note that the University will securely store your REB project file for 5 years after the study closure date at

which point the file records may be permanently destroyed.

7. Current contact information and university affiliation

The Principal Investigator must inform the Research Ethics office of any changes to contact information for the
PI (and supervisor, if appropriate), especially the electronic mail address, for the duration of the REB approval.
The Pl must inform Research Ethics if there is a termination or interruption of his or her affiliation with

Dalhousie University.

8. Legal Counsel
The Principal Investigator agrees to comply with all legislative and regulatory requirements that apply to the
project. The Principal Investigator agrees to notify the University Legal Counsel office in the event that he or she

receives a notice of non-compliance, complaint or other proceeding relating to such requirements.

9. Supervision of students
Faculty must ensure that students conducting research under their supervision are aware of their
responsibilities as described above, and have adequate support to conduct their research in a safe and ethical

manner.
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Appendix H

Second Phase User Study - Task Questions

Information Gathering

1. Top three conversations about online courses

2. Top three conversations talking about weather around universities
Opinion

3. What do Twitter users think are good places to study in and

around SFU campus

4.  What do Twitter users think are good places to eat around UBC
Fact Searching

5. Ranking of universities based on conversations talking about

admissions.
6. Whatis the average range of tuition fee per year?
User Profile Related
7. Active Twitter users that post research related information for
McGill.

8. Active applicants of (UBC|McGill|Dalhousie)
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Appendix 1

Second Phase User Study - Study Protocol

This study protocol below excerpts from Research Ethics Application (REB # 2013-3063)
submitted to Dalhousie University under this research. Some of the references have been
modified according to the architecture of this thesis.

2.3 STUDY DESIGN - In this section

2.3.1 state the hypotheses or the research questions or research objectives
2.3.2 describe the general study design and how it will address the hypotheses /
questions / objectives

2.3.3 describe how many participants are needed and how this was determined
234 describe the plan for data analysis in relation to the
hypotheses/questions/objectives

2.3.5 if a phased review is being requested, describe why this is needed for this
study and which phases are contained in this application

Steps Description Approximate time
1. Consent Form 5 minutes
(Appendix
B.3)

2. Background Participants’ knowledge about | 5 minutes

Questionnaire | Canadian universities, campus

(Appendix life and experience with
B.4) interactive systems.
3. Training 10 minutes
Sessions
4. Tasks 95 minutes
1) Task Researcher introduces the | 5 minutes
description tasks
2) Interacting Collecting Twitter | 90 minutes
with one | conversations with our
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assigned system for different tasks.
version of the
proposed
system

5. Post Study Interview Questions (Appendix B.6) | 5 minutes

2.3.1 Research Question

We have two goals for this study:
1) Evaluate the effectiveness of the improvements in our system interface;

2) Study efficient ways of representing Twitter data.

2.3.2 General Study Design

Process

We will conduct a laboratory study using members of the Dalhousie University
community as participants (primarily students, but recruitment is also open to
faculty and staff). We will use a computer with a screen recording system to
perform tasks. The procedure of study is described in the following table.

At the end of the study the researcher will conduct a brief unstructured interview,
asking participants about possible future improvements of our system and user
study design.

The Tasks

We will perform a between subjects user study to evaluate the efficiency of the
different versions for our system. Each participant will perform tasks on one
assigned version of our system. There are four different versions of system, and
we will group all the participants into groups with four participants per each

group.
Four Different Versions of Our System

The aim of our system is to evaluate the two factors that we defined for our
system: 1) calculated relatedness and informativeness scores; 2) selected
features. We have calculated relatedness and informativeness scores for each of
the Twitter conversation in our database. The select features includes content
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length of the conversation, number of tweets in one conversation, number of user
s in one conversation, user influence scores, whether the conversation has urls.
Our four versions of the system are developed based on a full factorial of these
two factors.

1) Scores Only

In this version, the interface will only show score related views.

© 00 | yo3mn-wnts % | §1Google Translate % | [Asocial Conversation

&« € [ localhost:8080/social_conversation/social /visstudy.action 7 & b O

= Apps (G ool (G research (G weka (5 appearance project [ interview [ los development G vis  (T) fkas 6l o) | b http://site.douban

Included Excluded
Empty list Empty list

2) Features Only

In this version, the interface will only show features related views.

»
B 00 /9ozmin-nmty % | §)Google Translate % | [@social Conversation » L
&« € | [} localhost:BOBO/social_conversation/social /visstudy.action?userid=123&version=3 G O =
i mpps [l tool (G research (G weka [ appearance project (G interview (3] ios development [ vis [T lwasswb cid | s« [E] httpi/ fsite.douban
Number of Tweetsa. -
Relatednessa. Doimank Lngut yom Conversations that contain URL
Number of Usersa. -~ @mentions [ #hashtags [ urls
Informativenessa. -~ Conversations with official accounts
User Influencad. - A F
I
Eaaa—er—— | _
| 1— _
__—_-
Included Excluded

3) Scores + Features
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In this version, participants will be shown interfaces that combines scores and
features views.

]
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[
[
—
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4) Basic View

In the basic version, participants will be shown a basic interface that doesn’t
have any information about scores or features.

8 00 | @ustka—T7! % | g3Google Translate % / [A]social Conversation

< C' [ localhost:8080/social_conversation/social /visstudy.action?userid=123&version=1 7 & @

2 mpps [l tool (i research [ weka (i appearance project ([ interview (L] ios development [l vis  [T) lasas ali cid | ceui < [ http://site.douban

Included Excluded

Empty list Empty list

>> > <

Each participant will only be shown one version during the whole study. They will
then perform a same set of tasks aiming at answering questions on academic

topics with the help of our proposed system and Twitter conversation data.

Between Subjects Design
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We will adopt between subjects design for this user study. We will ask four
participants to perform the same set of tasks at the same time. Each of the
participants will only deal with one version of our system. We will group the
participants according to their background information so that we can balance

variations of the results due to the differences between participants.

Tasks Definition

We have defined 6 different categories of tasks:
* Information Seeking (e.g. Top 5 useful conversations about course in UBC)

* Opinion / Decision-making (e.g. School ranking based on admission

conversations)
* Fact Searching (e.g. Undergrad tuition fee at McGill)
* User Profile Related (e.g. 3 active users talking about research news)
» Statistics (Ranking by number of admissions).

Participants will look for answers to these task questions interacting with our
system. These tasks will be performed under a time limit (e.g. 10 minutes per each
task). We will pilot for the length of each task and the amount of tasks under each
category.

The evaluation of tasks performance will base on time of completion, amount of
interactions (clicking, dragging, and so forth) and the context of answers.

2.3.3 Participants

We will recruit up to 50 participants to have a statistics result and check
agreements between participants. Since we have four different versions of system,
we are considering 12 participants for each version, and the rest 2 participants
will be treated as evaluated for our system. We will pilot for variations of possible
results, and then decide the exact number of participants. Participants should be
Dalhousie University students, staff or faculty. We will require participants to
have some knowledge about Canadian universities, Twitter and have experience

using interactive systems.

We will assign each participant to a version of system so that we can have 12
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participants for each version of our system. Participant will be assigned a version
randomly. We will ask our participant to fill in a background questionnaire so that
we can group participants with similar background in one group (which contains
4 people who have been assigned 4 different versions) to balance their
performance. To be more specific, for example, we will try to group people with
similar English proficiency in one group so that the performance will not likely to
be affect too much by their reading speed. Our purpose of this grouping is to
reduce variations of personal factors that may also affect the performance (such
as discipline, education level, language proficiency and so on) so that we can focus
on the factors we want to evaluate (response speed, accuracy, moves of

interaction and so on).
2.3.4 Data Analysis

After the study, we will use the questionnaires to help evaluate the output results
of the system and collect comments on possible future improvements.

The screen records, audio records will be encrypted and placed on a
password-protected computer account accessible only to the investigators. All the

data will be kept anonymous and safe.

The study results will be reported as a research paper based on qualitative and
quantitative analysis of interaction data combined with questionnaire data,
aggregate information, charts and visualizations, and statistics. We will use the
study results to evaluate and improve our system. Results from the study will be
submitted to appropriate conferences or journals in the area of Information
Visualization, Human Computer Interaction, Social Media or Artificial Intelligence.

2.3.5

A phased review is required. We propose two phases for our research. In the
Phase 1 (which has been approved with a reference number REB 2013-2954),
participants were asked to rate the relatedness and relevance of conversations. In
the Phase 2 described in this application, participants will be shown a
visualization tool built from results of the first study and asked to interact with it.

We will evaluate the effectiveness of visualizations.
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2.4 RECRUITMENT - In this section, for each type of participant to be recruited,
describe

2.4.1 the study population

2.4.2 any social / cultural / safety considerations

2.4.3 and justify all specific inclusion / exclusion criteria of participants
2.4.4 any recruitment instruments (attach copies)

2.4.5 who will be doing the recruitment and what actions they will take
2.4.6 any screening measures, and how they will be used (attach copies)
2.4.7 any permissions that are needed and attach letters

2.4.1 Study Population

The study population will be Dalhousie University students, faculty and staff.
2.4.2 Considerations

N/A

243

Participants should be familiar with names of top universities in Canada, Twitter
and have experience in interactive systems. Since we are going to recruit
participants within school communities, most candidates are expected to have
some knowledge about academic institutions and campus life.

2.4.4-2.4.5 Recruitment Procedures and Instruments

Shali Liu will recruit Dalhousie University students, staff and faculty to take part in
this study. All participants will be recruited by email recruitment notice through
events calendars (i.e. Notice Digest, notice.digest@dal.ca) and through mailing
lists (i.e. cs.all@dal.ca), which is also a monitored mailing list. We may also post
recruitment notice through public websites such as Facebook and Twitter. In the
recruitment notice, participants will be asked to email their interest in
participating in the listed researcher. The participant and researcher will then
communicate to find an appropriate time for the participant to do the study. The
recruitment notice script is shown in Appendix B.2.

2.4.6 Screening Measures
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Anybody within the study population, have knowledge on universities and

Twitter, and have basic skills about using computer can participate.
2.4.7 Permissions

N/A

2.5 INFORMED CONSENT PROCESS - In this section

2.5.1 describe the informed consent process (attach a copy of all consent forms)
2.5.2 if oral consent is desired, describe why it is necessary and how it will be
done (attach a

copy of the script)
2.5.3 if a waiver of informed consent is sought, explain why and describe how
the four criteria

needed for this are met
2.5.4 for third party consent (with or without assent), describe how this will be
done
2.5.5 describe plans (if any) for on-going consent
2.5.6 if community consent is needed, describe how it will be obtained

2.5.1 Informed Consent Process

All 10 participants involved in the study will sign an informed consent form (see
Appendix B.3). This will be administered by a researcher at the initial meeting of
the study. The informed consent outlines the risks and benefits associated with
the study, a description of the study, the participant’s right to withdraw without
consequence, and assurances of confidentiality and anonymity of personal data.
As well, the informed consent states to participants that they can withdraw from

the study at any time without loss of compensation.

2.5.2-2.5.6

N/A.

2.6 DETAILED METHODOLOGY - In this section describe
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2.6.1  where the research will be conducted

2.6.2 what participants will be asked to do and the time each task will take (plus
total time)

2.6.3 what data will be recorded and what research instruments will be used
(attach copies)

2.6.4 the roles and qualifications of the study investigators / research staff

2.6.5 how long the participants will be involved in each part of the study

2.6.1 Location of Research

The study will be conducted in a quiet private meeting room in Dalhousie
University.

2.6.2 Study Details

We will meet with participants at selected location. This study will take about 120
minutes. Before study, we will get informed consent (Appendix B.3) from
participants. We will then discuss the study and answer any questions prior to
starting the study. After that, we will have the participants perform the study, and

fill in questionnaires.

During the study, participants will perform two tasks, using a dedicated desktop
or laptop computer, with which participants will interact with our system. After
the participants finish the first task, we will also have a brief interview with
participants at the end of the study (Appendix B.6).

2.6.3 Data Recorded and Instruments Used

We will use five main data collection methods during this study: Screen recording,

interview notes, and background questionnaires, and post-task questionnaires.

Screen recording

We will record screen during participants’ interacting with the system. We will be
using screen recorder software to record mouse moving and clicking. Through
screen records, we will keep track of any difficulties in performing any of the tasks

to help determine the effectiveness of the options.

Interview notes and Audio Recording
Interview notes are taken by interviewing participants (See interview questions in
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Appendix B.6). We will also record the audio during the interview using phone,
laptop or other electronic equipment that has audio function. The audio will be
deleted after we copy important information to our interview notes. These notes

will be used for the improvements of our system and future study design.

Background Questionnaire

The questions (Appendix B.4) will ask the participants about their knowledge of
top universities in Canada, twitter usage and experience in interactive systems.
These questions help us to know more about participants’ experiences and

preferences.

Post-task Questionnaire
The post-condition questions (Appendix B.5) will ask the participants to rate the

tweets they selected. This will help evaluate our system.
2.6.4 Roles/qualifications of Study Investigators

Primary investigator Shali Liu will be responsible for recruitment, for
administering the study and analysis of the results. The investigators have
designed the study, including the questionnaires, and prototype tools used during
the study. Shali will be the primary researcher responsible for reviewing and
accessing results. Dr. Evangelos Milios and Dr. Kirstie Hawkey will provide
guidance and assistance during analysis.

2.6.5 Length of Participation

This user study should take each participant about two hours to complete.
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Appendix J

Second Phase User Study - Recruitment Notice

We are recruiting participants to take part in a research study that evaluates an interactive
visualization system. We are looking for members of the Dalhousie University
community, who have knowledge about Canadian universities, twitter and experience in
using interactive systems.

The study will be conducted in a quiet private meeting room in Dalhousie University.
This study will take about two hours to complete. You will first meet with a researcher to
go over the study details, give consent to do the study and fill in a background
questionnaire. You will then complete two sections of tasks with the application that will
be provided, and you will fill in questionnaires after doing each task. Compensation is
$30 for participation in the study.

If you are interested in participating, please contact Shali Liu (shali@dal.ca).
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Appendix K

DALHOUSIE
UNIVERSITY

Inspiring Minds

Second Phase User Study - Informed Consent

Evaluating Effectiveness of an Interactive Visualization System on Twitter
Data

Principal Investigators: Shali Liu, Faculty of Computer Science, shali@dal.ca

Dr. Evangelos Milios, Faculty of Computer Science,
eem@cs.dal.ca
Dr. Kirstie Hawkey, Faculty of Computer Science,
hawkey@cs.dal.ca
Contact Person: Shali Liu, Faculty of Computer Science, shali@dal.ca
(902-999-2151)

We invite you to take part in a research study being conducted by Shali Liu at
Dalhousie University. This description tells you about the risks, inconvenience, or
discomfort which you might experience. Participating in the study might not benefit
you, but we might learn things that will benefit others. You should discuss any
questions you have about this study with Shali Liu.

The purpose of this study is to evaluate the effectiveness of our proposed interactive
visualization system on academic Twitter data. To be eligible to participate in the
study, you must be a Dalhousie University student, staff or faculty, have knowledge
about Canadian universities, and twitter, as well as have some experience with
interactive visualization systems (i.e. interacting with networking visualizations).
Participating in this study will take about two hours to complete. You will be
compensated $30 for participating in this study; you can withdraw from the study at
any time without loss of compensation. A researcher will be accompanying you
during the study period to answer any questions you may have or address any
problems that you may experience with the tasks.

You will be asked to fill in a background questionnaire detailing your knowledge
about your age, education level, English fluency, nationality, Canadian universities,
your twitter usage and experience with visualization systems. This information will
be used to assign you a group. We will only keep your personal background
information together with your name and contact information till you get the
assignment for a group. Then your background information will only be marked
with a unique identity (without name or contact information) that cannot infer to
you in the future.
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At the beginning of the study, you will meet with an investigator (in a quiet, private
meeting room in Dalhousie University). You will be asked give consent to do the
study. You will then perform two tasks interacting with our system using a desktop
or laptop computer. You will feel the same as using other normal monitors. In
addition, the software used by participants will log and timestamp all interactions.
You will perform a set of tasks that ask you to find out Twitter conversations
towards perspectives, facts or statistics on academic using our system. Sample tasks
include finding the top five Twitter conversations under a specific condition (e.g.
courses in Dalhousie) and statistics about the admission of students to different
universities. We will also have a short interview with you about your study
experience and we will ask about possible future improvements to our system. The
result tweets that you select for our study tasks from your interacting with our
system will be stored. We will also take notes during the interview at the end and
audio taping the interview to help complete out notes.

There are very low risks associated with this study. There is a low risk that you
may become frustrated or embarrassed if you experience some difficulties
performing the tasks during the study. The researcher will always be available
during the study to answer any questions you may have.

All the data mentioned above will be kept confidential and will be de-identified
eventually. The informed consent form and all research data will be kept in a secure
location under confidentiality. You have the option of allowing direct quotes to be
included in any final reports.

In the event that you have any difficulties with, or wish to voice concern about, any
aspect of your participation in this study, you may contact Catherine Connors,
Director, Office of Research Ethics Administration at Dalhousie University’s Office of
Human Research Ethics for assistance: phone: (902) 494-1462, email:
Catherine.connors@dal.ca.
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“I have read the explanation about this study. I have been given the opportunity to discuss
it and my questions have been answered to my satisfaction. I hereby consent to take part
in the study. However, I understand that my participation is voluntary and that I am free
to withdraw from the study at any time.”

Participant Researcher
Name: Name:
Signature: Signature:
Date: Date:

“I agree to let you directly quote any comments or statements made in any written
reports without viewing the quotes prior to their use and I understand that the
anonymity of textual data will be preserved by using pseudonyms.”

Participant Researcher

Name: Name:
Signature: Signature:
Date: Date:

If you are interested in seeing the results of this study, please check below and provide your
email address. We will contact you with publication details that describe the results.

0 “I'would like to be notified by email when results are available via a publication.”

[if this option 1is chosen, please include a contact email address:
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Appendix L

Second Phase User Study - Background Questionnaire

PART I - PLEASE FILL IN THE FOLLOWING INFORMATION:

Identification number:

1. Age:
L] 15-25 [] 25-35 [] 35-45 [ ] over45
2. Gender:
[] Male [ ] Female
3. What is your role in school?
[ ] Graduate [] Undergraduate [] Faculty [] Staff
4. What is your education level?
[] High School [ ] Bachelor [ ] Master [ ] PhD and
above

5. What do you think about your English proficiency?

[] Native speaker [ ] Second Language and quite fluent

[ ] Second Language and OK [] Second Language and less fluent
6. Your nationality is
7. What is your major?

8. Which of the Canadian top universities are you familiar with (familiar with names and
some abbreviation such as UBC)?

Here is the list of universities that we focus on:

[ 1Dalhousie University

[ IMcGill University

[ IMcMaster University

[_|University of British Columbia

[|Simon Fraser University

9. On the average, how much time do you spend per day on a computer?

[] Less than 1 hour [] 1 to less than 5 hours [ ] 5 to less than 10 hours []
Over 10 hours
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10. Do you have an account in Twitter?

[] Yes [] No

11. How frequently do you use Twitter?

[] At Least once per day [ ] A few times per week
[ ] A few times per month [] Seldom use

[ ] Not at all

12. Do you have previous experience of using an interactive system (e.g. network
visualizations, google maps)?

[] Yes [ ] No
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Appendix M

Second Phase User Study - Post-task Questionnaires

Please respond to the following statements using the given scale (circle response):

The informativeness is whether this conversation is helpful or informative to present
some aspects of university such as research, course, scholarship, campus life or
admission.

For example, “I am here in Dalhousie University” is less informative than “Introducing
a new scholarship for graduate students at Dalhousie University http:...".

1 2 3 4 5
NOT Somewhat Neutral Somewhat Very Informative
Informative NOT Informative
at All Informative
1. Selected tweet 1 (results varies from 1 2 3 4 5
different participants) NOT Somewhat ~ Neutral ~ Somewhat Very
Informative NOT Informative  Informative
at All Informative
2. Selected tweet 2 1 2 3 4 5
NOT Somewhat Neutral Somewhat Very
Informative NOT Informative  Informative
at All Informative
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Appendix N

Second Phase User Study - Post Study Interview Questions

1. Do you think the calculated informativeness and relatedness scores
help you find the answers? Do you trust the scores? (For versions
that contain scores information)

2. Do you think the features views (filters, features axises) help you
locating the answers? Why? (For versions that contain features
information)

3. Can you give any comments on improvement of our user study
design?

Any comments on improvement of our system?
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Appendix O

Second Phase User Study - Letter of Approval

¥ DALHOUSIE
UNIVERSITY

Rasearch Services
Social Sciences & Humanities Research Ethics Board

Letter of Approval
June 03, 2013

Ms Shali Liu

Computer Science\Computer Science

Dear Shali,
REB #: 2013-2954
Project Title: Measuring Relatedness and Relevance of Topic Oriented Twitter Conversation

Effective Date: June 03, 2013
Expiry Date: June 03, 2014

The Social Sciences & Humanities Research Ethics Board has reviewed your application for research involving
humans and found the proposed research to be in accordance with the Tri-Council Policy Statement on Ethical
Conduct for Research Involving Humans.This approval will be in effect for 12 months as indicated above.

This approval is subject to the conditions listed below which constitute your on-going responsibilities with

respect to the ethical conduct of this research.

Sincerely,

Dr. Sophie Jacques, Chair

Post REB Approval: On-going Responsibilities of Researchers
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After receiving ethical approval for the conduct of research involving humans, there are several ongoing

responsibilities that researchers must meet to remain in compliance with University and Tri-Council policies.

1. Additional Research Ethics approval

Prior to conducting any research, researchers must ensure that all required research ethics approvals are
secured (in addition to this one). This includes, but is not limited to, securing appropriate research

ethics approvals from: other institutions with whom the Pl is affiliated; the research institutions of research
team members; the institution at which participants may be recruited or from which data may be collected;
organizations or groups (e.g. school boards, Aboriginal communities, correctional services, long-term care
facilities, service agencies and community groups) and from any other responsible review body or bodies at the

research site

2. Reporting adverse events

Any significant adverse events experienced by research participants must be reported in writing to Research
Ethics within 24 hoursof their occurrence. Examples of what might be considered “significant” include: an
emotional breakdown of a participant during an interview, a negative physical reaction by a participant (e.g.
fainting, nausea, unexpected pain, allergic reaction), report by a participant of some sort of negative
repercussion from their participation (e.g. reaction of spouse or employer) or complaint by a participant with
respect to their participation. The above list is indicative but not all-inclusive. The written report must include

details of the adverse event and actions taken by the researcher in response to the incident.

3. Seeking approval for protocol / consent form changes

Prior to implementing any changes to your research plan, whether to the protocol or consent form, researchers
must submit them to the Research Ethics Board for review and approval. This is done by completing a Request
for Ethics Approval of Amendment to an Approved Project form (available on the website) and submitting three

copies of the form and any documents related to the change.

4. Submitting annual reports

Ethics approvals are valid for up to 12 months. Prior to the end of the project’s approval deadline, the
researcher must complete an Annual Report (available on the website) and return it to Research Ethics for
review and approval before the approval end date in order to prevent a lapse of ethics approval for the
research. Researchers should note that no research involving humans may be conducted in the absence of a
valid ethical approval and that allowing REB approval to lapse is a violation of University policy, inconsistent
with the TCPS (article 6.14) and may result in suspension of research and research funding, as required by the

funding agency.
5. Submitting final reports

When the researcher is confident that no further data collection or analysis will be required, a Final Report

(available on the website) must be submitted to Research Ethics. This often happens at the time when a
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manuscript is submitted for publication or a thesis is submitted for defence. After review and approval of the

Final Report, the Research Ethics file will be closed.

6. Retaining records in a secure manner

Researchers must ensure that both during and after the research project, data is securely retained and/or
disposed of in such a manner as to comply with confidentiality provisions specified in the protocol and consent
forms. This may involve destruction of the data, or continued arrangements for secure storage. Casual storage

of old data is not acceptable.

It is the Principal Investigator’s responsibility to keep a copy of the REB approval letters. This can be important
to demonstrate that research was undertaken with Board approval, which can be a requirement to publish (and

is required by the Faculty of Graduate Studies if you are using this research for your thesis).

Please note that the University will securely store your REB project file for 5 years after the study closure date at

which point the file records may be permanently destroyed.

7. Current contact information and university affiliation

The Principal Investigator must inform the Research Ethics office of any changes to contact information for the
PI (and supervisor, if appropriate), especially the electronic mail address, for the duration of the REB approval.
The Pl must inform Research Ethics if there is a termination or interruption of his or her affiliation with

Dalhousie University.

8. Legal Counsel
The Principal Investigator agrees to comply with all legislative and regulatory requirements that apply to the
project. The Principal Investigator agrees to notify the University Legal Counsel office in the event that he or she

receives a notice of non-compliance, complaint or other proceeding relating to such requirements.

9. Supervision of students
Faculty must ensure that students conducting research under their supervision are aware of their
responsibilities as described above, and have adequate support to conduct their research in a safe and ethical

manner.
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Appendix P

Second Phase User Study - Post Study Interview Questions

Results
Scores Features Study Design System
Yes, if keywords
are used 1in
filter, it 1is
much easier for
us to locate the Maybe the system could
valuable be faster and more
targets Not Really robust
Yes, the filter
is very useful. |Your user study
But I did notldesign is already
being asked tolvery nice. But it can
Yes, defintely |do axises be a shorter time. |No
Filters really
Yes. Yes. helpful None Advanced Filtering
Yes, it can
filter the
useless

information and
help me find the
usefule

Yes, I trust thelinformation
scores. faster. None None
Filters: Fast

Yes

and convenient
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Yes. All the[Yes. Filters can
decisions werelfilter some
based on theloptions to save
scores. the time.
% Improve your
searching
functionality like
logical AND, OR, NOT
in queries.
* User different
colors, I had problems
I did, but for with faded colors.
some questions I * I’ ve lost I’m looing
looked for every|Yes, because therejat circles of
possible were too manylunversities or
Yes. conversations. |conversations there. |circles of aspects
Yes, because
there are so

many reviews and
filtering out
them would help
a lot.

1. The keywords
(Filters) could have
been highlighted

2.
could be given about
the user.

More information
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They did. Bigger
circles
stronger colors
contained more
interesting
information.

and

the
questions were a bit
open—ended

Sometimes

— User information on
the
filtering based
user influence.

interface and

on

It is OK.

Filtering be

improved.

can

Yes. There was
still too much
data for me to
look at every

conversation by

It may have been a
little (If
performance drops
toward the end, it may
be because of user

long.

— There seemed to be
times when I would
include/exclude
conversation,
the filtering, and see

the same conversation

al
change

in the graph again.

— The general filter
(matrix) didn’t seem
to filter the
conversations.

the
animation was too fast

Sometimes

for me to stay ** when
the axes changed.

hand - thelfatigue and not|- I would have it very
filters helpedbecause thejuseful to see my
cut it down to alvisualization is|search term  text
manageable unhelpful for thelhighlighted 1in the
size. last tasks) conversation text.

Yes, two out of 8

questions were

completely

based on two

scores.

Yes. Not really

trust.

Yes, they did. I[Yes. Especially|lt’ s better tooffer a

trust the scores{the filter viewlguideline in detail|There exist overlap

to some degree. helps a lot. for the system. problems.
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Yes, the filters

do. The filters
may not  work
really well

because of the
scales and large
overlapping.

But it
relevant

selects

information and
saves a lot of

The function of the

filter, the axises
scale. Separate
graphs could be
applied for some

Yes, [ do. I
trust them to

think
axes can help me
too much.

feature

some degree.

time. extreme situation.
Yes, it helped me
narrow down the
Yes. answeres.
Yes, [ always
click on higher
score to find
information. I
am not sure if I
am trusting the
scores.
Yes, I like the If the axel can be
color changed, it will be
difference. better
The filters can
help me located
the keywords.
However, I don’ t It is better to

highlight the keyword
that the user searched

in the conversation.
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Being able to keep the
conversation
pinned in a certain
location.

under

Being able to see

Not really - 1 which conversations
did not in the graph I’ ve
understand the already seen.
score and it did As the location of
not seem to help circles did not really
whether 1 have any meaning
selected the (location within
informative or given topic /
less university group), I
informative would like better were
conversations. list-like arrangement
I did not quite so that there is an
trust the order to go through
scores. the conversation.

Filters were[There were a lot of

quite useful, [tweets that arelSystem works quite

but axes not solirrelevant. Pruningnicely. No comment

much. the tweets maybe? comes to mind.
Yes, it helps
and I did trust. Good. Works well.

Filter option

was very

helpful, as well Maybe add “Deselect
Yes I do.las axis (but I A11” button which can
Although scores|didn’ t use axis be used in cases when
are not 100%features as much only one unversity /
correct, theylas search or topic needs to be
were helpful. [filter) looked up.

Overall it is

Yes. interesting.

Yes. Narrowing

the scope
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Help me find the

I think it helpsfanswer. It

me find  thel|decreases the

answer. [ trust|{time to find The speed can Dbe

the score. answers. improved.
Should be able to
search within
conversations that
already included or

excluded

Trying to click
on the tiny
nodes can be
hard, when the

graph is really

Provide functionality
to enumerate through

Yes, however the
score may not
effect the
results.

allows me to
find out the
related topic
that I am|
looking for.

dense. queries.
Yes, by
filtering it

No, I didn t
find it quite
informative

Demo Video

Better search
features

Most influential can
have a separate option
Different shapes can
distinctively
the difference
between university or
topics

The general view was
not useful, try to add
some features like
drill down to the

show

specific categories.
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Axes 1is helpful
It’s  helpful,jonly in caselCan randomly arrange
but don’ t trust|that users want|the order of
some of  thelto know  the|qguestions to acquire
result. popularity more accuate results.
Use arrows to show
next tweet
Nodes change place
after included them
into including list
Yes. Butter
visualization
of search
results.
Yes. They savedlYou might consider
time. Also, theylreducing time (from
contributed to[lbmin to 10min) and
the accuracy oflincrease the number
the answers. of tasks to 10

119



Appendix Q

Hits / Clicks Raw Results

Participant({Task|TaskCategory [Version |HasScore HasFeaturelTotalClicks|Hits [HitRatio
10 1 1 1 0 0 30 2| 0. 066667
100 2 1 1 0 0 30 5 0. 166667
10 3 2 1 0 0 41 51 0.121951
10 4 2 1 0 0 47| 10 0. 212766
10 5 3 1 0 0 54 5| 0. 092593
10 6 3 1 0 0 11 4] 0. 363636
10 7 4 1 0 0 39 1] 0. 025641
10 8 4 1 0 0 55 6| 0. 109091
11 1 1 2 1 0 36 2| 0. 055556
11 2 1 2 1 0 54 5| 0. 092593
11 3 2 2 1 0 60 7| 0. 116667
11 4 2 2 1 0 45 11} 0. 244444
11 5 3 2 1 0 49 15| 0. 306122
11 6 3 2 1 0 15 4] 0. 266667
11 7 4 2 1 0 37 3| 0. 081081
11 8 4 2 1 0 45 9 0.2
12 1 1 4 1 1 7 0 0
12/ 2 1 4 1 1 15 0 0
12| 3 2 4 1 1 9 0 0
12| 4 2 4 1 1 16 0 0
12| 5 3 4 1 1 7 0 0
12| 6 3 4 1 1 5 0 0
12 7 4 4 1 1 11 0 0
12 8 4 4 1 1 25 1 0.04
13 1 1 3 0 1 41 3| 0.073171
13 2 1 3 0 1 22 5| 0.227273
13 3 2 3 0 1 38 6| 0. 157895
13 4 2 3 0 1 51 15| 0. 294118
13 5 3 3 0 1 89 7] 0.078652
13| 6 3 3 0 1 28 4| 0. 142857
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18] 5 3 3 0 1 31 0 0
18] 6 3 3 0 1 49 8| 0. 163265
18/ 7 4 3 0 1 45| 13| 0. 288889
18] 8 4 3 0 1 149 9] 0. 060403
19 1 1 4 1 1 14 2| 0. 142857
19] 2 1 4 1 1 9 41 0. 444444
19) 3 2 4 1 1 28 5/ 0.178571
19 4 2 4 1 1 11 41 0. 363636
19 5 3 4 1 1 14 5/ 0.357143
19 6 3 4 1 1 11 41 0. 363636
190 7 4 4 1 1 25 1 0. 04
19] 8 4 4 1 1 18 2/0.111111

1 1 1 4 1 1 41 2| 0.04878

1l 2 1 4 1 1 49 7] 0. 142857

11 3 2 4 1 1 37 5/ 0. 135135

1l 4 2 4 1 1 20 6 0.3

11 5 3 4 1 1 19 3| 0. 157895

1l 6 3 4 1 1 11 4 0. 363636

1 7 4 4 1 1 29 71 0.241379

11 8 4 4 1 1 23 7] 0.304348
20 1 1 1 0 0 42 2| 0.047619
201 2 1 1 0 0 15 4] 0. 266667
20 3 2 1 0 0 42 9] 0. 214286
20 4 2 1 0 0 31 11} 0. 354839
200 5 3 1 0 0 20 2 0.1
200 6 3 1 0 0 21 5| 0. 238095
200 7 4 1 0 0 135 9] 0. 066667
20 8 4 1 0 0 70 11 0.157143
21 1 1 2 1 0 27 2| 0.074074
21 2 1 2 1 0 56| 14 0. 25
21 3 2 2 1 0 40 5 0.125
21 4 2 2 1 0 21 6| 0. 285714
21l 5 3 2 1 0 88| 24| 0. 272727
21| 6 3 2 1 0 16 5/ 0.3125
21 7 4 2 1 0 116 15| 0.12931
21 8 4 2 1 0 138 12| 0. 086957
22 1 1 3 0 1 11 1} 0. 090909
22 2 1 3 0 1 17 5/ 0.294118
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22 3 2 3 0 1 34 2| 0. 058824
22| 4 2 3 0 1 16 5/ 0.3125
22| 5 3 3 0 1 12 41 0. 333333
22| 6 3 3 0 1 12 4] 0. 333333
22 7 4 3 0 1 22 0 0
22 8 4 3 0 1 8 0 0
23 1 1 4 1 1 17 2| 0.117647
23| 2 1 4 1 1 24 71 0. 291667
23| 3 2 4 1 1 47 2| 0. 042553
23| 4 2 4 1 1 24 8| 0. 333333
23| 5 3 4 1 1 19 2| 0. 105263
23| 6 3 4 1 1 35 41 0. 114286
23] 7 4 4 1 1 69| 17| 0. 246377
23] 8 4 4 1 1 85| 16| 0. 188235
24 1 1 1 0 0 78 5/ 0. 064103
24 2 1 1 0 0 68 7] 0.102941
24 3 2 1 0 0 134 5/ 0.037313
24 4 2 1 0 0 64| 11 0.171875
24 5 3 1 0 0 47 1] 0. 021277
24 6 3 1 0 0 54 5/ 0. 092593
24 7 4 1 0 0 71 8| 0. 112676
24 8 4 1 0 0 223 6| 0. 026906
25 1 1 2 1 0 25 3 0.12
25| 2 1 2 1 0 73 4] 0. 054795
25 3 2 2 1 0 35 5| 0. 142857
25| 4 2 2 1 0 92| 17 0. 326923
25 5 3 2 1 0 32 3| 0.09375
25 6 3 2 1 0 25 7 0. 28
25| 7 4 2 1 0 12 2| 0. 166667
25 8 4 2 1 0 102| 14| 0. 137255
26 1 1 3 0 1 35 3| 0. 085714
260 2 1 3 0 1 37 4] 0. 108108
26| 3 2 3 0 1 39 7] 0. 179487
26| 4 2 3 0 1 23 7] 0.304348
26 5 3 3 0 1 30 7] 0.233333
26 6 3 3 0 1 24 4] 0. 166667
200 7 4 3 0 1 25 8 0. 32
26| 8 4 3 0 1 65 0 0
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35 5 3 4 1 1 65 2| 0. 030769
35 6 3 4 1 1 16 5/ 0.3125
35 7 4 4 1 1 37 8| 0.216216
35 8 4 4 1 1 54| 13} 0.240741
36 1 1 3 0 1 35 3| 0.085714
36| 2 1 3 0 1 10 4 0.4
36 3 2 3 0 1 35 3| 0.085714
36| 4 2 3 0 1 30 6 0.2
36| 5 3 3 0 1 8 6 0.75
36| 6 3 3 0 1 11 41 0. 363636
36| 7 4 3 0 1 15 8| 0. 533333
36 8 4 3 0 1 32 2| 0.0625
37 1 1 3 0 1 87 8| 0. 091954
37 2 1 3 0 1 117 3] 0.025641
37 3 2 3 0 1 38 5/ 0. 131579
37 4 2 3 0 1 23 7] 0.304348
37 5 3 3 0 1 594 1] 0. 018519
37 6 3 3 0 1 17 5/ 0.294118
377 4 3 0 1 14| 10| 0. 714286
37 8 4 3 0 1 8 0 0
38 1 1 1 0 0 49 0 0
38 2 1 1 0 0 23 7] 0.304348
38 3 2 1 0 0 36 9 0. 25
38 4 2 1 0 0 46| 11] 0.23913
38 o 3 1 0 0 39 7] 0. 179487
38 6 3 1 0 0 20 5 0. 25
38 7 4 1 0 0 67 5/ 0. 074627
38 8 4 1 0 0 158 2| 0.012658
39 1 1 4 1 1 72 5| 0. 069444
39 2 1 4 1 1 48 9 0.1875
39 3 2 4 1 1 60| 10| 0. 166667
39 4 2 4 1 1 49| 13| 0. 265306
39 5 3 4 1 1 116| 11} 0. 094828
39 6 3 4 1 1 12 5/ 0. 416667
39 7 4 4 1 1 54| 18] 0. 333333
39 8 4 4 1 1 43 8| 0. 186047

1 1 2 1 0 15 2| 0. 133333

2 1 2 1 0 9 3] 0. 333333
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44 1 1 3 0 1 19 3| 0. 157895
44, 2 1 3 0 1 13 5| 0. 384615
44 3 2 3 0 1 25 3 0.12
44, 4 2 3 0 1 23 5/ 0.217391
44 5 3 3 0 1 79 0 0
44 6 3 3 0 1 11 41 0. 363636
44 7 4 3 0 1 9 5| 0. 555556
44 8 4 3 0 1 11 0 0
45 1 1 4 1 1 33 5/ 0. 151515
45 2 1 4 1 1 33 5/ 0. 151515
45 3 2 4 1 1 42 5/ 0. 119048
45 4 2 4 1 1 22 6| 0. 272727
45/ 5 3 4 1 1 39 9] 0. 230769
45/ 6 3 4 1 1 13 3] 0. 230769
45 7 4 4 1 1 9 41 0. 444444
451 8 4 4 1 1 14 2| 0. 142857
46 1 1 3 0 1 65 0 0
46| 2 1 3 0 1 12 2| 0. 166667
46| 3 2 3 0 1 28 3] 0.107143
46 4 2 3 0 1 36| 12] 0. 333333
46| 5 3 3 0 1 15 4] 0. 266667
46| 6 3 3 0 1 13 3] 0. 230769
46| 7 4 3 0 1 7 6| 0.857143
46| 8 4 3 0 1 51 17} 0. 333333
47 1 1 2 1 0 33 2| 0. 060606
471 2 1 2 1 0 4 2 0.5
471 3 2 2 1 0 38 5/ 0. 131579
471 4 2 2 1 0 38| 10} 0. 263158
471 5 3 2 1 0 0 O[#NULL!

471 6 3 2 1 0 11 41 0. 363636
471 7 4 2 1 0 17 0 0
471 8 4 2 1 0 4 2 0.5
48 1 1 1 0 0 20 2 0.1
48, 2 1 1 0 0 10 5 0.5
48, 3 2 1 0 0 31 5/ 0.16129
48| 4 2 1 0 0 21 41 0. 190476
48/ 5 3 1 0 0 13 0 0
48 6 3 1 0 0 36 4 0.111111
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0.2

0.075

11} 0. 261905

8| 0. 142857
7] 0. 116667
6| 0. 103448
2| 0. 052632
7/ 0.212121

6
11} 0. 282051

9 0.113924
4] 0. 307692
23| 0. 479167
18| 0. 264706

42

35

56
60
58
38
33
80
39
79

13
48

68
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Appendix R

Time Raw Results

Seconds

768
892
418
348
548

284
462
839
345
319

506
900

300

144
373
252
541
281

354
574
895

422
307
539
383
302
436
563
651

315
898

HasFeature

HasScore

Version

Question

Paticipant
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900
625
701
846
269
496
415
479
606
600
409
623
416
385
341
849
494
602
529
508

324
600
211
377
532
900
416
468

770
627
803
743
869
900
864
898

714
900
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528
614
752
478
900

566
597
693
321

714
900
767
888
634
705
652

250
526
900

524
392

360
466
492
445
833
832
552
440

506
565

594
354
291
527

574
639
488

10
10
10
10
10
10
10
10
11
11

11

11

11

11
11
11
12
12
12
12
12
12
12
12
13
13
13
13
13
13
13
13

14
14
14
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302
572
501
557
378
479
761
494
303
792
517
442

354
820
875
900
804
537
626
610
646
825
645

240
316
709

169
325
451
900
900

794
900
900
382
805
900
460

14
14
14
14
14
15
15
15
15
15
15
15
15
16
16
16
16
16
16
16
16
17
17
17
17
17
17
17
17
18
18
18
18
18
18
18
18
19
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432
741
423

380
231
365
201
781
421

286
352
424
207

520
267
900
900
717
678
900

316
734
791
650
382
729

236
428
171

736
779

774
778
854
490
548
641
613

19
19
19
19
19
19
19
20
20
20
20
20
20
20
20
21

21

21

21

21

21

21

21

22
22
22
22
22
22
22
22
23
23
23
23
23
23
23
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824
582
745
900
431

704
442
828
860
557
900
487
729
593
331

112
713
555
672
523
409
900
343

264
900
426
567
811
542
469

274
413
438
900

556
624
642
268

23
24
24
24
24
24
24
24
24
25
25
25
25
25
25
25
25
26
26
26
26
26
26
26
26
27
27
27

27

27

27

27

27

28
28
28
28
28
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404
389
546
353
892
557
900
900
535
838
596
861
900
900
413
738

590
609
470
778
800
755

776
726
461
658
839
490
817
455
587
900

180
780
749
709
737
757

28
28
28
29
29
29
29
29
29
29
29
30
30
30
30
30
30
30
30
31

31

31

31

31

31

31

31

32
32
32
32
32
32
32
32
33
33
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311
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48

48
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Appendix S

Precision / Recall Raw Results

Participan [TaskCategor HasFeatur
t \4 Task Version [HasScore |e PrecisionfRecall
1 1 1 4 1 1 1] 0. 666667
1 1 2 4 1 1 1 0.25
1 2 3 4 1 1 1 0.8
1 2 4 4 1 1 0.6 0.5
1 3 5 4 1 1 0 0
1 3 6 4 1 1 1 1
1 4 7 4 1 1 0. 625 0.384615
1 4 8 4 1 1] 0.571429| 0. 666667
2 1 1 3 0 1| 0.333333| 0.333333
2 1 2 3 0 1 0.4 0.5
2 2 3 3 0 1 0.6 0.6
2 2 4 3 0 1 0 0
2 3 5 3 0 1 0 0
2 3 6 3 0 1 0.75 0.75
2 4 7 3 0 1| 0.666667| 0. 307692
2 4 8 3 0 1| 0.666667| 0.333333
3 1 1 2 1 0| 0.666667| 0. 666667
3 1 2 2 1 0] 0.333333 0.25
3 2 3 2 1 0| 0.666667 0.4
3 2 4 2 1 0 0.5 0.25
3 3 5 2 1 0 0 0
3 3 6 2 1 0 0.6 0.75
3 4 7 2 1 0 0 0
3 4 8 2 1 0 0. 25| 0. 166667
4 1 1 1 0 0 0 0
4 1 2 1 0 0| 0.333333 0.25
4 2 3 1 0 0 0.5 0.2
4 2 4 1 0 0 0.7] 0.583333
4 3 5 1 0 0 0.125| 0.033333
4 3 6 1 0 0 1 0.25
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4 4 7 1 0 0| 0.142857| 0.230769
4 4 8 1 0 0 0. 25| 0. 666667
5 1 1 4 1 1 0. 25| 0. 333333
5 1 2 4 1 1| 0. 666667 0.5
5 2 3 4 1 1 0 0
5 2 4 4 1 1 1 0. 25
5 3 5 4 1 1 0 0
5 3 6 4 1 1 0.6 0.75
5 4 7 4 1 1 0.333333| 0.076923
5 4 8 4 1 1 0.5 0.5
6 1 1 3 0 1 0 0
6 1 2 3 0 1| 0. 666667 0.5
6 2 3 3 0 1 0.5 0.2
6 2 4 3 0 1f 0.571429| 0. 333333
6 3 5 3 0 1 1| 0.066667
6 3 6 3 0 1 0.75 0.75
6 4 7 3 0 1| 0.666667| 0.153846
6 4 8 3 0 1 0 0
7 1 1 2 1 0] 0.666667| 0.666667
7 1 2 2 1 0 0.75 0.75
7 2 3 2 1 0] 0.666667 0.4
7 2 4 2 1 0 0. 5] 0.166667
7 3 5 2 1 0| 0.142857| 0.033333
7 3 6 2 1 0 1 1
7 4 7 2 1 0] 0.333333] 0.153846
7 4 8 2 1 0 0 0
8 1 1 2 1 0 0. 25| 0. 666667
8 1 2 2 1 0 0.5 0.75
8 2 3 2 1 0] 0.428571 0.6
8 2 4 2 1 0| 0.357143] 0. 416667
8 3 5 2 1 0 0. 4| 0.133333
8 3 6 2 1 0 0.75 0.75
8 4 7 2 1 0| 0.555556| 0.384615
8 4 8 2 1 0 0 0
9 1 1 3 0 1 0. 5] 0.666667
9 1 2 3 0 1 0.333333 0.25
9 2 3 3 0 1| 0.428571 0.6
9 2 4 3 0 1 0. 25| 0. 166667
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9 3 5 3 0 1 0.125| 0.033333
9 3 6 3 0 1 0.6 0.75
9 4 7 3 0 1 0. 5] 0.230769
9 4 8 3 0 1 0. 5] 0.333333
10 1 1 1 0 0 1| 0.666667
10 1 2 1 0 0] 0.333333 0. 25
10 2 3 1 0 0 0.5 0.4
10 2 4 1 0 0 0. 25| 0. 166667
10 3 5 1 0 0| 0.166667| 0. 066667
10 3 6 1 0 0 1 0.75
10 4 7 1 0 0] 0.333333] 0.076923
10 4 8 1 0 0 0. 25| 0. 166667
11 1 1 2 1 0 0. 5| 0.666667
11 1 2 2 1 0 0.5 0.25
11 2 3 2 1 0 1 0.2
11 2 4 2 1 0 0. 4| 0.333333
11 3 5 2 1 0 0.4] 0.133333
11 3 6 2 1 0] 0.666667 1
11 4 7 2 1 0] 0.333333] 0.230769
11 4 8 2 1 0 0.6 0.5
12 1 1 4 1 1 0 0
12 1 2 4 1 1 0 0
12 2 3 4 1 1 0 0
12 2 4 4 1 1 0 0
12 3 5 4 1 1 0 0
12 3 6 4 1 1 0 0
12 4 7 4 1 1 0 0
12 4 8 4 1 1 0 0
13 1 1 3 0 1 0.333333 1
13 1 2 3 0 1 0.25 0.25
13 2 3 3 0 1 0.4 0.8
13 2 4 3 0 1| 0.222222 0. 166667
13 3 5 3 0 1 0 0
13 3 6 3 0 1 1 0.75
13 4 7 3 0 1 0.625| 0.384615
13 4 8 3 0 1 0.5 0.5
14 1 1 4 1 1 1| 0.666667
14 1 2 4 1 1 0.5 0.5
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14 2 3 4 1 1 0.5 0.4
14 2 4 4 1 1} 0.428571 0.25
14 3 5 4 1 1f 0.111111} 0. 033333
14 3 6 4 1 1 1 0.75
14 4 7 4 1 1 0.333333| 0.076923
14 4 8 4 1 1 0.5 0.5
15 1 1 2 1 0 0
15 1 2 2 1 0 0.5 0.75
15 2 3 2 1 0 1 0.2
15 2 4 2 1 0 0. 5] 0.416667
15 3 5 2 1 0 0 0
15 3 6 2 1 0 1 0.75
15 4 7 2 1 0 0 0
15 4 8 2 1 0 0 0
16 1 1 1 0 0 0 0
16 1 2 1 0 0 0 0
16 2 3 1 0 0 0 0
16 2 4 1 0 0 0. 5] 0.166667
16 3 5 1 0 0] 0.285714| 0. 066667
16 3 6 1 0 0 0.6 0.75
16 4 7 1 0 0 0 0
16 4 8 1 0 0 0 0
17 1 1 4 1 1 0 0
17 1 2 4 1 1 0. 333333 0.25
17 2 3 4 1 1 0. 333333 0.2
17 2 4 4 1 1 1 0.25
17 3 5 4 1 1 0.333333| 0.033333
17 3 6 4 1 1| 0. 666667 0.5
17 4 7 4 1 1 0 0
17 4 8 4 1 1 1| 0.333333
18 1 1 3 0 1| 0.666667| 0. 666667
18 1 2 3 0 1 0.333333 0. 25
18 2 3 3 0 1| 0. 666667 0.4
18 2 4 3 0 1| 0.444444| 0. 333333
18 3 5 3 0 1 0 0
18 3 6 3 0 1 1 1
18 4 7 3 0 1 0 0
18 4 8 3 0 11 0.176471 0.5
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19 1 1 4 1 1 0. 5| 0.666667
19 1 2 4 1 1 1 0.25
19 2 3 4 1 1 0.5 0.8
19 2 4 4 1 1 0. 4| 0.333333
19 3 5 4 1 1 0.333333| 0. 066667
19 3 6 4 1 1 1 1
19 4 7 4 1 1 0.333333| 0.076923
19 4 8 4 1 1 0. 5] 0.166667
20 1 1 1 0 0] 0.666667| 0.666667
20 1 2 1 0 0 0.5 0.25
20 2 3 1 0 0 1 0.2
20 2 4 1 0 0 0. 5] 0.166667
20 3 5 1 0 0] 0.333333] 0.033333
20 3 6 1 0 0 1 0.25
20 4 7 1 0 0 0 0
20 4 8 1 0 0] 0.333333] 0.333333
21 1 1 2 1 0 1| 0.666667
21 1 2 2 1 0 0.5 0.75
21 2 3 2 1 0 0 0
21 2 4 2 1 0| 0.454545| 0. 416667
21 3 5 2 1 0 0.5 0.2
21 3 6 2 1 0 0.5 0.75
21 4 7 2 1 0 0. 75| 0.230769
21 4 8 2 1 0 0 0
22 1 1 3 0 1| 0.333333| 0.333333
22 1 2 3 0 1 0.333333 0.25
22 2 3 3 0 1 0 0
22 2 4 3 0 1 0.333333| 0. 083333
22 3 5 3 0 1 0. 5| 0.066667
22 3 6 3 0 1 1 0.25
22 4 7 3 0 1 0 0
22 4 8 3 0 1 0 0
23 1 1 4 1 1 0. 4| 0.666667
23 1 2 4 1 1 0.5 0.25
23 2 3 4 1 1 0.25 0.2
23 2 4 4 1 1| 0.714286| 0.416667
23 3 5 4 1 1 0 0
23 3 6 4 1 1 0.75 0.75
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23 4 7 4 1 1| 0.714286| 0. 384615
23 4 8 4 1 1 0 0
24 1 1 1 0 0 1| 0.333333
24 1 2 1 0 0 1 0. 25
24 2 3 1 0 0 0.25 0.2
24 2 4 1 0 0 1| 0.333333
24 3 5 1 0 0 0 0
24 3 6 1 0 0 1 0.75
24 4 7 1 0 0| 0.166667| 0.076923
24 4 8 1 0 0 0 0
25 1 1 2 1 0| 0.666667| 0.666667
25 1 2 2 1 0 0 0
25 2 3 2 1 0] 0.666667 0.4
25 2 4 2 1 0| 0. 142857 0.083333
25 3 5 2 1 0] 0.111111} 0.033333
25 3 6 2 1 0 1 0.25
25 4 7 2 1 0 0 0
25 4 8 2 1 0 0. 5] 0.166667
26 1 1 3 0 1| 0.666667| 0. 666667
26 1 2 3 0 1 0.5 0.5
26 2 3 3 0 1| 0.333333 0.2
26 2 4 3 0 1 0. 5] 0.166667
26 3 5 3 0 1 0. 5] 0.033333
26 3 6 3 0 1 1 0.75
26 4 7 3 0 1| 0.833333| 0.384615
26 4 8 3 0 1 0 0
27 1 1 2 1 0 1| 0.666667
27 1 2 2 1 0 0 0
27 2 3 2 1 0] 0.333333 0.2
27 2 4 2 1 0| 0.555556| 0.416667
27 3 5 2 1 0 0 0
27 3 6 2 1 0 1 1
27 4 7 2 1 0 0. 25| 0.076923
27 4 8 2 1 0 0.6 0.5
28 1 1 1 0 0 0. 5] 0.333333
28 1 2 1 0 0 0.6 0.75
28 2 3 1 0 0 0.5 0.2
28 2 4 1 0 0 0.6 0. 25

147




28 3 5 1 0 0 0 0
28 3 6 1 0 0 1 1
28 4 7 1 0 0] 0.333333| 0.076923
28 4 8 1 0 0 1| 0.333333
29 1 1 4 1 1| 0.666667| 0. 666667
29 1 2 4 1 1 0.333333 0. 25
29 2 3 4 1 1 1 0.2
29 2 4 4 1 1| 0.461538 0.5
29 3 5 4 1 1 0 0
29 3 6 4 1 1 1 0.75
29 4 7 4 1 1 0. 875| 0.538462
29 4 8 4 1 1 0.428571 0.5
30 1 1 1 0 0] 0.333333] 0.333333
30 1 2 1 0 0 0.5 0.25
30 2 3 1 0 0 1 0.4
30 2 4 1 0 0| 0.666667| 0.166667
30 3 5 1 0 0 0.125| 0.033333
30 3 6 1 0 0 0.8 1
30 4 7 1 0 0] 0.333333| 0.153846
30 4 8 1 0 0 0 0
31 1 1 2 1 0] 0.333333] 0.333333
31 1 2 2 1 0 1 0.5
31 2 3 2 1 0 1 0.4
31 2 4 2 1 0 0.6 0.25
31 3 5 2 1 0 0 0
31 3 6 2 1 0 1 1
31 4 7 2 1 0] 0.333333] 0.076923
31 4 8 2 1 0 0 0
32 1 1 1 0 0| 0.666667| 0.666667
32 1 2 1 0 0 0.6 0.75
32 2 3 1 0 0 0.6 0.6
32 2 4 1 0 0 0. 1] 0.083333
32 3 5 1 0 0] 0.111111} 0.033333
32 3 6 1 0 0 1 0.75
32 4 7 1 0 0 0 0
32 4 8 1 0 0 0 0
33 1 1 1 0 0 0. 4| 0.666667
33 1 2 1 0 0 0.5 0.5
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33 2 3 1 0 0 0.5 0.8
33 2 4 1 0 0| 0.444444| 0. 666667
33 3 5 1 0 0 0.375 0.1
33 3 6 1 0 0] 0.666667 1
33 4 7 1 0 0] 0.192308| 0. 384615
33 4 8 1 0 0 0 0
34 1 1 3 0 1| 0.666667| 0. 666667
34 1 2 3 0 1 1 0. 25
34 2 3 3 0 1 0. 333333 0.2
34 2 4 3 0 1| 0.454545| 0. 416667
34 3 5 3 0 1 0 0
34 3 6 3 0 1 1 0.5
34 4 7 3 0 1 0 0
34 4 8 3 0 1 0 0
35 1 1 4 1 1 0.5 0.333333
35 1 2 4 1 1] 0.571429 1
35 2 3 4 1 1 1 0.4
35 2 4 4 1 1 0.3 0.25
35 3 5 4 1 1 0. 1] 0.033333
35 3 6 4 1 1 1 1
35 4 7 4 1 1 0 0
35 4 8 4 1 1| 0.333333| 0.333333
36 1 1 3 0 1 1} 0.333333
36 1 2 3 0 1| 0.666667 0.5
36 2 3 3 0 1 0.5 0.2
36 2 4 3 0 1| 0.833333| 0.416667
36 3 5 3 0 1 0. 8| 0.133333
36 3 6 3 0 1 1 0.75
36 4 7 3 0 1 1| 0.384615
36 4 8 3 0 1 1| 0.333333
37 1 1 3 0 1 1| 0.666667
37 1 2 3 0 1 0.2 0. 25
37 2 3 3 0 1| 0. 666667 0.4
37 2 4 3 0 1| 0.416667| 0.416667
37 3 5 3 0 1 0.142857| 0. 033333
37 3 6 3 0 1| 0. 666667 1
37 4 7 3 0 1 0.333333| 0.076923
37 4 8 3 0 1 0 0
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38 1 1 1 0 0 0 0
38 1 2 1 0 0 0.4 0.5
38 2 3 1 0 0 0.5 0.6
38 2 4 1 0 0] 0.222222] 0. 166667
38 3 5 1 0 0 0.4| 0.133333
38 3 6 1 0 0 1 1
38 4 7 1 0 0 0 0
38 4 8 1 0 0] 0.333333] 0.166667
39 1 1 4 1 1| 0.666667| 0. 666667
39 1 2 4 1 1 0.4 0.5
39 2 3 4 1 1| 0. 444444 0.8
39 2 4 4 1 1 0.3 0.25
39 3 5 4 1 1 0. 2| 0.066667
39 3 6 4 1 1 0.8 1
39 4 7 4 1 1 0.333333| 0.076923
39 4 8 4 1 1 0 0
40 1 1 2 1 0] 0.666667| 0. 666667
40 1 2 2 1 0] 0.333333 0.25
40 2 3 2 1 0 0.1875 0.6
40 2 4 2 1 0] 0.347826| 0. 666667
40 3 5 2 1 0 0.3 0.1
40 3 6 2 1 0 1 0.25
40 4 7 2 1 0 0 0
40 4 8 2 1 0] 0.333333] 0.333333
41 1 1 4 1 1 1| 0.666667
41 1 2 4 1 1| 0. 666667 0.5
41 2 3 4 1 1 0. 333333 0.2
41 2 4 4 1 1| 0.363636| 0. 333333
41 3 5 4 1 1| 0.222222| 0. 066667
41 3 6 4 1 1| 0. 666667 0.5
41 4 7 4 1 1 0. 8| 0.307692
41 4 8 4 1 1 0 0
42 1 1 1 0 0 0. 5| 0.666667
42 1 2 1 0 0 0.4 0.5
42 2 3 1 0 0 0.5 0.6
42 2 4 1 0 0 0.3 0.25
42 3 5 1 0 0 0. 5] 0.166667
42 3 6 1 0 0 0.8 1
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42 4 7 1 0 0 0 0
42 4 8 1 0 0 0. 25| 0. 166667
43 1 1 2 1 0 0 0
43 1 2 2 1 0 1 0. 25
43 2 3 2 1 0 0.75 0.6
43 2 4 2 1 0 0. 5] 0.166667
43 3 5 2 1 0 0 0
43 3 6 2 1 0 0.5 0. 25
43 4 7 2 1 0 0

43 4 8 2 1 0 0

44 1 1 3 0 1 .6 1
44 1 2 3 0 1 .5 0.25
44 2 3 3 0 1 0 0
44 2 4 3 0 1 0.625| 0.416667
44 3 5 3 0 1 0 0
44 3 6 3 0 1 1 1
44 4 7 3 0 1 0.5 0.307692
44 4 8 3 0 1 0 0
45 1 1 4 1 1 0. 25| 0. 333333
45 1 2 4 1 1 0.5 0.25
45 2 3 4 1 1 0.5 0.2
45 2 4 4 1 1] 0. 428571 0.25
45 3 5 4 1 1 0.625| 0. 166667
45 3 6 4 1 1| 0. 666667 0.5
45 4 7 4 1 1 0. 75 0.230769
45 4 8 4 1 1 0 0
46 1 1 3 0 1 0 0
46 1 2 3 0 1 0.2 0. 25
46 2 3 3 0 1 0.333333 0.2
46 2 4 3 0 1| 0.222222 0. 166667
46 3 5 3 0 1 0.3 0.1
46 3 6 3 0 1 1 0.75
46 4 7 3 0 1 1| 0.307692
46 4 8 3 0 1| 0.833333| 0.833333
47 1 1 2 1 0 1| 0.666667
47 1 2 2 1 0] 0.333333 0.25
47 2 3 2 1 0] 0.666667 0.8
47 2 4 2 1 0 0.9 0.75
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47 3 5 2 1 0 0 0
47 3 6 2 1 0 1 1
47 4 7 2 1 0 0 0
47 4 8 2 1 0| 0.666667| 0.333333
48 1 1 1 0 0] 0.666667| 0.666667
48 1 2 1 0 0 0.4 0.5
48 2 3 1 0 0 1 0.6
48 2 4 1 0 0 0. 4| 0.333333
48 3 5 1 0 0 0 0
48 3 6 1 0 0 0.8 1
48 4 7 1 0 0 0 0
48 4 8 1 0 0 0. 5] 0.166667
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Appendix T

Function Raw Results
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