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Abstract

Pre-surgical mapping has become a crucial tool in the preparation and planning for brain tumor resection since the development of widely available non-invasive imaging technologies like functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG). Strategies for dealing with single-subject analysis are key to overcome issues surrounding individual variability and inter-rater reliability. In this thesis, a receiver operating characteristic reliability (ROC-r) framework for evaluating and optimizing the reliability of pre-surgical mapping is developed and implemented in a variety of applications. ROC-r allows for fully automated, yet individualized processing of single-subject data, directly addressing both the issues of individual variability and inter-rater reliability for fMRI and MEG.

A series of four manuscripts form the foundation of this thesis. The first, “Thresholds in fMRI studies: Reliable for single subjects?”, shows the impact of individual variability on the reliability of fMRI activation maps, and demonstrates the use of ROC-r for evaluating reliability and selecting activation thresholds. The second paper, “Fully automated quality assurance and localization of volumetric MEG for presurgical mapping”, establishes the use of ROC-r for quality assurance and automated localization in MEG. The third study, “Improving fMRI reliability in pre-surgical mapping for brain tumors”, shows the primary clinical application of ROC-r in pre-surgical mapping. This paper demonstrates that although patient data are less reliable than controls, this can be compensated for by optimization of pre-processing pipelines. Furthermore, this manuscript compared the fMRI results to cortical stimulation mapping, showing that more reliable datasets were better at identifying critical eloquent brain regions. In the fourth and final manuscript, “A unified framework to optimize fMRI and MEG processing for push-button pre-surgical mapping”, we explicitly evaluate ROC-r as a unified framework for push-button individualized analysis of fMRI and MEG data.

Overall, this thesis demonstrates that ROC-r enhances the reliability of pre-surgical mapping by both fMRI and MEG, by providing quantitative measures for selecting reliable pre-processing pipelines, and determining data-driven thresholds for localizing reliable activation foci. The ROC-r method improves pre-surgical mapping capabilities by introducing clinically relevant quality assurance parameters and facilitating push-button production of reliable activation maps.
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Chapter 1

Introduction

This thesis examines the challenges of pre-surgical functional mapping by functional MRI (fMRI) and magnetoencephalography (MEG), and in particular addresses the difficulties associated with single-subject analyses. Pre-surgical mapping is increasingly used to obtain patient-specific information on the location of critical functional zones, in order to provide insights into the risk/benefit tradeoffs of surgical intervention. The production of robust activation maps and the reduction of subjectivity in data processing are vital in order to consistently provide the best possible pre-surgical information. Three significant challenges in implementing a pre-surgical mapping program are:

- Identifying data quality issues
- Selecting data processing pipelines
- Setting activation thresholds

This thesis demonstrates a novel method of receiver operating characteristic reliability (ROC-r) analysis for robust and automated pre-surgical mapping for brain tumor surgery. The use of ROC-r addresses each of these three challenges by generating quantitative quality assurance parameters, optimizing the pre-processing steps used to produce functional maps, and providing data-driven thresholding of the resulting images. In order to understand the context of the capabilities of ROC-r, a brief introduction to pre-surgical mapping will be given, and motivation for the need for an automated yet individualized approach to image production will be presented. This will be followed in chapter 2 by a discussion of some of the key theoretical underpinnings of fMRI and MEG mapping, along with a detailed description of the ROC-r algorithm. Chapter 3 will demonstrate the application of ROC-r analysis to fMRI data, and a comparison to other overlap-based analyses. Chapter 4 outlines the application of ROC-r for MEG processing, with a comparison to equivalent current dipole
localization for validation. In chapter 5, a patient cohort is examined to demonstrate how reliability improvements translate into improved pre-surgical localization. Finally, chapter 6 explicitly shows that ROC-r can be used to optimize pre-processing pipelines and automatically select activation thresholds using a unified approach for fMRI and MEG.

1.1 Surgical Treatment of Brain Tumors

Surgical resection is one of the primary treatment options for brain tumors, along with radiation therapy and chemotherapy. Resection provides immediate benefits in terms of symptom control, especially in rapidly growing tumors, by reducing intracranial pressure through debulking [1, 2]. Surgical treatment also provides the opportunity for tumor biopsy, providing vital histological information. Additionally, tumors often contain hypoxic cells with inadequate vascular supply, which respond poorly to radiation and chemotherapy, and removal of bulk tumor can therefore increase the efficacy of other treatment options. Most importantly, complete surgical resection correlates with increased survival times compared to partial resection or biopsy alone [1–5].

Excision of brain tumors becomes more challenging when located in or next to eloquent cortex (i.e. critical functional zones), which may be the case for more than half of all tumors [6]. Surgeons must therefore balance the desire to achieve gross total resection with the need to respect critical cortical structures and avoid post-operative morbidity. The primary tool at a surgeon’s disposal in these cases is direct electrical stimulation of the cortex (i.e. cortical stimulation or CS). Popularized by Wilder Penfield and colleagues in the mid 20th century [7–9], cortical stimulation can be used to produce involuntary motor responses, elicit somatic sensations, or temporarily disrupt language functions. The intraoperative mapping of brain functions afforded by CS increases the ability to achieve gross total resection with minimal post-operative deficits [10, 11].

While cortical stimulation remains the gold standard for individualized functional mapping [3], there are several obvious drawbacks to this technique. Firstly, CS is unavailable until the time of surgery, rendering it unsuitable for pre-operative planning or post-operative assessment. CS is also clearly unethical for research studies in
healthy controls, restricting our knowledge of its effects in humans to diseased populations. Even in patients, CS requires highly cooperative individuals, may extend operating room times, and comes with a risk of inducing seizures [12]. Furthermore, it has recently been argued that the effects of CS are more complex than generally acknowledged, including current spread, potentially distant remote effects, and complex behavioural responses [13]. Moreover, large areas of the cerebrum can not be mapped by cortical stimulation, which is not typically able to map sites deep to the cortex, or areas not exposed by the craniotomy. Nonetheless, CS mapping is indispensable for avoiding post-operative morbidity in the context of significant individual variability of functional anatomy, especially in the presence of potential reorganization in response to pathology [11,13,14].

1.2 Pre-Surgical Mapping

In the last few decades, potential non-invasive alternatives to CS have arisen in the form of functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG). Functional MRI was first demonstrated by Ogawa et al. (Figure 1.1) [15], and has generated an incredible level of interest both from the neuroscience and clinical communities, due to its ability to generate high resolution images of brain function [16]. Modern MEG scanners, with large arrays of sensors that provide whole-brain coverage and millisecond temporal resolution, appeared around the same time as the first fMRI experiments (Figure 1.2) [17]. Other functional mapping techniques like electroencephalography (EEG) or positron emission tomography (PET) are also available, but are outside the scope of this thesis.

The advent of non-invasive functional imaging has revolutionized the practice of pre-surgical mapping. While both MEG and fMRI have been demonstrated extensively for pre-surgical mapping, MEG has not achieved the same popularity as fMRI for pre-surgical mapping. This is likely due to the lesser availability of MEG scanners as compared to MRI machines, as MRI scanners are ubiquitous due to their anatomical imaging capabilities. In any case, both fMRI and MEG offer non-invasive means to perform whole-brain functional mapping. This confers the advantages of being safe, repeatable, and acceptable for use in research studies on healthy controls.
The use of fMRI and MEG for pre-surgical mapping has been validated by comparisons with CS. MEG validation studies have focussed primarily on somatosensory mapping [18–30], along with a number of studies on motor mapping [24,28,30–33], and relatively few for language mapping protocols [34,35]. For fMRI, the majority of comparisons with CS have focussed on motor [29,36–46] and language [37,42,44,47–54] mapping, with less attention to somatosensory localization [55].

The agreement between the non-invasive mapping modalities and CS is highest for simple functions like primary sensory and motor, whereas for language localization the results are more equivocal. For example, motor mapping by fMRI can achieve
92% sensitivity [43], with lower bounds around 77% [45]. MEG can obtain very high sensitivity (98%) and specificity (94%) [31] for sensorimotor mapping, with up to 77% of MEG localizations being within 3 mm of CS locations [25]. However, larger discrepancies have been reported, in some cases greater than 12 mm on average [27]. Importantly, the MEG detection rate was unaffected by the presence of tumors [31], whereas fMRI signal is known to be suppressed near high-grade gliomas [56]. Korvenoja et al. found that MEG was more sensitive than fMRI for mapping the sensorimotor cortex, but notably used sensory mapping for MEG and a motor task for fMRI [29]. A recent report argues that CS remains a more reliable tool than fMRI for mapping the primary motor cortex, due to potential false negatives by fMRI [45]. Nonetheless, fMRI appears to be more reliable than anatomical MR imaging alone for identifying the primary motor area in the presence of pathological cortex, as demonstrated by Wengeroth et al. [46].

For language mapping, fMRI studies have shown a distinct trade-off between sensitivity and specificity. For instance, Roux et al. [51] found 91-97% specificity with 59-66% sensitivity, whereas Rutten et al. [50] found high sensitivity (100%) with lower specificity (61%). These seemingly contradictory results show that sensitivity can be traded for specificity depending on the methodology employed. Indeed, Rutten et al. used the conjunction of several language tasks in order to increase sensitivity, which clearly also decreases specificity. For MEG, no comparisons of language mapping to CS have been reported with sample sizes large enough to calculate sensitivity or specificity, but case reports indicate high concordance with CS [34,35]. Overall, there is considerable room for improvement of language mapping techniques in terms of predicting the location of eloquent cortex [57].

1.3 Single-Subject Imaging

One of the greatest challenges for functional MRI and MEG in pre-surgical mapping is performing robust imaging at the single-subject level. Single-subject imaging is clearly needed for clinical functional mapping, as we are interested in where a particular brain function is located in an individual patient - not in making generalizations to populations. However, single-subject mapping is difficult due to the inherently low signal-to-noise for both fMRI and MEG (see chapter 2). This is compounded
by artifacts associated with both intrinsic physiological signals (e.g. heart beat) or extrinsic issues, like subject motion. Many of these issues are amplified in patient populations, and additional issues arise with task compliance or performance associated with impacts of pathology.

There is a wealth of pre-processing tools available for fMRI and MEG to help deal with data quality issues or artifacts, but this places a burden on the user to determine the best pipeline for a given data set. While it is generally accepted that motion correction and spatial smoothing improves the reliability of fMRI maps, the impact of other pre-processing options is less clear [58–61]. This has led to the development of quantitative quality assurance metrics like ROC-r and NPAIRS (Nonparametric Prediction, Activation, Influence and Reliability), which are capable of evaluating the impact of pre-processing choices on a case-by-case basis. Previously, no analogous tool has been available for volumetric MEG source mapping, although goodness-of-fit parameters are routinely used to determine the quality of MEG dipole localizations, and automated processing of sensor level MEG data has been demonstrated [62,63].

Even using individualized pre-processing strategies, the issue of thresholding functional maps to reveal the task-related areas is a significant challenge at the single-subject level. While threshold strategies for multiple-comparison control in group level analyses are well developed [64–67], these methods are not flexible enough to accommodate the significant inter-individual differences in activation. Even within individuals, significant variations in activation strength can be seen from run to run, including well known habituation effects. ROC-r provides an alternative method of individualized, data-driven thresholding by enforcing requirements on spatial reliability and placing minimal assumptions on the underlying data distributions.

ROC-r was developed for data quality assessment, pipeline optimization, and threshold selection based on spatial reliability of activation maps. Because this method operates on the final product of the pre-surgical mapping process (i.e. activation maps), and because the activation map is the common link between fMRI and MEG source imaging, ROC-r provides a unified approach to optimizing both modalities.
1.4 Research Objectives

In this thesis, we will demonstrate the utility of ROC-r across a variety of experimental conditions. We will convey the importance of taking an individualized approach to the analysis of pre-surgical mapping data, in order to produce the most reliable results. ROC-r will be shown to provide effective control of data quality for both MEG and fMRI, and the capabilities of this approach will be demonstrated *in situ* for presurgical mapping in patients with brain tumors. This thesis will consist primarily of a series of four manuscripts, addressing the following research objectives:

- **Manuscript 1**: Demonstrate validity of ROC-r as a measure of fMRI image reproducibility that is sensitive to individual variability (Ch. 3).
- **Manuscript 2**: Demonstrate the application of ROC-r for quality assurance and automated localization of volumetric MEG maps (Ch. 4).
- **Manuscript 3**: Show that ROC-r quality assurance and optimization improves the ability of pre-surgical fMRI to localize critical eloquent cortex (Ch. 5).
- **Manuscript 4**: Illustrate ROC-r as a common framework for processing optimization and automated thresholding of both MEG and fMRI images (Ch. 6).

Throughout these manuscripts, the themes of data quality assessment, optimization of pre-processing pipelines, and automated thresholding for the production of robust functional maps will be stressed.
Chapter 2

Theory

In this chapter, a brief discussion of the theoretical underpinnings of fMRI and MEG mapping will be presented. The generation of the relevant signals will be discussed, and the basic steps involved in the formation of statistical maps are outlined. A summary of the available techniques for thresholding statistical maps will be given, and finally a detailed description of the motivation behind and implementation of the ROC-r framework is presented.

2.1 Functional MRI

2.1.1 Signal Generation

Magnetic resonance imaging (MRI) is a non-invasive imaging technique, based on the interaction of the magnetic dipole moment of (typically hydrogen) nuclei in the body with a strong static magnetic field ($\vec{B}_0$). The torque experienced by the nuclear magnetic moment in this field leads to precession at the ‘Larmor frequency’ ($\omega_0$), given by:

$$\omega_0 = \gamma B_0$$  \hspace{1cm} (2.1)

where $\gamma$ is the gyromagnetic ratio (42.6 MHz/Telsa for Hydrogen). Macroscopically, this equilibrium state does not create an observable signal, as the bulk magnetization ($\vec{M}$) is constant in time due to a lack of (transverse) phase coherence of the precessing dipoles. The application of an orthogonal magnetic field in the form of a radio-frequency pulse tips this bulk magnetization vector into the transverse plane, and introduces the necessary phase coherence. This magnetization then produces an observable signal as it rotates and relaxes back to its equilibrium state (Figure 2.1). This relaxation is described by a longitudinal relaxation rate governing return to equilibrium (R1), and an apparent rate of signal loss ($R2^*$) due to loss of transverse phase coherence.
Figure 2.1: MR relaxation. After a radio-frequency excitation pulse, the magnetiza-
tion vector $\vec{M}$ is shown in the transverse plane. This proceeds to precess and relax
back towards the equilibrium (longitudinal) state. The rate of return to equilibrium
($R_1$) is typically longer than the rate of signal loss ($R_{2*}$) due to loss of transverse
phase coherence.

Functional MRI exploits endogenous contrast produced by the sensitivity of MR
relaxation to the molecular environment of hydrogen protons. The most common
fMRI techniques use the Blood Oxygen Level Dependent (BOLD) contrast generation
first described by Ogawa et al. [15]. BOLD contrasts arises from changes in the trans-
verse relaxation rate ($R_{2*}$) of the MR signal caused by changes in the relative concen-
tration of oxygenated and deoxygenated hemoglobin. Deoxygenated hemoglobin is
paramagnetic, and increases the local magnetic susceptibility of blood when present.
This in turn induces local field offsets compared to the static field around an idealized
cylindrical blood vessel, $(\Delta B)$ given by:

$$\Delta B = 2\pi \Delta \chi (1 - Y) B_0 \sin^2(\theta) \left(\frac{a}{r}\right)^2 \cos(2\phi)$$

outside of the blood vessel, where $\Delta \chi$ is the susceptibility difference between fully oxy-
genated and deoxygenated blood, $(1-Y)$ is the fraction of deoxygenated hemoglobin
in the blood, $B_0$ is the main magnetic field, $\theta$ is the angle of the blood vessel to the
main magnetic field, $a$ is the radius of the vessel, $r$ is the distance from the center of
the vessel, and $\phi$ is the polar angle about the vessel (Figure 2.2a). Inside the blood
vessel, a constant field offset of:

\[ \Delta B = 2\pi \Delta \chi (1 - Y) B_0 (3\cos^2(\theta) - 1)/3 \]  \hspace{1cm} (2.3)

is present (Figure 2.2). These intra-voxel field inhomogeneities lead to more rapid transverse relaxation of the MR signal as individual spins gain or lose phase due to precession in their local magnetic field.

The physiological links between BOLD contrast and brain function are complex [69], but essentially relate to increases in cerebral blood volume (CBV), cerebral blood flow (CBF), and cerebral metabolic rate of oxygen consumption (CMRO\(_2\)) following neuronal activity. The change in deoxyhemoglobin concentration inside a vessel (\(\Delta Y\)) can be shown to be:

\[ \Delta Y = (1 - Y) \left( \frac{\Delta CBF/CBF - \Delta CMRO_2/CMRO_2}{\Delta CBF/CBF + 1} \right) \]  \hspace{1cm} (2.4)

where \(Y\) is the baseline deoxyhemoglobin concentration. To some degree, these effects counteract each other as increases in CBV and CMRO\(_2\) both increase local deoxyhemoglobin concentration, whereas increased CBF washes away deoxyhemoglobin, replacing it with fresh oxygenated blood. The dominating response is typically the CBF increase, which leads to a seemingly paradoxical overall increase in local blood oxygenation following neuronal activity (and therefore increased signal on a R2* weighted image) [68].

The time-course of the BOLD response to neural activity is referred to as the hemodynamic response function (HRF). The HRF is important to consider as it is needed for the analysis of fMRI images (Figure 2.3), and typically limits the temporal resolution of fMRI experiments. The main BOLD response, corresponding to the peak in the HRF, occurs approximately 5 seconds post-stimulus, with a full-width-half-maximum of 4-5 seconds. This is usually followed by a post-stimulus undershoot, which may take tens of seconds to fully return to baseline. An initial negative BOLD dip is sometimes observed as the CMRO\(_2\) changes preceding the CBF and CBV responses, but is not robust enough to be used for functional mapping. The temporal sampling achieved in typical whole-brain fMRI studies (1-3 seconds) is thus sufficient to sample the main HRF components.
Figure 2.2: a) Idealized blood vessel represented as a uniform cylinder of radius ‘a’, at an angle ($\theta$) to the static magnetic field ($B_0$). b) Field offsets in and around the vessel caused by magnetic susceptibility of deoxygenated hemoglobin in the blood. Adapted from [68].
2.1.2 Image Formation

Typical fMRI analysis pipelines include a variety of pre-processing steps including rigid-body co-registration of the fMRI images to initially correct for motion within the scanning session. Affine transformations are typically employed using the anatomical image as a template, in order to correct for geometric distortion. High-pass filtering is commonly performed to remove low-frequency drift from the fMRI signal, although this step can alternatively be incorporated into the general linear model (GLM, see below). Image smoothing is also commonly performed in the pre-processing pipeline, in order to increase the power for detection of activation, albeit at the cost of spatial resolution.

At the heart of fMRI analysis is the general linear model (Figure 2.3). For the GLM approach, the expected fMRI time-course is modelled by the convolution of a canonical HRF with the experimental timing (e.g. the stimuli, responses, or some contrast of predictors). The recorded voxel timecourse \( y_a(t) \) of an active voxel is assumed to follow the predicted timecourse \( f(t) \), plus additive effects of noise \( n(t) \), polynomial baseline variation \( P_a(t) \), and any other modelled sources of signal \( m(t) \), e.g. motion:

\[
y_a(t) = \alpha_0 f(t) + P_a(t) + m(t) + n(t) \tag{2.5}
\]

whereas an inactive voxel timecourse \( y_i(t) \) will not exhibit any task-related signal:

\[
y_i(t) = P_i(t) + m(t) + n(t) \tag{2.6}
\]

where \( \alpha_0 \) estimates the magnitude of the task regressor in that particular voxel, and the polynomial baseline function \( P_i(t) \) is not necessarily the same as in the active case (although in practice the difference is typically small). By finding the value of \( \alpha_0 \) that minimizes the sum-of-squares residuals, the magnitude of the task response is estimated for every voxel. Finally, a goodness-of-fit statistic for each voxel is calculated, for instance, by taking the ratio of the effect size \( \alpha_0 \) to a measure of the residual error:

\[
t^* = \frac{\alpha}{\text{MSE}(\mathbf{X}^T\mathbf{X})^{-1}} \tag{2.7}
\]

Where MSE is the mean squared residual error, and \( \mathbf{X} \) is the design matrix, specified
by the stimulus timing and nuisance regressors. In this work, the t- or z-statistic is used.

There are additional pre-processing options that can be implemented at the time of the GLM analysis. As alluded to previously, one of these options is the number of polynomial terms included in the baseline model of the GLM. Typically this is limited to quadratic or cubic terms, depending on the length of the fMRI experiment. The translation and rotation timecourses determined during rigid body motion correction are also frequently incorporated into the GLM model, a process called motion parameter regression (MPR). This procedure can be used to account for residual signal variation that correlates with subject motion, however it must be applied with caution as even small amounts of task-correlated motion may cause MPR to suppress fMRI sensitivity dramatically. Finally, auto-correlation correction (ACC), or pre-whitening, is frequently used to correct t-values for residual timecourse correlations that were not accounted for in the original GLM.

Figure 2.3: Example setup of a general linear model. Top left: canonical hemodynamic response function. Middle left: task block design convolved with HRF. Bottom left: polynomial terms for baseline model. Right: Voxel displaying high correlation to the GLM task model. Raw timecourse in yellow, fit voxel response in pink.
2.2 Magnetoencephalography

2.2.1 Signal Generation

Magnetoencephalography is also a non-invasive method of detecting brain function, but unlike fMRI, it is a passive recording technique. MEG measures the natural magnetic fields resulting from the coherent activity of small patches of cortex containing millions of neurons. The field strengths produced are incredibly small (tens to hundreds of femtoTesla, or about one billionth of the earth’s field). It is thus necessary to perform MEG experiments in magnetically shielded environments, in order to suppress signals originating from outside the body. Even still, in typical experiments it is necessary to average the responses to many stimuli together in order to achieve sufficient signal-to-noise, producing an ‘evoked response’ (Figure 2.4).

![Figure 2.4: Representative MEG data from median nerve stimulation. a) Raw data epochs. The evoked response is not visible in single epochs. b) Averaged evoked response for the planar gradiometers (top) and axial magnetometers (bottom). c) Sensor topographies for the main deflection in the evoked response at 36 ms. The dipolar pattern is obvious on the magnetometers, corresponding to a source in the right parietal lobe.](image)

The MEG signal arises primarily from excitatory post-synaptic input to the dendrites of cortical neurons [70] (Figure 2.5). Excitatory input causes small current inflow to the dendrites, which can be modelled as a current dipole. The coherent summation of many of these microscopic post-synaptic potentials produces the observed evoked response, and constitutes what is called the primary current source.
As the brain is by nature an electrically conductive medium, there are passive macroscopic ohmic return currents that ensure no net build-up of charge occurs. As we are interested in imaging only the primary currents, it is useful to formalize this distinction:

\[ \vec{J}(\vec{r}) = \vec{J}_p(\vec{r}) + \sigma(\vec{r})\vec{E}(\vec{r}) \]  

(2.8)

where \( \vec{J}(\vec{r}) \) is the total current density, \( \vec{J}_p(\vec{r}) \) is the primary current, \( \sigma(\vec{r}) \) is the conductivity of the medium, and \( \vec{E}(\vec{r}) \) is the macroscopic electric field.

Figure 2.5: Diagram of the generation of the MEG signal. a) The MEG signal arises from post-synaptic potentials of cortical neurons. b) pyramidal neurons receive various inputs (green) along the dendrites, which propagate towards the cell body (red). c) the post-synaptic dendrite opens ion channels, allowing an influx of charge, and causing the primary current flow (yellow). Return currents (blue) ensure charge equilibrium. d) the primary current source (yellow) creates magnetic field that can be measured outside the head.

In order to localize the primary current density, it is necessary to understand the signal that is induced by both the primary and return currents, beginning with the magnetic field produced by these currents (the forward solution, Figure 2.6). It can
be shown that the return currents only contribute to the measured magnetic field where there is a gradient in electrical conductivity. Typically the head is assumed to be a piecewise homogeneous conductor, in which case the magnetic field can be shown to be:

\[ \vec{B}(\vec{r}) = \vec{B}_p(\vec{r}) + \mu_0 \sum_{ij} (\sigma_i - \sigma_j) \int_{S_{ij}} V(\vec{r}') \frac{\vec{R}}{R^3} \times d\vec{S}_{ij} \]  

(2.9)

where \( \vec{B}_p(\vec{r}) \) is the field caused by the primary current, \( \mu_0 \) is the permeability of free space, \( S_{ij} \) is the surface between compartments ‘i’ and ‘j’, \( V(\vec{r}') \) is the electric potential, and \( \vec{R} \) is the vector from a position on the surface \( \vec{r}' \) to the point of measurement \( \vec{r} \). This formula allows for the calculation of the magnetic field produced at the sensors by an arbitrary primary current source by calculating the potentials on compartment boundary surfaces. This procedure is commonly referred to as the boundary element method (BEM) [71]. Alternatively, a homogeneous sphere model can be employed, which is computationally simpler. The homogeneous sphere model gives adequate results in certain situations, but should not be used when highly accurate localization is required [72].

A closely related quantity to the forward solution is the lead field \( (\vec{L}(\vec{r})) \), which describes the sensitivity of the MEG detectors to a unit dipole at location \( \vec{r} \). This formalism thus includes the orientation and type of MEG detector used in order to relate the fields produced by the dipoles to the signal induced on the sensors. By summing over all source locations in the brain volume, the MEG signal \( (\vec{m}) \) for an arbitrary source configuration can be calculated:

\[ \vec{m} = \int \vec{L}(\vec{r}') \cdot \vec{J}(\vec{r}') d^3 r' \]  

(2.10)

In practice, the leadfield is a discretized matrix \( \vec{L} \), relating ‘m’ sensor readings to ‘n’ discrete brain locations.

### 2.2.2 Image Formation

Prior to image formation, there are an array of pre-processing steps that are commonly performed on MEG data. Removal of non-biomagnetic field components is
accomplished using either signal space separation techniques (SSS or tSSS), or reference sensor approaches. The raw data are usually band-pass filtered (e.g. 1-70 Hz), in order to restrict the spectral content to the range of typical brain signals. Down-sampling is frequently employed in order to reduce computational load. Independent component analysis (ICA) or other decomposition techniques (e.g. SSS) can also be used in order to separate the MEG signals into additive components. By correlating these components with known sources of artifact (e.g. eye blink or heart beat recordings), sources of noise can be pre-emptively removed from the raw data.

Many inverse solution / source mapping techniques are available for MEG. The earliest and most thoroughly investigated is the equivalent current dipole (ECD) [70], in which a single dipole is placed at the location and orientation that explains as much as possible of the observed field pattern. This point source technique is robust in many cases, but when distributed activations are expected, require the a-priori specification of the number of dipoles to model. For this reason, ‘dipole scanning’ techniques have been introduced, in which the dipolar source strength is estimated...
independently for each location in a pre-defined grid.

Dipole scanning techniques find a unique solution to the MEG signal equation:

\[ M = LY + \epsilon \]  

(2.11)

independently for each spatial location on the source reconstruction grid (where \( M \) is the measured signal across the sensors, \( L \) is the discretized lead field, \( Y \) is the grid of source strengths, and \( \epsilon \) is additive noise). Beamformers are a particularly popular form of dipole scanning techniques, in which the amount of cross-talk to each location on the mapping grid is minimized (e.g. by enforcing a minimum variance constraint, or by increasingly penalizing contributions from other spatial locations based on their euclidean distance to the current point of interest) \[73,74\]. While beamformers are not strictly speaking imaging techniques (as the extent of a beamformer ‘activation’ has no well defined meaning), they do produce a 3D estimate of source strengths, which in many ways resembles an activation map. More formally, only the peak locations of a beamformer map can be interpreted to represent a source localization.

Alternatively, true ‘imaging’ techniques for MEG source mapping attempt to find a full inversion of the matrix equation 2.11 \[74\]. As the number of sensors (\( m \)) is typically much less than the number of source points (\( n \)) in the reconstruction grid, this inversion is ill-posed, and some constraints must be introduced to find a unique solution. The most common constraints are the minimum norm or minimum current estimates (MNE and MCE respectively) \[74,75\]. In these cases the solution with the least source power (MNE) or least total current (MCE) are found (i.e. minimizing the \( \ell_2 \) or \( \ell_1 \) norm respectively). While these solutions are attractive in the simplicity of their constraining assumptions, they typically result in very superficial source estimates, as a weaker source near the cortical surface (and therefore the sensors) would produce the same field as a stronger source further from the sensors. Less surface-biased solutions can be achieved by introducing depth weighting to the inversion matrix, or by adopting a noise-normalized approach like dynamic statistical parametric mapping (dSPM) or standardized low resolution brain electromagnetic tomography (sLORETA) \[74,76,77\]. In both of the latter two imaging approaches, the noise covariance is projected to each location on the source grid, and is used to normalize the source estimates. It has been shown that both depth weighting and
noise normalization can reduce the surface bias of MEG imaging approaches [78].

In this thesis, MEG source mapping is performed primarily by the linearly con-
strained minimum variance (LCMV) beamformer spatial filtering approach [73]. In
general, LCMV beamformer spatial filters attempt to find a set of weights \( W_{r_0}^T \) for
the sensor data that project unity power to a voxel of interest \((r_0)\), and minimal
source variance elsewhere. The output of the spatial filter \( y(\vec{r}, t) \):

\[
y(\vec{r}, t) = W_{r_0}^T(\vec{r})m(t)
\]

is ideally equal to zero everywhere except the point of interest. The weights matrix
is that which minimizes the total source power \( P_{r_0} \):

\[
P_{r_0} = tr \left( W_{r_0}^T C_m W_{r_0} \right)
\]

where \( tr \) is the trace, and \( C_m \) is the covariance matrix for the data. The weights are
subject to unity gain at the point of interest:

\[
W_{r_0}^T L_{r_0} = I
\]

It can be shown that the minimum variance beamformer solution is:

\[
W_{r_0}^T = C_m^{-1} L_r \left( L_r^T C_m^{-1} L_r \right)^{-1}
\]

and thus:

\[
P_{r_0} = tr \left( \left[ L_{r_0}^T C_m^{-1} L_{r_0} \right]^{-1} \right)
\]

This procedure is repeated for each voxel in the source space, producing a map of
source power. However, as MEG noise projects non-uniformly throughout the brain,
the source estimates must be normalized to the projected noise power \( N_{r_0} \), e.g. from
a pre-stimulus period):

\[
N_{r_0} = tr \left( \left[ L_{r_0}^T C_n^{-1} L_{r_0} \right]^{-1} \right)
\]

where \( C_n \) is the sensor noise covariance matrix. Thus the final beamformer output is
a ‘pseudo-Z’ statistical map:

\[ Z^2_{r_0} = \frac{\text{tr} \left( \left[ L_{r_0} \mathbf{C}_m^{-1} L_{r_0} \right]^{-1} \right)}{\text{tr} \left( \left[ L_{r_0} \mathbf{C}_n^{-1} L_{r_0} \right]^{-1} \right)} \]

(2.18)

The beamformer output may be calculated for each time-point of the evoked response separately, in order to reconstruct dynamic (i.e. 4D) MEG source ‘images’.

### 2.3 Statistical Images and Thresholding

The fMRI and MEG image formation methods used in this thesis all result in statistical maps of brain activity - that is an estimate of signal strength relative to the variance or noise at that location. The final step in taking a pre-processed functional image and producing a fully processed activation map is thresholding the image into active and inactive areas. This introduces a fundamental issue for functional mapping - deciding what level of significance is appropriate for identifying active brain regions. Simple fixed error rates approaches are insufficient, due to the large number of brain voxels tested in typical functional mapping studies. For example, with 64x64x20 voxels, more than 80,000 tests are performed and a naive \( p < 0.05 \) significance threshold would result in more than 4000 false positive voxels.

Simple multiple comparison corrections like the Bonferroni correction are not suitable alternatives [66, 67], as the corrected p-values \( (p_B) \) assume that all voxels \( (V) \) represent an independent test:

\[ p_B = \frac{p}{V} \]

(2.19)

As there is some degree of spatial correlation in functional images (e.g. regions of activity are not typically single voxels), the number of truly independent tests is much lower, and the Bonferroni correction is overly strict. An improved approach is to use gaussian random field (GRF) theory to estimate the image smoothness and determine the true number of independent tests that are available [64].

An alternative strategy is to specify an acceptable false discovery rate (FDR)
which is the proportion of false positives (FP) amongst the active voxels:

\[
FDR = \frac{FP}{FP + TP}
\]  

(2.20)

where TP is the number of true positives. The significance level that satisfies this criteria \(p_G\) can be found by incrementally increasing the number of active voxels ‘\(i\)’, and finding the maximum number of voxels for which the \(i\)’th p-value \(p_i\) satisfies the relation:

\[
p_G = \max \left\{ i : p_i \leq \frac{iFDR}{V} \right\} \leq \frac{iFDR}{V}
\]  

(2.21)

The FDR and GRF approaches offer some degree of data-driven adaptation, and are widely used for group level studies. Both of these approaches are focussed on avoiding false positives, which may not be ideal in the context of clinical functional imaging, where false negatives are of greater concern in order to avoid incorrectly identifying a region of cortex as being safe to resect [80].

The above approaches specifying desired p-value levels of statistical significance all suffer from being essentially fixed-threshold techniques, which are unable to adapt sufficiently to individual variability in activation maps. One recently developed alternative is the adaptive thresholding method [80], which models image histograms as a combination of gaussian noise, and gamma activation/de-activation distributions. This approach is flexible to different levels of activation and noise, but does not incorporate the rich spatial information available in imaging. For MEG, thresholding methods based on permutation testing [81,82] have been suggested, but in practice manual adjustment of threshold levels are still common, as no broadly accepted procedure has emerged. In general, data-driven methods are more suitable for dealing with individual variability than fixed significance or multiple comparison based methods, as the latter do not typically adjust to differing levels of noise or activation.

In this thesis, we present a data-driven thresholding strategy based on spatial reliability of activation maps. This technique will be shown to provide robust thresholded images for single-subject mapping. Furthermore, measuring reliability allows for evaluation of the pre-processing choices made to produce these maps, and for quality control of the activation images. This method of guiding functional image formation is described in detail in the following section.
2.4 The ROC-r Framework

2.4.1 Motivation and Background

Determining appropriate threshold levels is not the only challenge facing single-subject functional mapping. The low signal-to-noise inherent to both fMRI and MEG makes these techniques very sensitive to artifacts, and the quality of the resulting images is therefore highly dependent on the analysis methods employed. Unfortunately, there is no globally appropriate combination of processing choices that will produce the best results in all subjects. Several authors have shown the potential of ROC analysis for assessing the effect of processing choices on the resulting image quality [83–85]. In this thesis, a novel test-retest ROC-reliability framework will be introduced, and its usefulness for single-subject functional mapping will be demonstrated.

What makes the ROC-r approach particularly well suited to handle the variability of functional imaging, as well as the differences between fMRI and MEG data, is that minimal assumptions are placed on the activation maps. The two basic assumptions of the ROC-r method are: 1) the signal intensity in the images is larger than the noise amplitude, and 2) the signal originates from a consistent location across replications, whereas the noise amplitudes will be randomly distributed across the image. Being noise-normalized statistical maps, functional images implicitly satisfy assumption one. The second assumption is typically satisfied for scanner and physiological noise sources, but may be violated by some artifacts with systematic locations. Fortuitously, sources of such artifacts tend to be easily recognized (e.g. eye blinks in MEG data), and methods for removing them from the raw data (e.g. epoch rejection) are widely available.

For images that meet these two assumptions, it is reasonable to assume that the spatial reliability of the images will increase with increasing threshold, as the spuriously located noise will be the first voxels to be thresholded out of the activation maps. Furthermore, once sufficient reliability is achieved, the threshold should not be increased further, in order to maintain activation sensitivity. Thus ROC-r provides information relevant to the selection of appropriate thresholds. It will be shown that the ROC-r method is also inherently capable of identifying poor quality datasets in
which the above assumptions are not met, as the expected reliability versus threshold behaviour will not be observed (i.e. thresholding will not improve reliability due to lack of signal or presence of spurious artifacts). Finally, ROC-r can be used to guide pre-processing decisions, in order to improve the spatial reliability of activation maps. The ROC-r method is the only technique available that combines quantitative quality assurance metrics, pre-processing pipeline optimization, and automated individualized thresholding in a single package.

2.4.2 ROC-r Algorithm

The ROC-r algorithm calculates ROC curves based on the overlap of test-retest functional maps as a function of image thresholds. For the ROC-r calculation, one image (e.g. the ‘test’ image) is taken as the activation template for the ROC ‘gold standard’. The ROC curve (Figure 2.7) is defined as a plot of the true and false positive rates (TPR and FPR respectively), as a function of retest image threshold ($t_2$), at a fixed

![Figure 2.7: Demonstration of the ROC-r calculation of retest ROC curves. Left: ROC curve for an example template image thresholded at $t=3$. Right: Example template (red) and retest (blue) images for increasing retest image thresholds. Intermediate thresholds provide the optimal test-retest overlap (purple). This color scheme will be used extensively for showing ROC-r thresholded test-retest images.](image)
template image threshold \((t_1)\):

\[
TPR(t_2) = \frac{TP(t_2)}{TP(t_2) + FN(t_2)} \\
FPR(t_2) = \frac{FP(t_2)}{FP(t_2) + TN(t_2)}
\]  

(2.22)

where TP is the number of true positives (voxels active in both images, \(A_{1,2}\)), TN is the true negatives (voxels inactive in both images \(I_{1,2}\)), FP is the number of false positives (active in only the retest image \(A_2\)), and FN is the number of false negatives (active in only the template image \(A_1\)). The area under the ROC curve is calculated as a function of \(t_1\) (i.e. \(AUC(t_1)\)), and used as the ROC-r indicator of retest reliability. The number of retest thresholds evaluated should be sufficient to produce accurate estimates of the retest ROC curves (typically \(\sim 20\) threshold levels).

The retest ROC curves are highly dependent on the choice of template threshold. The ROC-r algorithm therefore explicitly evaluates the effect of the template threshold on retest image quality, by repeating the ROC and AUC calculation for all possible template image thresholds (Figure 2.8). This ensures that the resulting estimates of image reliability are not dependent on the choice of template threshold, and additionally allows one to determine threshold levels that produce robust template images directly. The basic output of a ROC-r analysis is thus a plot of the retest AUC as a function of template image threshold.

Overall reliability can be reduced to a quantitative metric for quality assurance purposes, and for determining the best analysis pipeline for a particular dataset. The metric of choice is the ‘reliable fraction’ \((F_R)\), which is calculated as the fraction of the threshold range for which the activation pattern obtained is reliable (Figure 2.8):

\[
F_R = \frac{\Delta t_{\text{reliable}}}{\Delta t_{\text{reliable}} + \Delta t_{\text{unreliable}}}
\]  

(2.23)

where the criteria for reliability is for the AUC to be above the ‘mid-range’ value (i.e. \(AUC_{\text{mid}}\), half way between the minimum and maximum AUC values):

\[
AUC_{\text{mid}} = \frac{AUC_f + AUC_i}{2}
\]  

(2.24)
This metric is particularly attractive as it measures how quickly the retest AUC (i.e. reliability) increases with template image threshold, and thus how much of the threshold range is reliable activation. For small activated regions, assuming random uncorrelated background noise, $F_R$ is related to the image signal-to-noise ratio (SNR, see Figure 2.9).

The ROC-r AUC plots can also be used to determine data-driven thresholds. The approach taken in this work is to balance the desire for a high retest AUC with the diminishing returns observed at high thresholds. This is accomplished by defining the equivalent ‘linear-rate’ of AUC increase with threshold ($AUC'_{lin}$) as the slope of the line connecting the initial and final AUC values:

$$AUC'_{lin} = \frac{AUC_f - AUC_i}{t_f - t_i}$$  \hspace{1cm} (2.25)

This provides a data-driven average rate of AUC increase with threshold (Figure 2.8). In order to balance the desire for high reliability with high sensitivity, the first threshold for which the AUC is above the mid-range value, and the rate of change drops below the linear-rate is identified as the ROC-r threshold. In earlier works (3) these cut-off parameters were determined from a group AUC plot, to take advantage

![Figure 2.8: The output of the ROC-r analysis is a plot of the retest area under the curve (AUC) as a function of template image threshold (left). Overall reliability is measured by the fraction of the threshold range for which the AUC is above the mid-range value. The corresponding retest ROC curves for a variety of template thresholds is shown on the right.](image-url)
of the stability provided by using the average ROC-r curves. However, in later works, these cut-offs are calculated directly from the individual ROC-r AUC plots, to offer greater individual adaptability. Two additional parameters can be introduced to fine-tune the ROC-r thresholds. The first such parameter, $\alpha$, is used to increase or decrease the AUC cut-off value:

$$AUC_{thresh} = \alpha \frac{AUC_f + AUC_i}{2}$$

(2.26)

A second tuning parameter, $\beta$, can be introduced to allow variation of the conservativeness of the threshold levels:

$$AUC'_{thresh} = \beta \frac{AUC_f - AUC_i}{t_f - t_i}$$

(2.27)

Normally, both $\alpha$ and $\beta$ are set to unity, unless otherwise noted. In chapter 5, the $\alpha$ and $\beta$ parameters will be adjusted to increase the sensitivity of ROC-r thresholds in a patient group.

### 2.4.3 Simulation

A proof of concept for the ROC-r algorithm can be accomplished using a simple simulation (Figure 2.9). In this simulation, the images are represented using a 1D signal plus noise model. The signal was modeled by a gaussian distribution of varying full-width-half-maxima to represent different percent activation extents. The background noise was modeled by uncorrelated gaussian distributions of varying amplitude, to simulate different SNR levels. The noise magnitude was additionally scaled inversely to the amount of signal present in a given ‘voxel’, in order to represent a noise-normalized statistical map. For each SNR and activation extent, two 1D ‘images’ were simulated and submitted to a ROC-r analysis.

The initial AUC of the resulting ROC-r curves increases with activation extent, as a larger and larger proportion of the voxels are reliable at any threshold (Figure 2.9c). Thus the initial value of the AUC is not always 0.5, as would be expected for an image that is predominantly noise. The initial AUC value is thus indicative of the extent of the activation present in the images. The limiting cases of noise only images (AUC=0.5) and identical images (AUC=1.0) are also shown. Increasing the SNR does
Figure 2.9: Simulated 1D signal for varying percent active voxels (a) and noise magnitude (b), and corresponding ROC-r analyses in (c) and (d), respectively. The ROC-r reliable fraction depends linearly on SNR, and is nearly independent of activation extent (e). The ROC-r thresholds increase with increasing noise levels, independent of activation extent (f).
not change the initial AUC value, but results in faster increase in AUC with threshold (Figure 2.9d). As a result, the reliable fraction increases with SNR, and is essentially independent of activation extent, especially for less than smaller percentages of active voxels (i.e. $\leq 10\%$). Likewise, the optimal threshold is independent of activation extent, but adapts for increasing noise levels, in order to isolate the reliable signal.

### 2.4.4 Repeatability, Reliability, and Accuracy

The ROC-r method is based on assessment of the test-retest reliability of functional maps. It should thus be emphasized that throughout this thesis, the term reliability is thus used in the same conceptual sense as repeatability or reproducibility of the functional images. It should also be noted that the repeatability of a test does not ensure validity of the result, although it can be considered a necessary - if not always sufficient - condition for the usefulness of a measurement. However, in general, a test is only considered valid if it is both repeatable and accurate.

While repeatability of functional imaging is relatively easy to assess, the accuracy of these maps is much more difficult to define, as there is no true gold standard measure for localization of brain function. In this thesis, several surrogates are used as standards for assessing the accuracy of ROC-r results. In cases where individual results are expected to be relatively homogenous, a group map can be used as a form of baseline expectations. In this case, accuracy is operationally defined as the closeness of individual results to the mean. In other cases, an established method for localization is available, and can be used to validate the ROC-r results, such as equivalent current dipoles for MEG. Finally, for the patient studies in this thesis, cortical stimulation is used as the gold standard for localization of brain function. While cortical stimulation has its drawbacks as a comparator for volumetric image-based methods, it is able to identify critical functional regions that must be spared during surgery, and is routinely used intraoperatively.

### 2.4.5 Summary

The ROC-r algorithm provides a quantitative method of assessing the reliability of activation maps. We will show that ROC-r provides a valuable tool in three distinct
roles for individual functional mapping: as a quality assurance indicator, for selecting of optimal pre-processing pipelines, and for determining data-driven thresholds. Because it only requires the activation maps as input, it is equally well suited to MEG and fMRI source mapping and providing a unified framework for push-button processing of both modalities. This thesis will demonstrate that these qualities provide enhanced pre-surgical mapping characteristics, by ensuring that the best possible results are produced from the available data, on an individualized basis.
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3.1 Motivation

The following manuscript examines how the reliability of individual level mapping depends on thresholding. This manuscript introduces the ROC-r method, and compares it to an established method of evaluating test-retest overlap/reliability. This paper shows that production of reliable images requires data-driven thresholding, as there is a large variability in image reliability at a given threshold both between and within subjects. The ROC-r method of threshold selection is shown to control for image reliability effectively, and the potential for using ROC-r to guide pre-processing decisions to maximize the quality of activation maps is established. This manuscript lays the groundwork for the ROC-r method.
3.2 Abstract

Many studies have investigated test-retest reliability of active voxel classification for fMRI, which is increasingly important for emerging clinical applications. The implicit impact of voxel-wise thresholding on this type of reliability has previously been under-appreciated. This has had two detrimental effects: 1) reliability studies use different fixed thresholds, making comparison of results challenging; 2) typical studies do not assess reliability at the individual level, which could provide information for selecting activation thresholds. To show the limitations of traditional fixed-threshold approaches, we investigated the threshold dependence of fMRI reliability measures, with the goal of developing an automated threshold selection routine. For this purpose, we demonstrated threshold dependence of both novel (ROC-reliability or ROC-r) and established (Rombouts overlap or $R_R$) reliability measures. Both methods rely minimally on statistical assumptions, and provide a data-driven summary of the threshold-reliability relationship. We applied these methods to data from eight subjects performing a simple finger tapping task across repeated fMRI sessions. We showed that the reliability measures varied dramatically with threshold. This variation depended strongly on the individual tested. Finally, we demonstrated novel procedures using ROC-r and overlap analysis to optimize thresholds on a case-by-case basis. Ultimately, a method to determine robust individual-level activation maps represents a critical advance for fMRI as a diagnostic tool.

3.3 Introduction

3.3.1 Background

Functional MRI has emerged as a major diagnostic tool in human neuroscience. Most functional MRI maps reflect the statistical goodness-of-fit of a predicted response model to the signal measured in each voxel [86]. This process is used to overcome the noisy nature of the fMRI signal, but is hampered by the difficulty in defining an appropriate statistical threshold [64–67, 87]. In particular, differences between tasks, individuals, and scanners may not be properly accounted for in the statistical models used in fixed-threshold techniques (i.e. with pre-specified p-value levels) [88]. These problems are only made worse by sources of physiological noise and task-related
artifacts. As the threshold process is intended to separate the ‘active’ from ‘inactive’ voxels, it will clearly impact the reliability of the observed activation [89, 90].

Given that we cannot easily determine if a voxel is ‘truly’ active or inactive, measuring reliability through repeated scanning (e.g. within or between sessions) is one possible way to increase our confidence in the activation maps [39, 91]. However, there are many reliability measures to choose from [92], and each method is sensitive to different aspects of fMRI data. Furthermore, each method will be affected differently by decisions made during analysis (e.g. response model selection, spatial and temporal smoothing, etc: [84, 93]).

It is useful to divide the available approaches into two general categories: 1) magnitude and 2) classification reliability. Whereas reliability of activation strength or magnitude is investigated at the voxel level (e.g. with t-value scatter plots [94–98], or intra-class correlation coefficients [97–102]), reliability of active/inactive classification is assessed at the image level after application of a significance threshold. As we are principally interested in what effect the threshold has on fMRI mapping, we will focus on the latter, hereafter referred to as classification reliability.

Classification reliability has been shown to differ greatly between individuals [98, 103]. Despite this high individual variability, significant differences have been found between select patient and control groups [104]. Reliability has been shown to vary with functional tasks [105] and brain regions [97], two issues that are inevitably interrelated [97, 106]. Task-based and resting state fMRI can achieve similar reliability results [107], although task-based designs appear to be more robust when rest periods, rather than control states, are used as baseline [98]. The classification reliability also varies with threshold used to define the active/inactive voxels. This dependence is commonly characterized by either the test-retest true and false positive rates [88], or test-retest overlap coefficients [103].

We have developed data-driven methods to calculate classification reliability for individual subjects, using a test-retest framework. These methods alleviate the need for many task replications to accurately fit parameters in the traditional model-based approaches [108]. Our methods are designed to overcome large inter-individual differences in reliability that are observed when fixed thresholds are used in individual subjects. We will show that meaningful fMRI maps can be produced by optimizing
reliability of active/inactive voxel classification at the individual level.

### 3.3.2 Classification Reliability

The two most common ways to assess classification reliability for fMRI are overlap coefficients [97, 103, 105, 106, 109–114] and receiver operating characteristic (ROC) analysis [85, 88, 104, 107, 108, 115]. These two approaches differ in several ways.

#### Overlap Coefficients

Overlap coefficients are calculated directly from two thresholded activation maps. Therefore they are empirical measures of reliability. The two most common overlap indices are the Rombouts coefficient (‘$R_R$’) [103], and the Jaccard overlap coefficient (‘$R_J$’) [113,116]. $R_R$ is the ratio of the number of voxels active on both replications to the average number active on each replication. $R_J$ is the proportion of voxels active in either replication that are active in both replications. Both $R_R$ and $R_J$ vary between 0 and 1, and are particularly attractive reliability metrics because of their simplicity. In this paper we will focus on $R_R$, as it is the more popular of the two metrics.

Overlap coefficients depend on the threshold used to classify active and inactive voxels [89,90]. Rombouts et al. showed that the overlap coefficient is high at very low thresholds, and low at very high thresholds [89], as expected. While the report of Rombouts et al. demonstrated a local maximum in overlap at intermediate thresholds, a later study [90] did not reproduce this result. The variation in overlap was substantial in both studies: 0.0 to 0.7 in Rombouts et al. [89], and $0.21 \pm 0.05$ to $0.64 \pm 0.03$ in Duncan et al. [90], depending on the threshold used. It has recently been shown that adaptive thresholding can improve reliability beyond what is possible using a fixed threshold approach [80].

While the dependence of $R_R$ on threshold has been known since shortly after its original demonstration [89], the majority of reliability studies focus on a single reliability threshold. Moreover, the thresholding level used varies from study to study. This has led to dramatic variation in the range of overlap reported by individual studies (average $R_R$ from 0.230 to 0.856) [92].
ROC Analysis

The ROC curve is a plot of true positive and false positive rates (TPR, FPR; sometimes called ‘hits’ and ‘false alarms’) as a function of the classification threshold. ROC reliability can be summarized by the area under the curve (AUC). The AUC may vary from 0.0 (no true positives at any false positive rate) to 1.0 (no false negatives at any false positive rate). However, in practice it is rare for the AUC to be less than 0.5, as this is 50% classification accuracy, and could be obtained by randomly assigning active and inactive voxels. The AUC is useful for comparisons between experimental conditions, or with other reliability measures like $R_R$ [104].

The most popular ROC analysis for fMRI data were developed by Genovese et al. [88], and further investigated by others [104, 107, 115, 117]. The Genovese ROC method uses a model-based approach to estimate the true and false positive rates. In their model, they asserted that for a series of ‘M’ test-retest replications, the number of times a voxel is found above a particular threshold, ‘n’, is drawn from a mixture of true and false positive detection probabilities ($P_A, P_I$) in proportion to underlying fraction of active voxels ($\lambda$):

$$n = \lambda \text{Binomial}(M, P_A) + (1 - \lambda) \text{Binomial}(M, P_I)$$  \hspace{1cm} (3.1)

By calculating ‘n’ for all voxels, they are able to estimate $P_A$, $P_I$, and $\lambda$. They then repeat this method for many threshold values to estimate an ROC curve (i.e. use $P_A$, $P_I$ to approximate TPR and FPR). A drawback of this process is that it depends on the availability of a large number of task replications to produce accurate estimates of $P_A$, $P_I$, and $\lambda$ [108].

An alternative, test-retest method of ROC estimation was proposed by Le and Hu [85]. Le and Hu used a long fMRI experiment with a conservative ($p < 0.0005$) statistical threshold to estimate a true positive map. An ROC curve was then generated by varying the threshold on the second fMRI dataset, and calculating the TPR and FPR at each threshold. In this method, the TPR and FPR are calculated from overlapping/non-overlapping regions of the two images, and therefore operates using a similar framework to other empirical overlap coefficients. These are more accurately described as ‘test-retest positive’ and ‘test-retest negative’ rates, however we
will maintain the standard nomenclature of TPR and FPR. The impact of varying the threshold used to estimate the true positive map was not reported.

### 3.3.3 Research Objectives

We aim to compare the effects of threshold on both the established overlap coefficient \( R_R \) and novel ROC-reliability (ROC-r) analyses. For this purpose, we will investigate eight healthy individuals across two sessions (test-retest), using a standard finger tapping task. We will show that threshold dependence and individual variability leads to two outcomes: 1) reliability studies using different thresholds should not be directly compared, and 2) reliability should be measured and controlled for at the individual level to better ensure replicable results. Finally we will demonstrate new techniques for optimizing fMRI threshold selection using ROC-r analysis. These techniques produce automated, data-driven thresholds, resulting in robust activation maps at the individual level.

### 3.4 Methods

#### 3.4.1 Participants

Eight healthy volunteers were recruited for this study (4 males, 4 females, 24.4 ± 3.5 years of age). All participants were right hand dominant according to the Edinburgh Handedness Inventory [118]. The subjects all spoke English as their first language, and had either normal or corrected-to-normal vision. The subjects had no known prior neurological conditions. Subjects were each scanned at 4 Tesla, using a simple motor task. Test-retest imaging was performed in separate scanning sessions 1-7 days apart. The study was approved by the local research ethics board (Capital District Health Authority REB, Halifax, NS), and all subjects provided informed consent.

#### 3.4.2 MRI Acquisition Details

All eight volunteers were scanned twice with a 4 Tesla scanner (Varian INOVA, Palo Alto, California), for a total of 16 scanning sessions. During each session, both structural and functional images were acquired. The structural images were collected with an MP-FLASH sequence with the following parameters: \( TI = 500 \text{ ms} \), \( TR = 10 \)}
ms, TE = 5 ms, \( \alpha = 11^\circ \), 256 x 256 matrix, 64 slices, and 0.94 x 0.94 x 3 mm voxels (FOV = 24 x 24 x 19 cm). Functional images were collected with a single-shot spiral out sequence, using TR = 2 s, TE = 15 ms, \( \alpha = 90^\circ \), 64 x 64 matrix, 22 slices, and 3.75 x 3.75 x 5 mm voxels, with a 0.5 mm gap (FOV = 24 x 24 x 12 cm).

### 3.4.3 Functional Task

Each participant performed a finger tapping task that utilized a block design, consisting of 20-second alternating blocks of stimulation and rest. Left and right hand ascending/descending thumb-to-digit tapping blocks were interspersed with rest blocks (4 blocks/condition). Pace was fixed at 2 Hz using four circles (for four fingers) to control for finger tapping order and timing. Active block order was pseudo-randomized, with a rest block before and after each active block, for a total time of 5 minutes and 40 seconds (170 volumes). Stimuli were presented using E-Prime (Psychology Software Tools Inc.) via a projector in the MR console room. Subjects viewed the stimuli on a screen through a mirror mounted on the head coil. Task practice was done before each session to ensure optimal task performance.

### 3.4.4 Functional MRI Analysis

Functional MRI analysis was performed using the AFNI software package [119]. Data were first motion corrected by rigid body transformation to align all images with the first image of that time series. Segmentation was performed to remove the skull from both the functional and anatomical images. The high-resolution anatomical images were down-sampled to the functional image resolution prior to calculating a registration transformation (12 parameter affine). Functional MRI data were spatially smoothed (Gaussian kernel of 6 mm FWHM) prior to statistical analysis.

For statistical analysis, a standard boxcar function was convolved with the default AFNI hemodynamic response. Constant, linear, and quadratic terms were included in the baseline model to account for low frequency drifts. For each unique linear combination of the task regressors, the 3dDeconvolve program [119] was used to estimate the goodness-of-fit of the task activation model, and a t-statistic map was created. Group level activation maps for each contrast were created using a t-test after registration to the MNI-152 brain, and thresholded at FDR corrected \( q = 0.01 \).
(approximately \( p = 2 \times 10^{-5} \) uncorrected).

### 3.4.5 Reliability Calculations

In this work, both overlap coefficients and ROC-reliability (ROC-r) curves were calculated from pairs of test-retest images. Reproducibility analysis routines were programmed in Python and performed in individual space. Analysis was restricted to positive task correlations only, as we observed that the negative task correlations were substantially less reliable (by either overlap or ROC-r evaluation - data not shown). The number of unique voxels classified active in only the first image \( A_1 \) and only the second image \( A_2 \) were calculated (for independently varying thresholds \( t_1 \) and \( t_2 \)). \( I_1 \) and \( I_2 \) were then calculated as the number of unique inactive voxels in each image, at the same pair of thresholds. \( I_{1,2} \) denoted the number of shared voxels declared inactive (i.e. inactive in both images), and \( A_{1,2} \) the voxels classified active on both images (Figure 3.1).

#### Overlap Coefficients

In terms of the active/inactive voxel counts defined above, the Rombouts overlap was calculated as \( R_R = \frac{2A_{1,2}}{A_1 + 2A_{1,2} + A_2} \) [92]. For each image pair, for each subject, \( R_R \) was calculated as a function of the threshold applied to both the test image \( t_1 \) and retest image \( t_2 \). Group results were obtained by averaging \( R_R \) produced at the individual level.

#### ROC-reliability

Our ROC-reliability estimation procedure (ROC-r) was based on the method outlined by Le and Hu [85]. We defined true positives as the voxels that were declared active in both images (i.e. \( TP = A_{1,2} \)). Those which were below threshold in both images were counted as true negatives (\( TN = I_{1,2} \)). False positives were counted from the voxels active in the retest image that were not active in the template (\( FP = A_2 \)), and vice-versa for false negatives (i.e. \( FN = A_1 \)). The true and false positive rates were then calculated in the usual fashion (\( TPR = \frac{A_{1,2}}{A_{1,2} + A_1} \), \( FPR = \frac{A_2}{A_2 + I_{1,2}} \)). The TPR and FPR were calculated for all values of \( t_2 \) at a fixed value of \( t_1 \) to produce
Figure 3.1: Schematic of test-retest overlap regions. Both the Rombouts coefficient and the true/false positive rates used for the ROC-r analysis are calculated from the overlapping/non-overlapping regions of fMRI images. Here $A_1$ and $A_2$ are the unique volumes classified active in only the first and only the second image respectively, $A_{1,2}$ is the shared activated volume, and $I_{1,2}$ is the common inactive volume (adapted from Rombouts [103]).
an ROC curve. These true and false positive rate estimates are based purely on test-retest measures, as the ‘true’ activity state of fMRI voxels cannot be obtained.

Whereas Le and Hu used a restrictive threshold level for $t_1$, for the ROC-r methods we repeated the ROC calculation for all values of $t_1$. The effect of restricting or expanding the template activation was then assessed quantitatively by plotting the AUC against $t_1$. As we used identical procedures to obtain our test and retest images, the designation of one image as the template is arbitrary. For this reason both images were assessed as the template, resulting in two AUC plots for each test-retest pair. This procedure, and the subsequent analyses in section 3.5.2 we refer to as ROC-r, and is demonstrated in Figure 3.2.

### 3.4.6 Threshold Optimization

We developed an automated and empirical threshold optimization procedure using the ROC-r framework described in Figure 3.2. As exemplified in Figure 3.2, the AUC tends to increase monotonically as a function of template threshold. As the majority of inactive voxels are removed from the template image with increasing threshold, the rate of AUC increase declines. In order to balance the aims of achieving a high test-retest AUC (i.e. high reliability) and maintaining sensitivity to activation, we designed optimization procedures that consider both the AUC value and its rate of increase.

The AUC plots produced by the ROC-r analysis were fit with a smoothed cubic spline to obtain a smooth estimate of the first derivative. Optimal thresholds were taken as the first threshold for which the following two conditions were satisfied: 1) the AUC has increased to at least half of its maximum value (i.e. $AUC > = [AUC_i + AUC_f]/2$) and 2) the AUC derivative has dropped below its average value (i.e. $AUC' < = [AUC_f - AUC_i]/[t_f - t_i]$). Where $AUC_i$ and $AUC_f$ are the initial and final AUC values taken from the group mean. For comparison, we will also determine reliability optimized thresholds from the Rombouts overlap analysis by identifying local maxima in $R_R$ as optimal threshold combinations.
Figure 3.2: Schematic of the ROC-r method. At a given pair of image thresholds \((t_1, t_2)\), the TPR and FPR are calculated from the overlapping/non-overlapping regions. Repeating this for all \(t_2\) values at a fixed \(t_1\) produces an ROC curve, from which the AUC is calculated. This is repeated for all \(t_1\) values to produce a plot of AUC vs. \(t_1\). The roles of the two images are then reversed to create both an AUC vs. \(t_1\) and AUC vs. \(t_2\) plot.
3.5 Results

3.5.1 Group Analysis

The right hand tapping condition of the motor task produced left-lateralized activation of the pre- and post-central gyri, supplementary motor areas, posterior cingulate gyri, striatum, and thalamus. Activity was also observed bilaterally in the visual cortex (occipital pole and lateral occipital cortex), and in the left cerebellum (Figure 3.3a). The left hand condition of the finger tapping task produced a similar distribution of activation, with more bilateral activation than that identified in the right hand condition (Figure 3.3b). Subject 6 was excluded from the group map due to motion issues.

![Group fMRI results](image)

Figure 3.3: Group fMRI results (n=7). Group mean thresholded at \( t \geq 5 \) (FDR corrected \( q < 0.01 \)): a) right hand contrasted to rest, b) left hand contrasted to rest (shown in radiological convention). The slices shown highlight the most extensive activated regions, and correspond to the axial slices indicated on the right. See the text for a full description of the corresponding anatomical locations.

3.5.2 Group Average Threshold-Reliability Dependence

Overlap Coefficient

Mean reproducibility was measured by averaging \( R_R \) across individuals (figure 3.4a). This grand average shows a trend of decreasing reproducibility as the threshold is increased, dropping rapidly from \( R_R=1.0 \) to \( R_R=0.67 \pm 0.03 \) as the threshold is
increased from $t = 0$ to $t = 2.6$ (approximately uncorrected $p = 0.01$). The average overlap coefficient then continues to decrease at a slower rate for higher analysis thresholds. This creates the appearance of an extended ‘tail’ region to the overlap plot, which in the group average occurs at equal analysis thresholds $t_1$ and $t_2$. This tail region is highly variable across the group (figure 3.4b). From $t = 2.6$ to $t = 6.6$ (i.e. approximately uncorrected $p = 0.01$ to $p = 1 \times 10^{-6}$), the overlap decreases from $0.67 \pm 0.03$ to $0.56 \pm 0.03$.

![Figure 3.4](image)

Figure 3.4: Group mean overlap coefficient (a), and standard deviation (b) as a function of independent image thresholds. The group averaged result obfuscates many phenomenon that may be observed at the individual level, as evidenced by the high subject-to-subject variability at high thresholds.

**ROC-r**

In the ROC-r analysis, the average of the single-subject AUC curves was found to increase monotonically with threshold on the template image (figure 3.5). This increase is initially rapid, as more and more inactive voxels are thresholded out of the test-image. From $t_1 = 0$ to $t_1 = 5$, the average AUC increases from $0.69 \pm 0.01$ to $0.87 \pm 0.01$, and then more slowly thereafter. Note that an AUC of 0.5 is the same as random classification, so by this measure the classification reliability is reasonably above chance even at low thresholds. As the test-image becomes more representative
of the true active voxel distribution, the retest AUC increases more slowly, approaching 1.0 asymptotically. The average AUC varied from $0.78 \pm 0.01$ to $0.91 \pm 0.02$ as the analysis threshold was varied over the typical analysis range ($p = 0.05$ to $p = 1 \times 10^{-6}$ uncorrected).

Figure 3.5: Individual ROC-reliability results (average ± standard deviation of test-retest AUC): The AUC generally increases with test-image threshold, rapidly at first and then to diminishing returns. Subjects 2 and 6 are identified as having significantly below average AUC, whereas subjects 5 and 7 have above average reliability by the ROC-r analysis.

3.5.3 Individual Variability

Overlap Coefficient

At the individual level, the overlap-threshold relationship was more featured, and highly variable (Figure 3.6). Many subjects demonstrated local maxima, and these were frequently off-diagonal (i.e. not on the line $t_1 = t_2$). In some cases multiple local maxima were observed. The variability in the location of these local maxima
contributed to their averaging out at the group level, producing the plateau region observed in Figure 3.4. Therefore the group result likely does not represent a consistent trend, but rather a lack of consistent behaviour at the individual level. Subject 6 had the lowest overlap coefficients in the tail region, in agreement with the ROC-r analysis discussed below. Subjects 5 and 7 were identified as above average by the AUC plots, and also appear to have above average overlap coefficients in the tail region. These two subjects demonstrated overlap maxima at extremely high threshold levels, suggesting the presence of a few strongly activated, and highly reliable voxels.

ROC-r

Although qualitatively the ROC-r AUC plots looked very similar, significant quantitative differences were found between individual subjects, and between single subjects and the group mean (Figure 3.5). In particular, the AUC for subject 7 is significantly greater than the mean over all test-image thresholds tested. The AUC for subjects 4 and 5 begin below average but at t≈4.0 intersect the average, and thereafter is above the group mean. Subject 2 exhibits the opposite trend, beginning above average and crossing to below average for higher thresholds. Subject 6 is the clear outlier, exhibiting below average AUC over all test-image thresholds. This subject also exhibited an early plateau in the AUC plot, and downward spikes around t = 17. This subject required substantial motion correction (∼1 mm displacement), suggesting that motion artifact may be contributing to the reduced reliability.

Threshold Optimization

The ROC-r threshold optimization successfully identified reliable activation in all but the least reliable subject (i.e. subject 6). For the seven subjects in which ROC-r based optimization succeeded, the resulting thresholds were $t_{ROC_r} = 6.1 \pm 1.3$, resulting in $n = 1600 \pm 1200$ active voxels (means ± st.dev.). These optimized thresholds are slightly higher than the Bonferroni corrected threshold of $t_{bonf} = 5.2$ (i.e. corrected p = 0.01), and significantly higher than the FDR corrected threshold of $t_{FDR} = 3.6$ (i.e. q = 0.01). The number of voxels declared active were therefore less than either the FDR ($n = 3900 \pm 2000$) or Bonferroni ($n = 2200 \pm 1200$) fixed-threshold approaches. The average thresholds were slightly higher for images from
Figure 3.6: Individual rombouts overlap results: The overlap generally decreases with increasing threshold. Subject 6 is identified as having lower reliability than other subjects by inspection of the $R_R$ plots, and subjects 5 and 7 demonstrated the highest overlap coefficients. Several subjects demonstrate local maxima on the $R_R$ plots, although the location of these maxima are highly variable.
the first session ($t_{ROCr,1} = 6.3$) than the second session ($t_{ROCr,2} = 5.9$), however this
difference was not significant. No difference was observed for the left and right hand
conditions.

Optimal thresholds were additionally determined by finding local maxima in the
overlap plots. As not all subjects exhibited local maxima, this was possible in only
11 of 16 cases, as opposed to the 14 of 16 datasets that could be optimized using the
ROC-r approach. Additionally, in 6 of 16 datasets, there were multiple local maxima,
with 20 local maxima found in total. It was observed that these local maxima were
typically at much higher thresholds than the ROC-r optimized thresholds ($t_{ROCr} = 13.5
\pm 5.0$), with only a few occurring at thresholds below $t = 10$. The $t_{ROCr}$ maxima below $t=10$ were typically similar to the Bonferroni corrected threshold ($n = 4; \bar{t} = 5.1 \pm 0.5$).

Demonstrative examples of a) highly reliable data, b) average, and c) poorly
reproduced datasets are shown in figures 3.7, 3.8, 3.9, and 3.10. Subject 5 (right
hand condition shown in figure 3.7) produced above average reliability by both the
Rombouts and ROC-r methods. In this case, there are multiple local maxima in the
Rombouts plot, and a clear point of diminishing returns in the AUC. The ROC-r
optimized thresholds are just slightly above the Bonferroni level, and near a local
maxima in the Rombouts overlap. The additional maxima in the Rombouts overlap
occur at much higher thresholds, and produce highly specific maps of the primary
motor region (i.e. hand knob). Representative examples of the activation maps
produced at these optimized thresholds are shown as well.

Figure 3.8 shows the results from subject 3 for the left hand condition. This
dataset is very near to the average by both reliability measures. No clear local maxima
in the Rombouts overlap were observed, however the ROC-r method was still able to
predict optimal thresholds of $t_1 = 5.6$ and $t_2 = 5.9$. The resulting activation maps
produce very high overlap, and identify all key regions identified in the group level.
This subject demonstrates that even when no local maxima in the overlap are present,
the ROC-r automated thresholds typically lay within the ‘tail’ region of the overlap
plot, and thus identify reliable activation patterns.

Figures 3.9 and 3.10 illustrates two of the least reliable datasets obtained in this
experiment (subject 4, right hand and subject 2, right hand). It is readily seen from
Figure 3.7: Threshold optimization for a highly reliable dataset (subject 5, right hand vs. rest): a) ROC-r AUC, b) Rombouts overlap, and c) thresholded activation maps (red = image 1; blue = image 2; purple = overlap). Squares: ROC-r optimized thresholds; circles, triangles, stars, and diamonds: thresholds for local $R_R$ maxima. FDR corrected ($q < 0.01$, solid lines) and Bonferroni corrected ($p < 0.01$, dashed lines) thresholds are also shown.
the Rombouts plot that the optimal thresholds will be different for the two images in both cases. As a result, the use of a fixed-threshold approach results in very poor test-retest reliability. This can also be seen on the ROC-r plots, as the threshold required to achieve the same AUC is different for the two images. However, there are local maxima present in the Rombouts overlap at high thresholds ($t_1 = 18.4, t_2 = 13.4$ for subject 4 and $t_1 = 14.8, t_2 = 19.3$ for subject 2). Both of these threshold pairs restrict activation to the hand knob of the primary motor region. The ROC-r optimized thresholds produce much lower thresholds in both cases ($t_1 = 7.8, t_2 = 4.5$ for subject 4, $t_1 = 3.3, t_2 = 5.6$ for subject 2), and include most of the group-level activated regions. Either reliability-based threshold method reduces the test-retest activation extent differences observed with fixed thresholds.

The reliability optimized thresholds were applied to each individual’s activation
Figure 3.9: Threshold optimization for a low reliability dataset (subject 4, right hand vs. rest): a) ROC-r AUC, b) Rombouts overlap, and c) thresholded activation maps (red = image 1; blue = image 2; purple = overlap). Squares: ROC-r optimized thresholds; circles: thresholds for local $R_R$ maxima. FDR corrected (q <= 0.01, solid lines) and Bonferroni corrected (p <= 0.01, dashed lines) thresholds are also shown. The maximal test-retest overlap occurred for unequal thresholds $t_1$ and $t_2$, so the use of fixed thresholds results in more unreliable activation.
Figure 3.10: Threshold optimization for a low reliability dataset (subject 2, right hand vs. rest): a) ROC-r AUC, b) Rombouts overlap, and c) thresholded activation maps (red = image 1; blue = image 2; purple = overlap). Squares: ROC-r optimized thresholds; circles: thresholds for local R$_{R}$ maxima. FDR corrected ($q < 0.01$, solid lines) and Bonferroni corrected ($p < 0.01$, dashed lines) thresholds are also shown. The maximal test-retest overlap occurred for unequal thresholds $t_1$ and $t_2$, so the use of fixed thresholds results in more unreliable activation.
maps, and the results across the group were compared to the traditional group analysis in figure 3.3. The resulting group activation patterns are shown in figure 3.11, displayed as a percent of individuals for whom a given voxel was active. It is clear that in the majority of cases, the ROC-r analysis reproduces activation at the individual level in the key regions identified at the group level. However, activation of the subcortical regions observed at the group level, is not reliably present at the individual level. This is due to a combination of some subjects lacking activation in this region, and inconsistent location of these activations when present. The overlap-maximized thresholds typically produced activation in the primary motor region only, with some subjects displaying activation in the cerebellum as well.

Figure 3.11: Reliability-optimized group fMRI results. Individual images thresholded using the automated ROC-r procedure (a-b) or Rombouts overlap maxima (c-d). Both the right hand (a,c) and left hand (b,d) contrasts to rest are displayed. The color scale corresponds to the percentage of subjects activating each voxel. When multiple local maxima were present, the lowest non-zero threshold was selected for the group map for maximal sensitivity.
3.5.4 Analysis of Poor Datasets

Subject 6 produced unreliable activation maps when compared with the other subjects (see Figures 3.5 and 3.6). We observed that this subject exhibited a large amount of motion, especially during the retest scan, resulting in significant image artifacts. Although standard motion correction (re-alignment) was performed for every subject, this was not sufficient for such large motion events. As the motion time-course for subject 6 was not strongly task-correlated, we attempted to correct for this artifact by using the motion correction parameters as regressors of no interest in the fMRI response model.

The resulting activation maps for subject 6 were much more reliable after inclusion of the motion parameters in the null model. This is evidenced by the Rombouts plot exhibiting an extended ‘tail’ (Figure 3.12c) that was not present using the standard analysis pipeline (Figure 3.12b). Furthermore, the AUC recovered to within or above normal ranges (Figure 3.12a). There was still some discrepancy in the activation magnitude between the first and second scans, which rendered the standard fixed-threshold approaches inappropriate (figure 3.12d). However, using the ROC-r approach we were now able to determine optimal thresholds for this subject, which recovered similar activation patterns to those seen at the group level.

This pre-processing step was not beneficial in all subjects, as low-amplitude motion did not produce noticeable artifact, and when task-correlated, inclusion of these regressors in the null model reduced sensitivity to true activation. Thus at the group level, inclusion of motion regressors cause a modest, but significant (p < 0.01), reduction of both the maximum and mean (above threshold, FDR corrected p < 0.01) t-statistic values (12% and 5% respectively). Using an FDR or Bonferroni approach to threshold these datasets resulted in a significant reduction of active voxels after motion regression by 32% or 36% respectively. However, the reduction in active voxels decreased to 9% when ROC-reliability based thresholding was used, and was no longer statistically significant (p > 0.05). This demonstrates the utility of reliability-based thresholds for mitigating the sensitivity loss that could otherwise occur when using motion regression.
Figure 3.12: Effects of motion parameter regression (MPR) for enhanced reliability of a problematic dataset (subject 6, right hand vs. rest): a) ROC-r AUC with/without MPR, b) $R_R$ without MPR, c) $R_R$ with MPR, d) thresholded activation maps. Squares: ROC-r optimized thresholds; stars: FDR corrected thresholds without MPR; circles: FDR thresholds with MPR. FDR corrected ($q < 0.01$, solid lines) and Bonferroni corrected ($p < 0.01$, dashed lines) thresholds are also shown. The group map for approximately the same locations is shown for reference.
3.6 Discussion

3.6.1 Group-level Reliability

We have shown that classification reliability varies dramatically with threshold using both overlap and ROC-r approaches. This calls into question the usefulness of using single, fixed thresholds when reporting reliability, an issue that deserves special attention given the lack of a consensus on appropriate threshold strategies. In order to provide a more complete picture of fMRI reliability, reliability should be reported as a continuous function of image thresholds, and these reliability plots should form the basis of comparison between studies. The ROC-r framework is particularly well suited to this task, as quantitative differences between groups (e.g. between patient groups or across multiple pre-processing pipelines) can be assessed using plots of the group mean and standard error. This will ensure that differences in reliability between groups are not simply the result of fortuitous choice of threshold.

3.6.2 Single-subject Reliability

The threshold-reliability relationship we observed was highly individual, and the group-level reliability was a poor predictor of reliability at the individual level. These simple statements have profound implications for adaptation of fMRI as a diagnostic technique. The use of a significance threshold is intended to separate spuriously correlated voxels from those that are truly modulated by the task. However, it has been shown that family-wise error control (i.e. Bonferroni and FDR corrections) does not produce optimal reliability at the group level [120], and it is clear from this work that it will not ensure reliable results at the individual level either. Moreover, even well validated, robust fMRI paradigms are suspect to poorly performing subjects. Issues such as task-related artifact, physiological noise, compliance, and habituation all likely contribute to this problem. It is therefore paramount that test-retest reliability is checked at the individual level for clinical applications.

The finding that the use of a fixed threshold is not optimal for obtaining reliability estimates parallels advances with fMRI lateralization measures. Lateralization indices are known to depend strongly on the significance threshold used, and so several
strategies for incorporating this information have arisen [121,122]. Notably, the generation of laterality vs. threshold curves has become established practice [121,123–125]. These curves have been used to show large variations in lateralization between subjects and tasks [124,126], and have even been used to determine the best threshold to use for calculating laterality indices [121]. We similarly recommend reporting reliability as a function of analysis threshold, in order to avoid drawing conclusions that are threshold-specific. This is especially important when assessing individual subjects, as reliable activation may be overlooked by poor choice of threshold.

In such applications, reliability should be assessed through test-retest imaging, and as a continuous function of image thresholds. Both the Rombouts overlap and ROC-r approaches have relative merits in this context: overlap coefficients are highly intuitive and therefore easily interpreted, whereas the ROC-r approach provides an easier framework for comparing subjects quantitatively, by reducing the results to a 1D plot. Thus for clinical applications, qualitative inspection of the Rombouts overlap plots, followed by a quantitative comparison of individual ROC-r plots to a normative group mean is ideal. The latter is similar to the approach taken by Abbott et al. [124] to separate typical from atypical lateralization curves. Practically speaking, this requires a pilot group be employed to establish normative reliability-threshold plots (i.e. means and standard deviations) for a given task/scanner. Ideally this is already being done prior to any clinical fMRI studies.

3.6.3 Threshold Optimization

One of the primary aims of our study was to investigate means of using reliability to determine optimal thresholds for individual fMRI studies. Several authors have independently concluded that reproducibility of fMRI results could provide meaningful insights for active voxel identification [91,117,127]. From the outset, the potential of these methods for optimizing threshold selection has been identified [88]. Meanwhile other studies have used a mixture-model approach to determine adaptive thresholds, and then used overlap reliability plots as a standard to assess their results [80]. The data-driven methods used in this work may have advantages in this context to model-based approaches, especially when the input images do not conform to the assumptions of these models (e.g. presence of artifacts, scanning order effects, physiological
noise).

The most obvious caveat to reliability-based threshold optimization method is that it requires at least somewhat reliable input data in order to produce meaningful threshold estimates. It is clear that this will not always be the case, as a variety of factors will impact the fMRI reliability (e.g. compliance, scanner stability, movement, etc.). However outlying datasets are easily identified (Figures 3.5 and 3.6), and optimal pre-processing settings can be determined on a subject-by-subject basis (Figure 3.12). One potential limitation of these methods is the possibility of persistent artifacts across test-retest sessions being interpreted as reliable activation. Edge-artifacts associated with task-correlated head motion may be particularly problematic in this regard, warranting caution when analyzing tasks that induce significant head motion. For this reason, we explored motion regression for the elimination of motion artifacts. In general, motion regression decreased fMRI sensitivity in the presence of task-correlated motion. However, the loss in sensitivity was greatly diminished using reliability-based thresholds, suggesting that the same areas were reliably detected, albeit at lower thresholds.

While pre-processing strategies, such as motion regression, may help with specific artifacts, in order to obtain the best results, general strategies that maximize test-retest reliability should be adopted in the experimental design. For example, for well-learned tasks such as simple motor movements, it has been shown that reliability within sessions is higher than between sessions [128]. For higher cognitive functions, more complicated task repetition effects may need to be taken into account [129,130]. In the clinical setting, it is typically more reasonable to perform single-session test-retest experiments than to ask patients to return for multiple scanning sessions, which should result in slightly higher reliability estimates.

As other research groups have illustrated, ROC estimation is improved by collecting more test-retest replications [88,108,113]. However, the extra imaging required will need to be traded off against running fewer tasks per subject or fewer subjects for the same amount of scanner time. In the ROC-r framework, the collection of more test-retest datasets may be used to form more accurate template maps, for instance by averaging together individual runs [84]. When session time must be kept to an absolute minimum (i.e. no test-retest is available), a compromise to individual level
optimization may be necessary. For example, a pilot group activation map may be used to optimize subsequent individual-level maps using the ROC-r framework.

We explored two reliability-based thresholding strategies. In the first, thresholds were chosen from the Rombouts plots using local maxima of the test-retest overlap, which are easily interpreted as providing maximal overlap of the test-retest images. In the second, AUC plots were optimized by balancing test-retest accuracy (i.e. AUC), against the diminishing returns observed at high thresholds. This approach produced a better balance between sensitivity and specificity than the overlap-maximization approach, which tended to result in very limited activation extent. The overlap-maximization approach may thus be suitable when very high specificity is desired (e.g. to isolate the primary motor cortex), however this method was possible in fewer subjects than ROC-r based optimization.

On average, the ROC-r determined thresholds were more conservative than traditional fixed-threshold approaches of the FDR or Bonferroni corrections. This is in contrast with the findings of Thirion et al. at the group level that reliability optimized thresholds were somewhat lower than either of the fixed error rate correction schemes [120]. However, our method allows for tuning of the optimization parameters (i.e. AUC and AUC' cutoffs) to alter the sensitivity/specificity tradeoffs. The best optimization strategy will thus depend on the target application, and the particular risks associated with false positive or negative results. Ultimately, the advantage of these methods is the extra confidence obtained through reliability optimization, which will be particularly advantageous in clinical settings.

3.7 Conclusion

There is mounting evidence for moving beyond strict interpretation of p-values for significance of fMRI results [80,88,91,131,132]. These studies suggest that reliability of activation may be more informative than activation magnitude alone. With this in mind, we developed data-driven methods for evaluating the reliability-threshold relationship. Critically, we demonstrated automated procedures for producing robust activation maps by optimization of individual thresholds. These thresholds were shown to reliably identify critical task-related regions at the single subject level. We also showed that whereas fixed threshold approaches resulted in loss of sensitivity with
motion regression enabled, reliability-based thresholding mitigated the differences in activation extent with or without motion regression. The ability to produce activation maps using an entirely automated analysis pipeline is an important advance for fMRI. We expect these methods to be especially useful wherever individual level analyses are conducted, such as in clinical, diagnostic, and assessment applications.
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4.1 Motivation

One of the strengths of ROC-r analysis for functional mapping is the use of minimal assumptions about the underlying data distributions. Because of this, ROC-r is equally well suited for quality assurance and automated processing of volumetric MEG source images. In this manuscript, we therefore use a very well known stimulation paradigm for MEG (median nerve stimulation), and show that the quality assurance and localization provided by ROC-r analysis of volumetric MEG maps parallels that offered for more traditional equivalent current dipole (point source) mapping methods. The introduction of a quality assurance metric for volumetric MEG images provides a critical tool that was previously unavailable.

Median nerve stimulation (MNS) is a well known MEG mapping paradigm, which uses peripheral electrical stimulation to evoke a controlled sensory response. The sensory evoked field (SEF) response to MNS has been shown to peak at at least three distinct latencies: the N20m, P35m, and P60m [133]. Most clinical studies have focussed on the N20 [23,29,134], however the P35 and P60 are typically stronger, and therefore easier to detect [133,135]. A recent study of tumor and epilepsy patients using MNS found that the strongest SEF occurred at an average latency of 56 ms [136]. This study also reported a large degree of between-subject variability in the latency
of peak SEF response (22-162 ms). In this study, we will use ROC-r to automatically identify the location of the P35m source.

The only requirement to perform a ROC-r analysis is the availability of at least two estimates of the activation map. However, this manuscript uses ROC-r without performing explicit test-retest imaging. Instead, we take advantage of the typical MEG experimental design, which consists of many independent units (epochs), which can be straight-forwardly divided into independent split-halves. We use these split-halves to form pseudo test-retest datasets. A similar approach can be taken for fMRI mapping, although more care must be taken in the generation of split-half maps, as fMRI does not have the discrete sub-units of MEG because of the long HRF. Nonetheless, single-run ROC-r has the obvious benefit of not requiring repeated imaging during the scanning session. This is especially important in clinical settings, as patients may fatigue quickly, and in pediatric populations, as children are not typically able to sit still for long periods of time. Furthermore, single-run ROC-r avoids the potential errors introduced by co-registration, and can produce large samples of pseudo test-retest images, paradoxically allowing us to calculate more accurate ROC-reliability estimates.

In this work, MEG mapping is performed using beamformer inverse solutions. As beamformers are dipole scanning techniques, there are some subtleties to the interpretation of these maps that must be considered. The most crucial caveat is that beamformer spatial extent can not be interpreted as the spatial extent of the underlying sources - indeed spatial resolution is proportional to SNR for MEG beamformers [137]. Therefore, strictly speaking, only the peaks (i.e. local maxima) of beamformer clusters should be relied on for localization. Nonetheless, there are many low-amplitude local maxima which are simply the result of measurement noise, and are highly unreliable in their spatial configuration. Thus ROC-r can still be used to determine: a) if there are reliably localized MEG sources in the beamformer map (i.e. to assess data quality), and b) what threshold should be used to distinguish the reliable and unreliable peaks in the MEG source map. Respecting the caveats described above, only the peaks of the reliable clusters should be utilized for localization.
4.2 Abstract

This paper demonstrates an automated procedure for both quality assurance and data-driven thresholding of volumetric MEG images using receiver operating characteristic reliability (ROC-r). These methods are ideally suited for presurgical mapping, where repeatability and spatial accuracy are crucial. To demonstrate ROC-r, somatosensory evoked fields (SEFs) were mapped in 18 healthy subjects using bilateral median nerve stimulation (MNS). Equivalent current dipole (ECD) and beamformer inverse solutions were calculated. The ROC-r reliable fraction ($F_R$) was compared to the ECD goodness-of-fit (GoF) for use as a quality assurance parameter. The peak locations and latencies of clusters defined by ROC-r thresholds were compared to the ECD for co-localization accuracy. The predominant component of the SEF response occurred around 35 ms, contralateral to the MNS. The ROC-r reliable fraction and ECD GoF were highly correlated (mean 0.66; 95% CI 0.32-0.85). There was no difference in the latency of the peak GoF (35.0 ± 0.6 ms) and $F_R$ (35.5 ± 0.8 ms). The ECD fits and ROC-r peaks co-localized to within a mean (median) distance of 8.3 ± 5.9 mm (6.2 mm). ROC-r analysis of volumetric source maps provides automated quality assurance capabilities, comparable to those offered by GoF for ECD modelling. Furthermore, ROC-r thresholding was shown to co-localize closely to the gold standard of ECD. This analysis can be added to any whole-brain MEG source imaging, and is especially useful for pre-surgical mapping, providing automated localization with built-in quality assurance. The development of a ROC-r analogue to GoF for beamformer imaging is a critical improvement to volumetric source mapping for clinical applications.

4.3 Introduction

Pre-surgical mapping with magnetoencephalography (MEG) localizes functional neuroanatomy based on relatively direct measurements of cortical electrical activity. Among the most successful applications of MEG to pre-surgical mapping is localization of the somatosensory cortex [18]. The most ubiquitous paradigms are median nerve stimulation (MNS) [23,29], vibrotactile stimulation [138], and pneumatic stimulation [28], all of which elicit sensory evoked fields (SEF) from the contralateral
primary somatosensory cortex. MNS is also used intra-operatively to map the central sulcus via phase reversal of surface electrocorticography [23].

Most localization studies use the equivalent current dipole (ECD) model [133,135, 139], which has been validated in a number of pre-surgical mapping studies [18,23, 29,134,136]. The ECD model is attractive because of its simplicity and well-defined goodness-of-fit (GoF) parameter for quality assurance (i.e. the percent of the sensor variance explained by a single dipolar source). It is common to see GoF as a criterion for selecting dipoles in pre-surgical mapping with ECD [134]. However, the validity of the ECD model is suspect for distributed cortical activity or multiple cortical sources with more complicated evoked fields. Models using multiple dipoles are available, but require a priori specification of the number of dipoles. This makes them challenging for clinical practice due mainly to poor inter-rater reliability.

More recently, studies have used volumetric source models to overcome limitations of the ECD model [30,31,33,74–76,140]. Volumetric source models like beamformers generate whole-brain source maps capable of describing multiple or distributed cortical sources, alleviating the need to specify the number of dipoles. Despite increasing use in pre-surgical mapping, there is no established method for quality assurance of volumetric source models. Additionally, thresholding of single-subject maps is often based on a priori expectations for the clinically relevant activation patterns, undermining improvements in inter-rater reliability achieved by moving away from ECD models. A method to assess the quality of volumetric source maps and determine appropriate threshold levels is needed.

We have thus developed methods for quality assurance and automated thresholding of volumetric MEG source maps to improve the reproducibility of the source modelling process. Our approach uses a receiver operating characteristic reliability (ROC-r) framework previously demonstrated for fMRI mapping [141]. The advantages of ROC-r are two-fold. Firstly, ROC-r provides quantitative measures of source map reliability, increasing confidence in localization results. Secondly, ROC-r identifies optimal data-driven thresholds, facilitating push-button processing of volumetric source maps. This reduces the reliance on ad hoc thresholding and decreases inter-rater variability. The addition of ROC-r analysis to whole-brain MEG mapping enhances pre-surgical mapping capabilities.
In this study, we validate the ROC-r method for the case of beamformer mapping of the MNS SEF, by means of a comparison to the well established ECD model. The MNS paradigm makes an ideal test case as it generally provides robust localization of the early SEF response in single subjects. We will show that ROC-r provides quality assurance metrics for whole-brain MEG mapping analogous to the GoF of the ECD model. Furthermore, we will show that ROC-r automated thresholds identify brain areas well-matched to those determined using ECD. These findings establish the utility of ROC-r for pre-surgical MEG mapping, by introducing quantitative measures of data quality and automated methods for detecting significant areas of activity.

4.4 Methods

4.4.1 Data Collection

Eighteen healthy volunteers participated in this study (10 females; age 19-29, mean 24 years). The study was approved by the local ethics board, and subjects provided informed consent. Each participant received an MEG scan during which the somatosensory cortices were localized using bilateral MNS. Head position indicator coils placed on both the left and right temples and mastoids monitored head position throughout the MEG scan. The nasion, left/right pre-auriculars, and scalp surface were digitized for source modelling. Electro-oculargraphy (EOG) electrodes were placed above and below the left eye and lateral to each eye for the removal of artifacts. MEG and EOG data were collected at 1000 Hz sampling frequency, with an in-line 0.1-330 Hz filter using a whole-head 306 channel Neuromag system (Elekta AB, Stockholm, SE).

4.4.2 MNS Paradigm

Both primary somatosensory cortices were mapped using bilateral MNS. Motor thresholds were determined by applying supra-threshold stimulation, and reducing the stimulation strength until thumb twitches were no longer discernible. Sub-threshold stimulation was delivered in single 0.5 ms pulses 1-2 s apart. Eighty to one-hundred stimuli were applied to each side in random order.
4.4.3 Data Pre-processing

MEG data were pre-processed to create the SEF responses to left and right MNS. Following environmental noise reduction with temporal signal space separation [142], a low-pass filter was applied (70 Hz), and data were down-sampled to 250 Hz. Independent component analysis was performed to remove components correlated with the EOG signals. The data were segmented into epochs relative to the left or right MNS onset (-200 < t < 200 ms), and baseline corrected for the -100 to 0 ms period. The epoched MEG data were averaged for left and right MNS separately to generate SEF responses.

4.4.4 Source Localization

ECD Modelling

Source localization using the ECD model was achieved using the xfit software (Elekta AB, Stockholm, SE). A spherical model was employed based on the head shape collected prior to MEG acquisition. At each time-point in the SEF, the location, orientation, and strength of the single dipole that provided the best GoF was determined. The latency of the peak GoF nearest to the P35m was identified, and the location at this latency defined the localization of primary somatosensory cortex.

Beamformer Mapping

Volumetric source mapping was performed using the beamformer spatial filter method on the epoched MEG data. The epochs were divided into split-halves prior to computing a dynamic beamformer (Elekta AB, Stockholm, SE), to facilitate subsequent ROC-r analysis (i.e. half of the trials were randomly selected to form one beamformer map, and the remaining half for a second beamformer). The dynamic beamformer produced whole brain activation maps for each time-point of the SEF. For each location in the brain, the dipole direction was chosen to maximize source power, and the pseudo-z statistic was calculated by taking the ratio of the source power to the projected noise covariance at that same location. Covariances were calculated from each split-half evoked response for the -200 to 0 ms (baseline) period, and the 0 to 200 ms (active) period. The beamformer forward solution was calculated using the
same spherical model employed for ECD localization. Independent spatial maps were calculated for left and right MNS, and for each split-half of the data. This process was repeated for 8 different randomized split-halves, generating sixteen SEF maps (i.e. 8 split-half pairs) for each participant and each side of stimulation. A final source map for each participant/side was obtained by averaging the 16 split-half maps.

4.4.5 Anatomical Template

The MNI152 template MRI [143] was used as an anatomical frame of reference for localization. The Isotrak head digitization was manually registered to the MNI head shape using a translation and rotation transformation. Applying this transformation to the MNI152 template produced an anatomical image in the individuals’ head coordinates. This was used to interpret dipole locations, and to construct the beamformer source grids. The template brain was down-sampled to 4 mm to provide a reasonable source grid resolution. Beamformer source estimates were produced for each voxel in this grid.

4.4.6 Quality Assurance Analysis

Beamformer reliability was assessed using ROC-r (see Stevens et al., 2013 for more details [141]), and compared to the ECD GoF. The ROC-r algorithm takes as input two source maps, and outputs the ROC area under the curve (AUC) as a function of threshold for each map. Overall reliability of the source maps is summarized using the reliable-fraction (F_R), which is the fraction of the threshold range for which the AUC is above its mid-range (Figure 4.1). High F_R indicates that reliability increases quickly with increasing threshold, and remains high for a large range of thresholds.

Reliability was assessed for each time point from -200 to 200 ms, using each split-half map pair as ROC-r inputs (i.e. each split-half produces two source maps, and these can be used to generate a ROC-r analysis). The F_R was then averaged across the 8 split-half pairs, producing a time-dependent estimate of the beamformer reliability for each subject/hand. The mean and variance of the F_R was compared to the GoF for the baseline and active periods, and the time courses of the F_R and GoF were compared via the correlation coefficient to demonstrate validity of the F_R metric. The latency of the peak F_R nearest to the P35m was also identified, and compared
to the latency of the peak GoF via a paired t-test to ensure both methods identified the same evoked response.

Figure 4.1: Diagram of the ROC-r output. The thick solid line shows the ROC area under the curve as a function of image threshold. The mid-range value (dash-dotted line), and the ‘linear rate’ (dashed line) are shown. The reliable fraction is the fraction of the threshold range for which the AUC is above the mid-range value (i.e. \( F_R = 2.5/3.0 = 0.833 \)). The optimal threshold is the lowest threshold for which the AUC is above the mid-range value and the slope is equal to or less than the linear rate.

4.4.7 ROC-r Thresholding

ROC-r was also used to compute thresholds to identify clusters of significant activity in the beamformer maps. First, beamformer maps were extracted from 24 to 44 ms to capture the 35 ms peak. Each split-half pair was submitted to ROC-r analysis, resulting in 8 pairs of AUC versus threshold curves. Optimal thresholds were determined as the lowest threshold for which the AUC was above mid-range, and the AUC rate of change dropped below the ‘linear rate’ \( ([AUC_{\text{max}}-AUC_{\text{min}}]/[t_{\text{max}}-t_{\text{min}}], \text{see Figure 4.1}) \), providing a balance between high reliability and high sensitivity. Finally, the average ROC-r threshold across the 16 AUC curves was applied to the average
beamformer map.

4.4.8 Localization Comparison

ROC-r beamformer localizations were validated by comparison with ECD locations. Thus for each thresholded beamformer map, activation was divided into contiguous clusters (i.e. adjacent voxels in space or time), and the largest cluster was identified. The peak location and latency of the largest cluster was extracted and compared to the ECD location at the same latency. Co-localization accuracy was measured as the euclidean distance between the two locations. Distances and displacements in the left/right, anterior/posterior, and superior/inferior directions were also calculated. Finally, we examined the relationship between data quality (GoF/$F_R$) and co-localization accuracy to investigate possible sources of co-localization error.

4.5 Results

4.5.1 Sensory Evoked Fields

SEF responses to median nerve stimulation were detected from the contralateral hemisphere of all subjects. Figure 4.2 shows the group averaged SEFs. The first SEF peak occurred at stimulus onset - an artifact of the electrical stimulation. A small 20 ms peak (N20m) was observed in the group average, but was not detectable in all individual subjects. The 35 ms peak (P35m) was the most prominent deflection, and was easily discernible in most subjects. Later responses (50-120 ms) of similar magnitude to the P35m were common, although exact latencies were subject-specific. The group level sensor topographies shown in Figure 4.2 were consistent with contralateral dipolar sources from 20 to 120 ms.

4.5.2 Beamformer Reliability and Quality Assurance

ROC-r successfully measured reliability of the beamformer source maps in all subjects. Representative $F_R$ and GoF time-courses are shown in Figure 4.3. Both $F_R$ and GoF were lower during the baseline period ($0.10 \pm 0.04$ and $0.37 \pm 0.14$ respectively) than from 20-120 ms post-stimulus ($0.53 \pm 0.25$ and $0.68 \pm 0.19$). The change in quality scores between the baseline and active periods was larger for $F_R$ (factor of
Figure 4.2: Butterfly plots (left) and sensory topographies (right) of the group average SEF to median nerve stimulation: a) right median nerve, gradiometers; b) right median nerve, magnetometers; c) left median nerve, gradiometers; d) left median nerve, magnetometers. A dipolar field pattern contralateral to the MNS side is observable from 20-120 ms post-stimulus, peaking around 35 ms.
5.3) than GoF (factor of 1.8), indicating that the ROC-r measure of data quality is more sensitive than GoF. Variance of the $F_R$ was significantly less than GoF during baseline. The ROC-r $F_R$ exhibited a peak at the time of stimulation, as the electrical stimulation device produced a reliable field pattern on the sensors, which in turn produces a characteristic beamformer solution. This field pattern was not well described by a single equivalent dipole, and thus the dipole GoF was low despite the $F_R$ peak.

Figure 4.3: Dipole goodness-of-fit and ROC-r reliable-fraction over time for a representative subject. The mean and variance of the GoF during the baseline period (-200 to 0 ms) is higher than the $F_R$. The peak values and latencies of $F_R$ are similar to those of the GoF, with the exception of the stimulus artifact. Overall there is a high correlation between the GoF and $F_R$, indicating that ROC-r $F_R$ provides a successful analogue to GoF for quality assurance of beamformer source maps.

Across the group, ROC-r and ECD modelling identified the same latency for the P35m ($t_{ROC-r} = 35.5 \pm 0.8$ ms, $t_{ECD} = 35.0 \pm 0.6$ ms; $p = 0.46$). There was significant correlation between the $F_R$ and GoF time-courses, indicating that the ROC-r quality assurance metric parallels the information provided by ECD GoF. The mean correlation coefficient between the $F_R$ and GoF was 0.66 (95% CI: 0.32-0.85). Table 4.1 shows the correlation between $F_R$ and GoF for each dataset.
Table 4.1: Correlation between ROC-r $F_R$ and ECD GoF by subject and side of median nerve stimulation. The difference between the left and right MNS correlation was not significant. The range of correlations was substantial (0.388-0.864), but in all cases the correlation was statistically significant at $p<0.001$.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.641</td>
<td>0.700</td>
</tr>
<tr>
<td>2</td>
<td>0.542</td>
<td>0.584</td>
</tr>
<tr>
<td>3</td>
<td>0.766</td>
<td>0.533</td>
</tr>
<tr>
<td>4</td>
<td>0.393</td>
<td>0.670</td>
</tr>
<tr>
<td>5</td>
<td>0.745</td>
<td>0.655</td>
</tr>
<tr>
<td>6</td>
<td>0.815</td>
<td>0.692</td>
</tr>
<tr>
<td>7</td>
<td>0.582</td>
<td>0.531</td>
</tr>
<tr>
<td>8</td>
<td>0.519</td>
<td>0.598</td>
</tr>
<tr>
<td>9</td>
<td>0.676</td>
<td>0.686</td>
</tr>
<tr>
<td>10</td>
<td>0.458</td>
<td>0.645</td>
</tr>
<tr>
<td>11</td>
<td>0.388</td>
<td>0.558</td>
</tr>
<tr>
<td>12</td>
<td>0.695</td>
<td>0.738</td>
</tr>
<tr>
<td>13</td>
<td>0.787</td>
<td>0.677</td>
</tr>
<tr>
<td>14</td>
<td>0.613</td>
<td>0.774</td>
</tr>
<tr>
<td>15</td>
<td>0.414</td>
<td>0.474</td>
</tr>
<tr>
<td>16</td>
<td>0.431</td>
<td>0.793</td>
</tr>
<tr>
<td>17</td>
<td>0.864</td>
<td>0.811</td>
</tr>
<tr>
<td>18</td>
<td>0.718</td>
<td>0.829</td>
</tr>
<tr>
<td>Average</td>
<td>0.639</td>
<td>0.676</td>
</tr>
</tbody>
</table>
4.5.3 Source Localization and Thresholding

ECD localization between 24 and 44 ms was possible in 33/36 MNS datasets. ROC-r thresholds ranged from a pseudo-z of 0.56 to 1.34, with a mean of 0.92 ± 0.19, identifying significant clusters for 32/36 datasets. Seven of the beamformer maps contained multiple clusters in the selected latency window. Datasets for which either method failed to achieve localization (i.e. no beamformer clusters were identified, or no dipole fit was possible) were excluded from co-localization analysis, resulting in 31 ECD and ROC-r beamformer peak comparisons.

Typical ECD and beamformer localizations are shown in Figure 4.4. The mean dipole to beamformer peak distance was 8.3 ± 5.9 mm. The distribution was skewed by a few datasets with large (> 15 mm) separation between the dipoles and beamformer peaks (Figure 4.5), rendering the median (6.2 mm) more representative of typical co-localization (e.g. Figure 4.4b). Dipole locations were frequently within the boundaries of the ROC-r beamformer clusters, but sometimes localized between multiple beamformer clusters (e.g. Figure 4.4a).

The mean distance between the ECD and beamformer locations was greatest in the left/right (4.6 ± 0.8 mm), followed by anterior/posterior (4.3 ± 0.6 mm), and then the superior/inferior directions (3.2 ± 0.6 mm). Displacement in the left/right and anterior/posterior directions did not differ significantly from zero (0.5 ± 1.1 mm and 0.1 ± 1.0 mm respectively). However, the beamformer peaks were displaced significantly in the superior direction compared to the ECD locations (2.1 ± 0.7 mm; p = 0.008).

Co-localization accuracy tended to be better for datasets with higher GoF and $F_R$, indicating that higher quality data were more likely to produce consistent localization results. $F_R$ explained more variance in the dipole to beamformer distance ($R = -0.612$) than GoF ($R = -0.591$), but both were significant predictors of accuracy (Figure 4.6).

4.6 Discussion

We demonstrated ROC-r analysis for quality assurance and automated thresholding of beamformer MEG source maps on a single-subject basis in a well-known presurgical mapping paradigm. The reliable-fraction metric paralleled the goodness-of-fit
Figure 4.4: Representative dipole/beamformer co-localizations. 

a) ROC-r thresholded beamformer map (red-yellow) and ECD (crosshairs) for a subject with co-localization (8.2 mm between ECD and ROC-r peak) similar to the group mean (8.3 ± 5.9 mm).

b) ROC-r map and ECD location for a subject with co-localization (5.89 mm) representative of the group median (6.2 mm). In both of these subjects, the ECDs were located within beamformer source clusters.
Figure 4.5: Histogram of the distance between the ECD and beamformer cluster locations. The distribution is skewed by a small number of datasets with high distances between the ECD and cluster peaks, resulting in a higher mean (8.3 ± 5.9 mm) than median (6.2 mm) distance. No obvious difference between left and right MNS was observed.

from ECD modelling, and automated thresholding co-localized with the gold-standard ECD locations. Overall, ROC-r analysis enhances MEG for pre-surgical mapping by reducing the need for expert intervention in the production and assessment of volumetric images.

4.6.1 The MNS SEF

We observed a robust P35m peak in most subjects, with more variable peaks between 50-120 ms. Notably, we did not reliably observe the N20m peak, which is frequently used in clinical mapping studies [29]. Our failure to produce an N20m peak was likely due to the number of stimuli used in this study. The N20m peak is known to have less than half the amplitude of the P35m, and most studies reporting the N20m use 200 to 500 stimuli to produce the SEF [23,139]. With more stimuli, we would expect an enhanced N20m. Likewise, Sutherland et al. [144] showed that the later latencies of the SEF (i.e. > 50-60 ms) produce bilateral sources, although the ipsilateral sources were much weaker, and were therefore not observed in this work.
Figure 4.6: Relationship of a) ROC-r reliable-fraction and b) ECD goodness-of-fit to the distance between the ECD and beamformer peak locations. Co-localization accuracy increases with increasing GoF or $F_R$, suggesting that data with high beamformer reliability and strong dipolar field patterns co-localize closely. $F_R$ was a slightly stronger predictor ($R = -0.612$) of accuracy than GoF ($R = -0.591$).
We also observed SEF peaks at later latencies (60-120 ms) than those typically described in MEG MNS studies (20-60 ms), but agreeing with Huttunen et al. [133], who described a late negative deflection in the SEF (∼60-120 ms). Indeed, a recent pre-surgical mapping study using MNS found the largest SEF peak occurred as late as 162 ms in some subjects, and that this component also localized to the post-central gyrus [136].

### 4.6.2 ROC-reliability for Quality Assurance

The lack of established quality assurance metrics has been an issue for clinical implementation of beamformer imaging, as unreliable source images are potentially deleterious. We validated the ROC-r $F_R$ as a quantitative metric suitable for quality assurance of single-subject MEG beamformer maps. The development of an analogue to ECD GoF for beamformer imaging is a major step forward for applying volumetric source maps in the clinical theatre.

While correlation between $F_R$ and GoF was generally high, there were exceptions. For example, the $F_R$ values and variability were lower than the GoF during the baseline period. We consider this an advantage for ROC-r, as we expect no evoked activity during the pre-stimulus period, and thus the reliability of source localization during this time should be low. Additionally, low variability during baseline/inactive intervals makes it easier to discern later latencies with robust evoked responses. We also observed that low dipole GoF does not rule out the potential for a reliable beamformer solution, which will be advantageous in the case of mapping brain activity with complex field patterns. For MNS mapping, the later latency evoked responses have been shown to be consistent with bilateral sources [144], and we may therefore expect to see a divergence of the dipole GoF and ROC-r $F_R$ in this case. That we did not observe this mismatch between the GoF and $F_R$ at later latencies (> 50 ms) is possibly due to the relatively low number of trials rendering the ipsilateral response indiscernible from the background noise.

It is thus likely that ROC-r quality assurance will provide the most improvement over GoF for multiple or distributed cortical sources, such as pre-surgical mapping of language [145, 146]. In these cases, the evoked field patterns may not be dipolar in form, but still reflect true neural activity. While a multiple dipole model could be...
employed, this would require *a priori* specification of the number of dipoles, requiring expert user intervention and introducing inter-rater variability. ROC-r could be used in these cases to quantitatively determine the latencies of reliable sources.

### 4.6.3 ROC-r Thresholding to Localize MEG Sources

While some beamformer thresholding approaches have been described previously [82, 147, 148], threshold selection is still often adjusted manually on an *ad hoc* basis, to isolate desired source peaks. For example Alikhanian *et al.* manually specified different thresholds for each frequency band in their data to avoid bias towards higher signal power at lower frequencies [149]. However, we have shown that data-driven methods can provide the flexible threshold levels needed to reliably localize MEG sources, while also eliminating inter-rater variability.

It is important to acknowledge that the spatial extent of beamformer clusters is not an accurate representation of the spatial extent of the underlying sources. Nonetheless, ROC-r is able to determine appropriate threshold levels for separating the reliable and unreliable clusters, with the assumption that this correspondingly separates neural sources from noise. Therefore, for beamformer maps only the peaks of the reliable clusters should strictly be used for localization. However, other MEG localization techniques that are sensitive to spatial extent like dynamic statistical parametric mapping (dSPM [76]) or maximum entropy on the mean (MEM [150]) could potentially bypass these issues, but are outside the scope of this manuscript.

The ROC-r beamformer cluster peaks co-localized closely to the ECD locations. The most comparable beamformer/ECD co-localization study in the literature was reported by Cheyne *et al.* [140]. They found the N20m localized by an event-related beamformer and ECD were on average $6.3 \pm 2.3$ mm apart for right MNS and $5.5 \pm 2.0$ mm for left MNS. Our study produced similar co-localization accuracy with entirely automated methods, albeit using a different beamformer implementation and SEF component.

ROC-r produced multiple clusters for approximately 20% of datasets. This demonstrates the potential advantage of whole-brain source reconstruction methods over ECD fitting, as these clusters were recovered without *a priori* specification of their
number or configuration. Examples of ECD dipoles located between multiple beamformer peaks (e.g. Figure 4.4a) suggest that co-localization accuracy can be poor due to mislocalization of the ECD dipoles in the presence of multiple sources. This hypothesis could be tested through simulations.

4.6.4 Data Quality Influences Co-localization Accuracy

We showed that both GoF and $F_R$ were significant predictors of co-localization accuracy. Of course localization by either method is suspect when the respective quality assurance metric is low. However, we unexpectedly observed 2/36 datasets with strong ECD fits, for which there was no reliable beamformer activity. The beamformer calculation relies primarily on accurate data and noise covariance calculations, so it is possible that changing the covariance windows could produce a reliable beamformer in these cases.

4.7 Conclusion

The addition of ROC-r analysis to beamformer imaging offers crucial benefits in the clinical environment, integrating push-button mapping with built-in quality assurance. We showed that ROC-r reliable-fraction is a suitable quality assurance metric for volumetric MEG source maps, with high correlation to the GoF used routinely for ECD modelling. Furthermore, the ability of ROC-r analysis to determine data-driven thresholds was demonstrated with MEG data for the first time, and validated by co-localization with the standard ECD model. While we demonstrated ROC-r analysis for beamformer imaging of MNS, we expect these methods to generalize to other stimulation paradigms and volumetric imaging techniques. The greatest benefit of this method will likely be for paradigms that elicit concurrent cortical sources, due to the ability to detect multiple source clusters without a priori specification of the number of sources or threshold levels. The introduction of a quality assurance metric for volumetric MEG source maps provides a much-needed tool for the clinical environment.
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5.1 Motivation

The following manuscript applies the ROC-r method in a group of patients undergoing surgical treatment for brain tumors. This paper focuses on the ability of ROC-r to classify datasets as reliable or unreliable, and to determining pre-processing steps that can be used to increase the quality of the pre-surgical maps. The ability to identify unreliable datasets is crucial in the clinical environment, as poor quality images will provide misleading information on localization of brain function. By showing that datasets that have high ROC-r $F_R$ scores are also better at predicting the location of critical eloquent cortical regions, we demonstrate that the ROC-r metrics provide clinically meaningful quality assurance of pre-surgical maps. Furthermore, by automatically identifying the best pre-processing options, including activation thresholds, reliable activation maps can be produced without user-intervention. This eliminates the influence of inter-rater variability on the result of the functional mapping process, and thus provides a standardized and yet flexible approach to pre-surgical mapping.

In this manuscript, the locations of cortical activation identified by fMRI will be compared to cortical stimulation in order to provide an external reference standard for eloquent cortex. Cortical stimulation (CS) is frequently used as the gold standard for critical functional cortex [57], as the elicitation or disruption of brain function
using CS is predictive of post-operative morbidity associated with surgical resection of a section of cortex. While the use of CS as a gold standard is ubiquitous in the literature, in several ways it is not ideal as a reference standard for fMRI. Firstly, CS is a point-stimulation technique, and can only be used to map the relatively small surgically exposed portion of the cortex. Furthermore, while the electric current used for stimulation propagates a few millimetres into the cortex [52], deep sites are generally inaccessible by CS. Thus there are many regions which may be identified by pre-surgical mapping as responding to a task that cannot be evaluated intraoperatively. In addition, while it is typically assumed that cortical stimulation effects are localized to the patch of cortex under the stimulating probe, evoked potentials in distant cortical regions have been reported [13], and these distant effects are difficult to predict and rarely monitored.

In this paper, the fMRI activation maps produced through ROC-r optimization are assessed in terms of their ability to predict the location of critical eloquent cortex, as measured by CS. Two metrics are used for this purpose: the fMRI to CS distance, and the sensitivity/specificity of the fMRI results. The fMRI to CS distance is the simplest outcome measure for the presurgical maps, and is calculated from the CS point to the centre of the nearest active voxel on the fMRI map. When the fMRI to CS distance is low, eloquent cortex is likely to be located near or within the borders of the fMRI activations, and thus the utility of the presurgical maps for guiding the CS process is high.

In order to calculate sensitivity and specificity, studies typically establish small search volumes around each eloquent location to define the ‘true’ critical functional regions. The presence or absence of fMRI activity within these true critical regions then defines the sensitivity of the pre-surgical paradigm. Likewise, the remaining areas of exposed cortex are defined as non-eloquent cortex, and are used to measure the specificity of the pre-surgical protocol. This analysis allows one to distinguish a technique with high sensitivity due to over-estimation of activation (i.e. low specificity) from one with high sensitivity and a low false positive rate (i.e. high specificity). Larger search ranges around each CS location inherently produce higher sensitivity and lower specificity, and while there is no consensus on the best search range to use, typical values range from 0 mm (direct matching only) to 15 mm. Higher search
ranges may be more appropriate for an augmentative pre-surgical protocol, whereas lower search ranges are suitable for assessing a technique as a potential replacement for CS.

The two CS based metrics thus provide a clinically relevant context for evaluating the success of a pre-surgical mapping protocol. Low fMRI to CS distance is required for fMRI to be suitable in guiding cortical stimulation investigations, while sensitivity/specificity analysis allows one to distinguish between co-localization achieved by chance (i.e. with low specificity) from a truly predictive technique. Furthermore, the search range used to achieve a certain level of sensitivity can help to distinguish a pre-surgical protocol suitable for replacing CS (i.e. high sensitivity even for very small search ranges) from one that is best suited to augmentative use (larger search ranges needed for high sensitivity).

5.2 Abstract

Purpose: Functional MRI is becoming increasingly integrated into clinical practice for pre-surgical mapping. Current efforts are focused on validating data quality, with reliability being a major factor. In this paper, we demonstrate the utility of a recently developed approach that uses Receiver Operating Characteristic-reliability (ROC-r) to: 1) identify reliable vs. unreliable datasets; 2) automatically select pre-processing options to enhance data quality; and 3) automatically select individualized thresholds for activation maps.

Methods: Pre-surgical fMRI was conducted in 16 patients undergoing surgical treatment for brain tumors. Within-session test-retest fMRI was conducted, and ROC-reliability of the patient group was compared to a previous healthy control cohort. Individually optimized pre-processing pipelines were determined to improve reliability. Spatial correspondence was assessed by comparing the fMRI results to intraoperative cortical stimulation mapping, in terms of the distance to the nearest active fMRI voxel.

Results: The average ROC-reliability for the patients was 0.58 ± 0.03, as compared to 0.72 ± 0.02 in healthy controls. For the patient group, this increased significantly to 0.65 ± 0.02 by adopting optimized pre-processing pipelines. Co-localization of the fMRI maps with cortical stimulation was significantly better for more reliable versus
less reliable datasets (8.3 ± 0.9 mm versus 29 ± 3 mm, respectively).

**Conclusion:** We demonstrated ROC-r analysis for identifying reliable fMRI datasets, choosing optimal pre-processing pipelines, and selecting patient-specific thresholds. Datasets with higher reliability also showed closer spatial correspondence to cortical stimulation. ROC-r can thus identify poor fMRI data at time of scanning, and allow for repeat scans when necessary. ROC-r analysis provides optimized and automated fMRI processing for improved pre-surgical mapping.

5.3 Introduction

5.3.1 Pre-surgical Mapping Validity and Reliability

Functional magnetic resonance imaging (fMRI) is increasingly being used to map eloquent cortex prior to surgical treatment for brain tumors [57,151]. The goal of pre-surgical mapping is to identify functional brain regions near the tumor, to plan surgical approach, identify risks, and potentially render intra-operative electro-cortical stimulation (CS) unnecessary. Functional MRI is attractive for this purpose due to non-invasiveness, repeatability, high spatial resolution, and broad availability [16,152].

Validated pre-surgical fMRI protocols were demonstrated first for sensory-motor function [36], followed by language localization [37,47], and more recently memory mapping [153]. These validation studies compare fMRI localization with a gold standard measure such as CS. The concordance of fMRI and CS is influenced by the matching criteria used [49], field strength [57], pre-surgical tasks employed [51], and by the threshold used during fMRI analysis [154]. A recent review asserts that this heterogeneity has led to widely varying estimates of the accuracy of fMRI compared with CS [57].

Functional MRI results have a high degree of variability [92,98,155], and although inter-subject variability is higher than intra-subject variability, a single scan fMRI experiment includes a substantial amount of false positives and false negatives. Repeating scans is thus useful in order to produce more reliable activation maps for an individual patient. For example, Beisteiner *et al.* [39] restricted fMRI activity to only those voxels that survived high correlation thresholds in all repetitions of a motor
Variability in fMRI can also be mitigated by using individualized data-driven pre-processing strategies. Gonzalez-Ortiz et al. [156] showed that built-in scanner analysis software was often sufficient for pre-surgical mapping, but 3rd party packages offered superior flexibility, reduced noise, and were preferred by radiologists. However, they were unable to provide quantitative guidelines for determining the best pipeline for a given fMRI dataset. Quality assessment tools are clearly needed in order to objectively determine the optimal pre-processing settings on a case-by-case basis.

In this context, tools such as NPAIRS (Non-parametric Prediction, Activation, Influence and Reproducibility reSampling), [61,157,158] and empirical ROC analysis (Receiver Operating Characteristic) [88,132,141] are used to determine optimized, subject-specific pre-processing pipelines. These techniques are especially important in patient populations, as clinical disorders generally decrease fMRI reliability [92, 110,159].

5.3.2 Thresholds for Pre-surgical Mapping

In fMRI analysis, statistical thresholds are used to estimate the extent of activation, impacting reliability and accuracy of the resulting maps [67]. It has been argued that fixed statistical thresholds do not account for individual variability, differences in scanning hardware or software strategies, functional tasks or modalities, or habituation to testing conditions [51,57,154,160]. Our group also showed that fixed error rate thresholds do not provide optimal reliability for individual subjects [141], and validation studies of concordance with CS have demonstrated that optimal thresholds vary between individuals and functional tasks [51,154].

In practice, manual adjustment of threshold levels is often used, with implicit risks of inter-rater differences. Data-driven thresholds address this problem by using quantitative and reproducible methods [80,88,141]. These methods are sensitive to variations in fMRI activation levels, and have demonstrated reliable fMRI results across a variety of experimental conditions. Crucially, these approaches can be applied at the individual patient level.
5.3.3 The ROC-reliability (ROC-r) Framework

We recently introduced a ROC-reliability analysis framework (ROC-r) [141], which summarizes test-retest reliability through plots of the area under the ROC curve (AUC) versus analysis threshold (e.g. Figure 5.4c). We demonstrated that ROC-r is useful for assessing fMRI reliability, selecting pre-processing pipelines, and determining optimal analysis thresholds [141]. The ROC-r method is uniquely capable of automating the production of activation maps, thereby producing reliable push-button results.

In this study, we will demonstrate the application of ROC-r fMRI analysis to a group of patients who also received intraoperative CS mapping. The study was designed to address the following three hypotheses: 1) ROC-reliability will be lower for patients compared to healthy controls [92]; 2) reliability of single-subject maps will be improved by optimizing analysis pipelines; and 3) comparing the ROC-r optimized fMRI activations with CS mapping results, we expect higher spatial correspondence in data sets with higher reliability. We expect ROC-r to be beneficial for pre-surgical mapping by combining clinically relevant quality assurance with push-button activation map production in a single framework.

5.4 Methods

5.4.1 Participants

Sixteen patients (39 ± 13 years of age; 9 female, 7 male; 13 right-, 2 left-, 1 mixed-handed) receiving surgical intervention for brain tumors volunteered for the fMRI study. All volunteers underwent pre-surgical fMRI, and most received cortical stimulation during surgery (n = 13). This study was done in compliance with the local research ethics board (Capital District Health Authority REB, Halifax, NS), and subjects provided informed consent prior to enrollment. Tumor types and locations were heterogeneous. For a complete list of age, sex, handedness, tumor location, and type refer to table 5.1. A control group (n = 8) for this study was previously described, and performed both the finger tapping and sentence reading tasks (see below) [141].
Table 5.1: Characteristics for the sixteen patient volunteers included in this study. Lt = left; rt = right; mx = mixed; ant = anterior; post = posterior; inf = inferior; sup = superior; fr = frontal; temp = temporal; par = parietal; CS = cortical stimulation; FT = finger tapping; ON = object naming; SC = sentence reading; F = female; M = male

<table>
<thead>
<tr>
<th>Pt</th>
<th>Sge</th>
<th>Sex</th>
<th>Hand</th>
<th>Tumor Type</th>
<th>Tumor Location</th>
<th>CS</th>
<th>FT</th>
<th>ON</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>F</td>
<td>Rt.</td>
<td>Anaplastic oligoastrocytoma (Gr. 3)</td>
<td>Lt. inf. fr.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>46</td>
<td>F</td>
<td>Rt.</td>
<td>Glioblastoma multiformae (Gr. 4)</td>
<td>Lt. ant. temp.</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>F</td>
<td>Mx.</td>
<td>Glioblastoma multiformae (Gr. 4)</td>
<td>L.t ant. temp.</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>62</td>
<td>M</td>
<td>Lt.</td>
<td>Oligodenroglioma (Gr. 2)</td>
<td>Lt. inf. fr. / ant. par.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>M</td>
<td>Rt.</td>
<td>Cavernous angioma</td>
<td>Lt. inf. par.</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>26</td>
<td>F</td>
<td>Rt.</td>
<td>Mixed oligoastrocytoma (Gr. 2)</td>
<td>Rt. inf. fr.</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>51</td>
<td>F</td>
<td>Rt.</td>
<td>Meningioma</td>
<td>Rt. fr. / central</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>47</td>
<td>F</td>
<td>Lt.</td>
<td>Ruptured cyst</td>
<td>Rt. sup./post. temp.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>F</td>
<td>Rt.</td>
<td>Glioblastoma multiformae (Gr. 4)</td>
<td>Lt. inf. fr.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>F</td>
<td>Rt.</td>
<td>Glioblastoma multiformae (Gr. 4)</td>
<td>Lt. inf. fr.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>22</td>
<td>M</td>
<td>Rt.</td>
<td>Diffuse astrocytoma (Gr. 2)</td>
<td>Lt. fr. / temp.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>32</td>
<td>M</td>
<td>Rt.</td>
<td>Glioblastoma multiformae (Gr. 4)</td>
<td>Lt. ant. temp.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>44</td>
<td>M</td>
<td>Rt.</td>
<td>Oligoastrocytoma (Gr. 2)</td>
<td>Lt. ant. temp.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>23</td>
<td>M</td>
<td>Rt.</td>
<td>Dysembryoplastic neuroepithelial</td>
<td>Lt. inf. temp.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>59</td>
<td>F</td>
<td>Rt.</td>
<td>Glioblastoma multiformae (Gr. 4)</td>
<td>Rt. inf. fr.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>41</td>
<td>M</td>
<td>Rt.</td>
<td>Pleomorphic xanthoastrocytoma (Gr. 2)</td>
<td>Lt. middle temp.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
5.4.2 MRI Acquisition Details

All 16 volunteers were scanned using a 4 T scanner (Varian INOVA, Palo Alto, California). Structural images were collected with an MP-FLASH sequence: TI = 500 ms, TR = 10 ms, TE = 5 ms, $\alpha = 11^\circ$, 256 x 256 matrix, 190 slices, and 0.94 x 0.94 x 1 mm voxels (FOV = 24 x 24 x 19 cm). Functional images were collected with a two-shot spiral out sequence, using TR = 2 s, TE = 15 ms, $\alpha = 90^\circ$, 64 x 64 matrix, 22-25 slices, and 3.75 x 3.75 x 4.0 mm voxels, with a 0.5 mm gap (FOV = 24 x 24 x 10-11 cm). Test-retest imaging was performed within-session. A variety of tasks were included in this study, depending on the brain tumor location and planned CS investigations for each patient (Table 5.2). The finger tapping task was used for patients with tumors near the primary motor cortex (i.e. central sulcus region) or secondary motor cortex (i.e. pre-central sulcus). The object naming task was used preferentially for patients with tumors in the inferior frontal lobe (Broca’s area), or the inferior central sulcus region, and occasionally included for temporal lobe lesions. The sentence reading task was used for patients with tumors in either the temporal lobe or inferior frontal lobe.

5.4.3 Functional MRI Analysis

Functional MRI analysis was performed using the AFNI software package [119], in combination with tools written in the Python programming language. Initial pre-processing steps were applied universally, including rigid body motion correction. Segmentation isolated the brain from both the functional and anatomical images. Down-sampled anatomical images were registered to the functional image using a 12 parameter affine transformation.

The remaining pre-processing options were optimized individually, including: 1) spatial smoothing (3, 6, and 9 mm FWHM), 2) motion parameter regression (MPR: on/off), and 3) auto-correlation correction (ACC: on/off). All combinations (n = 12) of these options were analyzed using the ROC-r methodology described below. The default pipeline (6 mm smoothing, no MPR, and no ACC) was used unless significant reliability improvements were observed with an alternative combination. Statistical analysis was carried out using 3dDeconvolve/3dREMLfit in AFNI. Low frequency signal fluctuations were removed by 2nd order polynomial regression.
Table 5.2: Summary of the functional tasks used in this study. A variety of tasks were included in this study, including both language and motor tasks, with various block and scan lengths, using both active and passive control conditions. M = motor; L = language. *http://wiki.cnbc.cmu.edu/Objects** http://wiki.cnbc.cmu.edu/Novel_Objects.

<table>
<thead>
<tr>
<th>Task</th>
<th>Type</th>
<th>Active Condition</th>
<th>Control Condition</th>
<th>Blocks</th>
<th>Fixation Condition</th>
<th>Blocks</th>
<th>Block Length</th>
<th>Total Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingertapping</td>
<td>M</td>
<td>Four-finger ascending/descending paced (2Hz) tapping</td>
<td>Fixation cross</td>
<td>4</td>
<td>N/A</td>
<td>0</td>
<td>20s</td>
<td>180s</td>
</tr>
<tr>
<td>Object Naming</td>
<td>L</td>
<td>Overt object naming of 3D color images, 8/block*</td>
<td>3D non-sense images**</td>
<td>6</td>
<td>Fixation cross</td>
<td>5</td>
<td>20s</td>
<td>304s</td>
</tr>
<tr>
<td>Sentence Reading</td>
<td>L</td>
<td>Correct/incorrect written sentences (e.g. ‘2+2=5’ vs. ‘2+2=4’)</td>
<td>Correct/incorrect math statements (e.g. ‘2+2=5’ vs. ‘2+2=4’)</td>
<td>6</td>
<td>Fixation cross</td>
<td>7</td>
<td>20s</td>
<td>342s</td>
</tr>
</tbody>
</table>

Note: N/A = Not applicable.
5.4.4 ROC-reliability Analysis

ROC-r analysis measures test-retest reliability in terms of the overlap of active/inactive regions in the activation maps as a function of image thresholds. Briefly, one of the images is designated as the template image, acting as a measure of the true activation pattern. At a fixed threshold on the template image, the retest image is assessed against the template for true and false positive detections, and the resulting true-positive and false-positive rates are calculated as a function of retest image threshold. This creates an ROC-reliability curve for the retest image, and this is repeated for each template image threshold (in increments of 0.1). From this, the retest area under the curve (AUC) is plotted as a function of template threshold, and the procedure is repeated with the roles as template and retest image reversed. Currently, the ROC-r calculation takes only a few seconds on typical fMRI images.

The ROC-r metric ‘reliable fraction’ ($F_R$) was used to measure overall dataset reliability. The $F_R$ is the proportion of the image t-value range for which the AUC is more than the mid-range (i.e. $AUC > [AUC_{max} + AUC_{min}] / 2$). $F_R$ was measured for each pre-processing pipeline, and the best pipeline was identified for each dataset based on this reliable fraction. Changes in reliability with pipeline optimization were assessed with paired t-tests at the group level, whereas comparisons between controls and patients used independent samples t-tests. Images were divided into ‘reliable’ and ‘unreliable’ categories based on whether the reliable fraction was above or below the (patient) group mean respectively.

ROC-r was also used for automated threshold selection. The threshold was set where the AUC curve satisfied two conditions: 1) above average AUC (i.e. $AUC > \alpha[AUC_{max} + AUC_{min}] / 2$), and 2) below average AUC derivative (i.e. $dAUC/dt < \beta[AUC_{max} - AUC_{min}] / [t_{max} - t_{min}]$). The tuning parameters $\alpha$ and $\beta$ can be used to increase or decrease the ROC-r thresholds (higher $\alpha$ values tend to increase the threshold levels, whereas higher $\beta$ values tend to decrease threshold levels). Herein they were set to 1 and 1.5 respectively, which provided similar average threshold levels to the previous control group. [141]
5.4.5 Cortical Stimulation

CS mapping was performed using an Ojemann OCS-1 cortical stimulator with a bipolar probe (5 mm spacing) using 0.2-0.5 ms duration pulses. Current levels were increased incrementally from 4 mA (peak-to-peak) in steps of 2-6 mA to a maximum of 20 mA or until a response was elicited. Sensorimotor mapping used 5 Hz pulse-rate, whereas language investigation used 60 Hz, in accordance with standard clinical practice.

For sensorimotor investigations, involuntary movements and/or reported sensations were recorded. Language mapping used counting, reciting days of the week, reciting months of the year, and object naming. Locations that consistently produced a response were recorded either as sensorimotor or language CS-positive (CS+) result. Areas that produced no effect were recorded as CS-negative (CS-) locations.

5.4.6 Spatial Correspondence Measurements

To facilitate quantitative spatial comparisons between the pipeline-optimized fMRI and CS, each stimulation location was digitized in MRI coordinates using a neuro-navigation system. A digitization of the cortical surface was obtained using the neuro-navigation system at approximately 0.5 cm spacing across the exposed patch of cortex. Brain shift was corrected for using iterative closest-point registration, in order to minimize the sum-of-squares distance between the digitized cortical surface and the brain surface extracted from the anatomical MRI [161]. This approach is used routinely for co-registering 3D surfaces [162].

Correspondence was measured by the distance from each CS+/CS- site to the centre of the nearest active fMRI voxel (using the relevant language or sensorimotor maps). This was calculated as a function of fixed thresholds, and maps with above and below average $F_R$ were compared. Only CS points at least 1 cm apart were used to avoid oversampling the CS data, which is typically assumed to deposit current in approximately a 5-10 mm radius [50].

ROC curves were calculated from the CS-fMRI distances at the ROC-r optimized thresholds. Sensitivity and specificity were defined in terms of whether or not there was fMRI activity within a spherical ROI around each CS+/CS- location (see table 5.3). The ROC curves were then calculated by varying the ROI search range criteria.
Table 5.3: Sensitivity (TP/[TP+FN]) and specificity (1-FP/[FP+TN]) were calculated from the CS-fMRI separation distances. TP = True positive, FP = false-positive; TN = true-negative; FN = False-negative.

<table>
<thead>
<tr>
<th>fMRI within search range</th>
<th>CS+</th>
<th>CS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No fMRI in search range</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

from 0-40 mm, which was more than sufficient to capture the 0-20 mm search ranges reported in similar studies [57].

5.5 Results

5.5.1 Reliability

The mean $F_R$ for the patient group (0.59 ± 0.03) was significantly smaller ($p = 1 \times 10^{-4}$) than our previous control group (0.72 ± 0.02). Figure 5.1a shows a normalized histogram of the reliable fraction for each group, revealing a higher proportion of datasets with reliable fractions below 0.4 for the patient group (20% vs. 3%). This included three images for which no reliable activation was detected. Likewise, there were fewer datasets in the highest $F_R$ range for patients (15% vs 33%), although the maximum $F_R$ was similar for both groups (0.91 vs. 0.89). There was also a significant reliability difference between finger tapping and the language tasks, as shown in Figure 5.1b.

5.5.2 Pipeline Optimization

The mean reliability increased to 0.65 ± 0.02 after pipeline optimization (figure 5.2a). This was a significant improvement over the default pipeline ($p = 7 \times 10^{-7}$), although still significantly lower than the control group ($p = 8 \times 10^{-3}$). The smallest gains were made for the finger tapping task (figure 5.2b), although this difference was statistically significant ($p = 0.043$). The sentence reading and object naming tasks had more significant reliability improvements ($p = 4 \times 10^{-5}$ and $p = 8 \times 10^{-4}$, respectively).

The default pipeline was optimal most frequently ($n = 16$), followed by 9 mm smoothing ($n = 12$), and 9 mm smoothing with MPR ($n = 10$). The remaining frequencies are shown in table 5.4. Overall the three smoothing kernels (3 mm, 6
mm, 9 mm) were chosen 16, 28, and 24 times respectively. MPR was used for 24 of 68 datasets, and ACC were applied to 10 the 68 images.

5.5.3 Spatial Correspondence with CS

CS data were obtained from 11 of 13 patients. In one patient CS had no effect, and for one other the available CS data were not relevant to the available fMRI datasets. These 11 patients provided 28 CS+ tags (9 motor, 19 language), and 53 CS- tags. There were 38 fMRI images that provided relevant comparisons with the CS data (6 motor, 32 language).

The fMRI to CS+ distance increases monotonically with threshold, reaching 10 mm on average at t = 3.4 (figure 5.3). The reliable and unreliable images (i.e. above and below the group-mean $F_R$) datasets had significantly different spatial correspondence with CS for thresholds between t = 2.5 and t = 16. Co-localization was better than 10 mm for $t < 6.1$ for reliable images, as opposed to $t < 2.9$ for unreliable ones.
Figure 5.2: Effects of pipeline optimization in the patient reliability: a) the histogram shows a shift towards higher reliability following pipeline optimization. b) The majority of the improvement came from the initially less reliable sentence reading (SC), and object naming (ON) tasks.

For a fixed analysis threshold of $t = 6.0$, the mean fMRI-CS+ distance was $9.9 \pm 0.9$ mm for reliable maps, and $41 \pm 5$ mm for unreliable datasets.

### 5.5.4 Automatic Thresholding

The average ROC-r automated thresholds were $6.1 \pm 0.1$. The average ROC-r thresholds were higher for the unreliable datasets ($6.3 \pm 0.2$) than the reliable datasets ($5.7 \pm 0.2$). Representative thresholded fMRI/CS datasets for typical patients are shown in figure 5.4, for both a reliable motor and language image. The language data shown are from the object naming task, which was the least reliable of the pre-surgical tasks. Nonetheless the example shown was above average when compared to the group mean.

Figure 5.5 shows the sensitivity and specificity of the automated thresholds for detecting eloquent cortex for search ranges from 0 to 40 mm. For a search range of 10 mm, overall sensitivity/specificity was higher for the ROC-r thresholds (50%/87%)
Table 5.4: Optimized pre-processing pipelines. A wide range of pipelines were used based on their ROC-r $F_R$ scores. MPR = motion parameter regression; ACC = autocorrelation correction.

<table>
<thead>
<tr>
<th>Smoothing</th>
<th>MPR</th>
<th>ACC</th>
<th>Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 mm</td>
<td>On</td>
<td>On</td>
<td>0</td>
</tr>
<tr>
<td>3 mm</td>
<td>Off</td>
<td>On</td>
<td>2</td>
</tr>
<tr>
<td>3 mm</td>
<td>On</td>
<td>Off</td>
<td>6</td>
</tr>
<tr>
<td>3 mm</td>
<td>Off</td>
<td>Off</td>
<td>8</td>
</tr>
<tr>
<td>6 mm</td>
<td>On</td>
<td>On</td>
<td>2</td>
</tr>
<tr>
<td>6 mm</td>
<td>Off</td>
<td>On</td>
<td>4</td>
</tr>
<tr>
<td>6 mm</td>
<td>On</td>
<td>Off</td>
<td>6</td>
</tr>
<tr>
<td>6 mm</td>
<td>Off</td>
<td>Off</td>
<td>16</td>
</tr>
<tr>
<td>9 mm</td>
<td>On</td>
<td>On</td>
<td>0</td>
</tr>
<tr>
<td>9 mm</td>
<td>Off</td>
<td>On</td>
<td>2</td>
</tr>
<tr>
<td>9 mm</td>
<td>On</td>
<td>Off</td>
<td>10</td>
</tr>
<tr>
<td>9 mm</td>
<td>Off</td>
<td>Off</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 5.3: Average CS+ to fMRI distance as a function of analysis threshold. The separation between the CS+ and nearest fMRI activation increases with threshold. At very high thresholds, there is little-to-no activation remaining, resulting in very high CS-to-fMRI distances. The spatial correspondence is better for the more reliable datasets for most of the threshold range.
Figure 5.4: Example reliable thresholded activation maps for a) finger tapping and b) the object naming tasks. Corresponding ROC-r curves and thresholds are indicated in c) and d) respectively. Activation maps are shown for the test (blue) and retest (red) with overlap in purple. The CS+ (green circles) and CS- (red circles) locations are also shown. In a) the CS+ locations produced: 1,2) right hand twitch; 3,4) right wrist flexion. In b) the CS+ locations produced: 1-3) babbled speech; 4) speech interruption; 5) tingling sensation in lips. The ROC-r plots also show the mean ROC-r curves for each task from the patient group (black). For the object naming data shown, substantial motion was present (∼1 mm), as is typical for this task. In this case, motion regression did not improve the reliability of the activation mapping.
than fixed thresholds \(t = 6.0;\ 42\%/84\%\). Increasing the search range to 15 mm produced 64%/76% sensitivity/specificity, whereas decreasing it to 5 mm produced 29% sensitivity and 94% specificity.

Figure 5.5: a) ROC curves and b) sensitivity (solid lines)/specificity (dashed lines) versus search range for localization of eloquent cortex (i.e. CS sites) using ROC-r thresholded maps. As the search range around each CS location is increased from 0 to 40 mm, the sensitivity increases and specificity decreases. The reliable datasets have higher sensitivity than the unreliable datasets for a given search range. Conversely the same sensitivity and specificity can be obtained using a smaller search range for the reliable datasets than the unreliable ones.

Reliable datasets were more sensitive but less specific than unreliable ones. For a 15 mm search range the sensitivity/specificity was 89%/59% and 44%/87% for reliable and unreliable images respectively. The reliable datasets were somewhat more sensitive and significantly more specific \((p < 0.05,\ \text{two-proportion}\ z\text{-test})\) when thresholded using the ROC-r algorithm \(89%/59\%\) than fixed thresholds \(82%/47\%\), whereas there was little difference in the two approaches for unreliable datasets \(47%/85\%\ \text{vs.}\ 42%/89\%).\)
5.6 Discussion

5.6.1 Reliability of Pre-surgical fMRI

We found that the reliability of pre-surgical fMRI in brain tumor patients was lower than that of healthy controls (Hypothesis 1). In the case of brain tumor patients, this may be related to issues including difficulty with task performance due to functional deficits, and increased propensity for motion during scanning. However, this result is likely not specific to brain tumors. Lower reliability has previously been shown using intraclass correlation (ICC) in schizophrenia [163], although later no significant difference was seen using test-retest overlap [164]. Decreased patient reliability was also observed for multiple sclerosis [110], and mild cognitive impairment [159]. While the situation is not as clear for stroke patients, Kimberley et al. [99] and Eaton et al. [165] found increased between-subject variability falsely inflated the individual ICCs. Reliability measures using only within-subjects factors may therefore be more appropriate for comparing patient populations.

We observed higher reliability for finger-tapping compared to language tasks. This agrees with the review of Bennet and Miller [92], which showed that sensory/motor tasks are more reliable than higher cognitive tasks. The higher rate of false positive/negative voxels for cognitive tasks likely relates to the smaller fMRI signal changes typically evoked by these tasks, resulting in noisier time-course data.

5.6.2 ROC-r Pre-processing Optimization

We demonstrated optimization of individualized pre-processing pipelines using ROC-r analysis (Hypothesis 2). There was a high degree of heterogeneity between subjects, which agrees with previous reports on pipeline optimization [58,158]. Only spatial smoothing and rigid motion correction have been found to be widely beneficial across subjects [58,61,158], which agrees with our results. The least reproducible pipelines were those that included both MPR and ACC, suggesting that over-fitting the data is detrimental to reproducibility of the activation maps. In the context of pre-surgical mapping, these results make it clear that advanced analysis strategies should only be adopted on an as-needed basis, and only in the presence of empirical evidence supporting their use.
The cognitive tasks benefitted the most from pipeline optimization. Partly, this represents a ceiling effect for the finger-tapping task, which was highly reliable with the default pre-processing pipeline. Motion parameter regression was used more frequently for the object naming task (12/26) than the finger tapping task (4/22), likely because of task-induced motion. A bias towards low smoothing (3 mm FWHM) for the sentence reading task (10/20) compared with the other tasks (6/48) was observed, which is consistent with smaller activation foci. With sufficient sample size, similar differences could be observed for other task comparisons, and reflect the lack of a ‘one size fits all’ approach to analysis of neuroimaging data. ROC-r analysis improves clinical fMRI methodology by selecting the most appropriate pipeline on a case-by-case basis, with the additional benefit of reduced reliance on expert intervention in the production of fMRI maps.

5.6.3 Clinical Utility of ROC-reliability Analysis

Datasets with higher reliable fractions were shown to have a better spatial correspondence to CS results (Hypothesis 3). This extends the earlier findings of Beisteiner et al. [39], which showed that reliably activated voxels co-localized with CS+ results. By identifying images unlikely to produce useful results as soon as the scan is completed, ROC-r analysis can guide decisions on data rejection and scan repetition. Conversely, datasets with high ROC-r reliable fractions can be used for pre-surgical mapping with enhanced confidence. This has clear clinical utility, as the risk of false-negative findings due to poor quality scans is reduced.

The sensitivity/specificity to CS depended on the search range used for matching CS results, as has been shown previously [54]. For a conventional 10 mm search radius, our overall sensitivity (50%) and specificity (87%) were similar to those found by Roux et al. [51] in 2003 (45-54% and 95% respectively). Overall, the sensitivity of the fMRI results suggests that the use of intra-operative mapping is still vital to guide surgical resection, in agreement with outcome based studies such as Spena et al. [166]. Nonetheless, ROC-r optimization improves the predictive power of the fMRI results, and therefore increases the utility of the pre-surgical mapping. The addition of ROC-r analysis to an fMRI protocol helps to ensure that the best results are produced from the available data.
Other studies have found higher sensitivity than specificity for pre-surgical fMRI [47, 51, 154], but frequently employ multiple tasks to increase the likelihood of a positive prediction. For instance, Rutten et al. [154] found 22-70% sensitivity and 73-93% specificity depending on the language task used, but increased sensitivity to 92% and decreased specificity to 61% by combining five tasks. Roux et al. [51] also used multiple tasks to increase sensitivity from approximately 50% to 66%, at the cost of decreased specificity (from 95% to 91%). In our study we only compared single tasks to CS. While we could achieve higher sensitivity by combining tasks, the clinical fMRI time constraints often limit the number of tasks and repetitions possible. These results show that task repetition is an alternative approach to enhance both sensitivity and specificity of fMRI pre-surgical mapping.

Another methodological consideration is the threshold levels used in previous studies, which are often lower than those determined by the ROC-r method. Rutten et al. [154] showed a decrease in sensitivity from 99% to 47% when the thresholds were increased from $t = 2.5$ to $t = 4.5$. They observed a concomitant increase in specificity from 23% to 80%. Higher sensitivity is desirable for pre-surgical fMRI to avoid false negatives, so future investigation could focus on optimizing the ROC-r $\alpha$ and $\beta$ parameters to lower the threshold levels. This will provide the benefits of individualized thresholds with increased sensitivity.

There are several variables affecting fMRI-CS correspondence that we were unable to explore due to sample size and heterogeneity. For example, Pouratian et al. [49] found 33-70% specificity depending on the region of the brain being mapped (frontal/temporal). Bizzi et al. [54] showed that both sensitivity and specificity were higher for motor tasks (88% and 87% respectively) than language tasks (80% and 78%). This study also showed that sensitivity was higher for WHO grades II and III gliomas (93%) than grade IV (67%), whereas specificity showed the opposite dependence (76-79% versus 93% respectively). We had a high number of grade IV gliomas in our study, which likely contributed to the overall sensitivity. Larger sub-samples would be required to confirm this hypothesis.

Importantly, no previous study has demonstrated metrics available at the time of scanning that correlate with co-localization of fMRI and CS. We found higher sensitivity for datasets identified by ROC-r as reliable (66% for a 10 mm search range)
than unreliable (36%). This difference was even more dramatic using larger search ranges (e.g. 89% vs. 44% at 15 mm). While specificity was higher for unreliable images, this was accompanied by unacceptable false-negative rates (> 50%), likely because there was little to no activation above threshold in these images. Furthermore, for any fixed sensitivity level above 50%, the specificity of the reliable datasets was actually higher than the unreliable images, as a smaller search range can be used (Figure 5.5). The ability of ROC-r to predict useful fMRI images provides a critically needed quantitative tool for assessing fMRI image quality in a clinically meaningful way.

5.7 Conclusion

We demonstrated that ROC-r is sensitive to differences in reliability between patient and control groups. The $F_R$ quantifies the effects of pre-processing pipelines, enabling subject-specific strategies, and is especially beneficial for difficult applications like cognitive tasks and subject motion. ROC-r metrics were shown to predict co-localization, and can potentially be used to guide decisions regarding data rejection and scan repetition at the time of the scan. Finally, ROC-r can determine automated threshold levels, with higher sensitivity and specificity for eloquent cortex than a fixed threshold approach. In combination, these capabilities allow for fully automated and individualized fMRI processing. By facilitating push-button, yet individualized analysis, ROC-r reduces the need for expert intervention in data processing, increasing usability in the clinic, and furthering the impact of pre-surgical fMRI.
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6.1 Motivation

The final manuscript of this thesis ties together the previous works. So far, ROC-r has been demonstrated to provide quantitative quality assurance for MEG and fMRI, to be useful for determining optimal pre-processing pipelines, and to produce robust individualized thresholding for single-subject imaging. In this paper, we directly evaluate ROC-r as a unified framework for reliable single-subject MEG and fMRI mapping. This work shows that by using optimized single-subject pipelines, similarly robust fMRI and MEG maps can be obtained automatically. This is an important result, as the use of fixed analysis pipelines could bias the comparison of fMRI and MEG reliability, and we have demonstrated that there is no universally best set of processing choices. In this paper, we include a patient case showing verification of the automated MEG and fMRI maps by co-localization with cortical stimulation. This manuscript thus shows that the ROC-r analysis framework leads to a unified approach to robust, push-button, and individualized processing of single-subject fMRI/MEG mapping.
6.2 Abstract

_Purpose:_ Both functional MRI (fMRI) and Magnetoencephalography (MEG) have demonstrated potential as methods for pre-surgical mapping of brain function, and present unique technological and clinical benefits and drawbacks. Objective comparison of these technologies is hampered by the difficulty in comparing data processing pipelines and analysis choices at the single-subject level. We have evaluated a receiver operating characteristic reliability (ROC-r) based approach that solves this problem through an automated and data-driven approach. ROC-r quantitatively optimizes pre-processing pipelines and determines data-driven thresholds for both fMRI and MEG, using a unified approach across scanning modalities.

_Methods:_ We demonstrated ROC-r for optimizing both functional MRI (fMRI) and magnetoencephalography (MEG) mapping of the primary motor cortex in 20 healthy controls. For fMRI, we tested two general linear models, with/without autocorrelation corrections, and with/without motion parameter regression. For MEG, we tested two trigger sources, with/without independent component analysis for artifact removal, and with/without low-pass filtering. Automated thresholds were determined for each subject using the optimally pre-processed data. We demonstrated our approach in a patient case, by comparing the pre-surgical mapping locations to intraoperative measurements.

_Results:_ A wide variety of optimal pipelines were identified across subjects. MEG reliability depended more strongly on the pre-processing pipeline than fMRI, but the reliability of the optimal pipelines were similar for fMRI (0.69 ± 0.02) and MEG (0.71 ± 0.03). ROC-r optimized thresholds identified activation near the central sulcus for all fMRI datasets and 28/32 MEG datasets. The peak overlap of the individual level maps occurred in the primary sensorimotor cortices, reaching 88% overlap for fMRI and 80% overlap for MEG. The patient case demonstrated that the ROC-r automated mapping co-localized with the primary motor cortex as identified intra-operatively.

_Conclusion:_ ROC-r optimization of fMRI and MEG pre-processing pipelines provided robust pre-surgical mapping, including automated data-driven thresholding, as demonstrated by co-localization with intra-operative measures. ROC-r allows for push-button analysis, streamlining the clinical implementation of functional mapping, and removing the need for manual intervention and selection of pre-processing
pipelines. Crucially, ROC-r permits a more fair comparison of functional mapping
data quality in fMRI and MEG by removing the variability due to subjective data
analysis decisions.

6.3 Introduction

Functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG)
are safe and non-invasive means of localizing brain function, and thus attractive op-
tions for pre-surgical mapping [23,29,167,168]. MEG is considered the more direct
technique, measuring the magnetic fields produced by synchronous post-synaptic po-
tentials [70], whereas fMRI measures brain activity indirectly through hemodynamic
coupling [69]. This fundamental difference leads to the unique strengths and weak-
nesses of each technology. For example, spatial resolution is considered superior for
fMRI, whereas the temporal resolution of MEG is advantageous when the dynamics
of neural activity are of interest [169]. The two modalities are complementary, and
getting the most out of their combined use is crucial for applications like pre-surgical
mapping [169–182].

There are a vast number of methods available for analyzing fMRI and MEG data
[183]. This is both an advantage, as it offers flexibility in extracting information
from neuroimaging data, but also a burden, as the quality of the resulting maps will
depend on the analysis methods chosen. The wide range of analysis strategies provides
a particular challenge in single-subject studies encountered in clinical applications,
as both fMRI and MEG are accompanied by a significant amount of inter-subject
variability [155,158,184–188]. Individually tailored analysis strategies are required
to overcome differences like subject motion during scanning, physiological noise from
heart or breathing rhythms, and modulation of the cortical response by attention or
arousal during the scan [60]. For example, motion regression can eliminate motion
correlated signals, but in some cases this may result in unacceptable reduction of
sensitivity. Manual evaluation of all pre-processing options is overwhelmingly time
consuming, and the selection of appropriate analysis strategies on a single-subject
level is therefore a formidable task [158,186].

To address the difficulty of creating individualized data processing strategies in
fMRI and MEG, we recently developed a method of automatically selecting subject-specific processing pipelines using test-retest receiver operating characteristic reliability (ROC-r) [141]. This method can be applied to any volumetric source mapping pipeline, and optimization can be performed by selecting the pipeline with the highest within-subject reliability. ROC-r evaluates pre-processing pipelines solely in terms of the final activation maps, which forms the common link between fMRI and MEG source imaging. Therefore, unlike previous methods of fMRI pre-processing pipeline optimization like NPAIRS (nonparametric prediction, activation, influence and reproducibility resampling) [58, 61, 157, 158], ROC-r works without modification for MEG mapping. Additionally, this analysis produces threshold-dependent reliability estimates, which in turn can be used to determine data-driven thresholds, allowing for fully automated production of activation maps. ROC-r is highly advantageous in clinical settings as it eliminates the influence of the experimenter on the final activation maps, and provides a unified framework for optimizing fMRI and MEG processing choices.

In this study, we evaluate our unified approach to automated pipeline selection and activation thresholding for fMRI and MEG using ROC-r analysis. We applied this method to pre-surgical mapping of primary sensorimotor cortex by using identical stimulation paradigms in MEG and fMRI, including both a group of healthy controls and a demonstrative patient case. For the patient volunteer, we demonstrated the non-invasive mapping results by comparison with electrophysiological measurements performed during surgery. Importantly, by using data-driven analysis pipelines, we reduce the potential for missing important activation due to sub-optimal pre-processing strategies. Furthermore, by working within an automated analysis environment, we eliminate the need for expert intervention in the process. By introducing a common framework for optimization of fMRI and MEG pre-processing pipelines, we ensure that comparisons of the fMRI and MEG results are not biased due to poor choices in the data analysis chain.
6.4 Methods

6.4.1 Processing Pipeline Optimization

ROC-r analysis was used for pre-processing pipeline optimization and adaptive thresholding of both fMRI and MEG maps. ROC-r measures reliability by calculating the amount of overlap in the active/inactive regions of test-retest maps as a function of analysis threshold. This is summarized by plotting the ROC area-under-the-curve (AUC) as a function of image threshold (Figure 6.1). To permit ROC-r analysis, three runs of the functional task were performed within both the fMRI and MEG sessions, and all six pairings (i.e. all combinations of each of the three images as template for the other two) of the three runs were submitted to a ROC-r analysis. This produced six AUC plots for each pre-processing pipeline (see below) applied to the data. While more repetitions of the functional task could have been used to further average the ROC-r estimates, three repetitions provided adequate balance between convergence and scanning time. The ROC-r methodology is described in detail in Stevens et al. [141].

The reliable-fraction ($F_R$) metric was used to measure overall test-retest reliability from the AUC versus threshold plots. This is calculated as the fraction of the threshold range for which the AUC is above its mid-range (i.e. $0.5[AUC_{max}+AUC_{min}]$, see Figure 6.1). Reliable fraction is bounded by 0 and 1, with high values indicating that reliability increases quickly with image threshold. The reliable fraction was calculated for the six test-retest pairings, and an average for each pipeline was determined. The pipeline with the highest reliable fraction was selected on a subject specific basis. At the group level, differences between the pipelines were assessed using ANOVA ($p < 0.01$).

After pipeline optimization, ROC-r adaptive thresholds were determined for each MEG and fMRI map. The thresholds were selected from the AUC plots as the lowest threshold with an AUC above the mid-range, and a rate of AUC increase below the ‘linear rate’ (i.e. $[AUC_{max}-AUC_{min}]/[t_{max}-t_{min}]$). This provides a balance between the high test-retest reliability and high sensitivity, by avoiding the diminishing returns in reliability at high thresholds (Figure 6.1). The ROC-r thresholds were determined for each of the six test-retest pairings, and the average threshold was applied to
the average of the three maps to produce a final activation map. To demonstrate robustness, the thresholded maps were transformed into standard space, and the number of single-subject datasets that identified activity in each voxel was summed. Areas with high values in this group overlap map were thus consistently detected across subjects.

6.4.2 Subjects

Twenty healthy controls (33 ± 13 years of age; 12 females; 17 right handed) volunteered for this study. All participants provided informed consent, and the study was performed in compliance with the local research ethics board (Capital District Health Authority REB, Halifax, NS). A patient case with planned intraoperative electrical stimulation mapping was also studied to demonstrate the application of these methods to pre-surgical mapping directly. All participants performed within-session test-retest fMRI and MEG imaging, and the order of the two modalities was counterbalanced.
across subjects.

6.4.3 Stimulation Paradigm

Both MEG and fMRI mapping were performed using an identical stimulation paradigm for localization of the primary sensorimotor cortex. The task consisted of word pairs presented in serial order, which were either semantically related (50%) or unrelated (50%) to one another. The subjects were asked to respond by squeezing their left or right hand for related and unrelated word-pairs respectively, using a grip-force response device. The task was presented in a series of six task (40 s) and seven rest (20 s) blocks, for a total time of 6 minutes 20 seconds. The tasks blocks were made longer than the rest blocks in order to increase the number of stimuli per run, which increases the SNR of the MEG evoked responses (see below). Within each task block, 15 word-pairs were presented, with each word appearing for 600-800 ms, and a 900-1800 ms inter-stimulus interval (ISI) between word pairs. The duration of the stimuli, the ISIs, and the order of the related/unrelated pairs were randomized to avoid anticipatory effects. The rest blocks consisted of simple fixation on a central target. The task was repeated three times within each session to facilitate ROC-r analysis. No words were repeated across the task repetitions.

6.4.4 MRI Acquisition

Participants were scanned using a 4 Tesla MRI system (Varian INOVA). Anatomical scans were acquired using a T1-weighted MP-FLASH sequence (TE = 5 ms; TR = 11 ms; 256 x 256 x 128 grid at 1 x 1 x 2 mm resolution). Functional scans used a spiral pulse sequence (TE = 15 ms; TR = 2 s; $\alpha = 60^\circ$; 64 x 64 x 31 grid at 4 x 4 x 3.5 mm resolution; 0.5 mm slice gap). The grip-force device was recorded from continuously to monitor participants’ responses. Deviations from baseline greater than 10% of the device’s dynamic range were marked as response events.

6.4.5 MRI Processing

The anatomical MRI was segmented using Freesurfer [189]. The resulting brain-only image was used for registration with the fMRI data, and the outer head surface was subsequently used to setup the MEG forward solution. Functional MRI registration
used within-run rigid body motion correction, followed by between-run rigid body
alignment, and finally affine transformation to register to individual anatomical space.

Functional MRI maps were produced using the general linear model (GLM) ap-
proach with FSL software [190]. Eight fMRI pre-processing pipelines were investi-
gated, including: 1) using the stimulus (related vs. unrelated pairs) or response (left
vs. right hand squeeze) timing for GLM analysis, 2) with or without motion parameter
regression in the GLM, and 3) with or without auto-correlation correction (ACC).
Both GLM contrast choices were designed to produce a single image in which the
left and right hand appeared as positive and negative task correlation respectively,
in order to produce maps with high specificity to the primary sensorimotor cortices.
The related versus unrelated word stimuli contrast is only expected to work well
when subjects’ response accuracy is high. All pre-processing pipelines used a 6 mm
FWHM smoothing kernel and a 100 s high-pass filter. Each pre-processing pipeline
was analyzed with ROC-r, and the pipeline with the highest reliability was chosen.

6.4.6 MEG Recording

Head position was monitored during MEG scanning using head position indicator
(HPI) coils placed on the left/right temples and mastoids. The head surface, HPI
coil locations, left/right pre-auricular points, and the nasion were digitized using an
Isotrak system (Polhemus Inc., Colchester, USA). Surface electrodes pairs were placed
above and below the left eye to record eye blinks, and on the left and right flexor carpi
radialis to record the EMG at movement onset. MEG data were collected at 1000
Hz sampling frequency, using a Neuromag (Elekta AB, Stockholm, SE) 306 channel
whole-head system. The grip-force device was recorded from continuously, as in the
fMRI experiment. HPI coils were recorded continuously to monitor head movement
during the MEG scans.

6.4.7 MEG Processing

MEG data were band-pass filtered (1-60 Hz), and down-sampled to 500 Hz. The
following pre-processing pipeline choices were analyzed using ROC-r analysis: 1)
with or without independent component analysis (ICA) for removal of artifacts, 2)
epoch extraction relative to either force onset or EMG onset, and 3) with or without
an additional low-pass filter (20 Hz). Force onsets were detected by thresholding the grip-force signal at 10% maximum, and EMG onset detection additionally employed a band-pass filter (2-4 Hz) after rectification, in order to isolate the envelope of the EMG signal. For ICA denoising, components were removed if they satisfied any of the following conditions: a) correlation greater than 0.4 with the vertical eye electrode signal, b) frequency matching the heart rate range, or c) amplitude outside of the physiological range (i.e. greater than \(7.5 \times 10^{-11}\) Tesla/cm for planar gradiometers or \(2 \times 10^{-12}\) Tesla for the magnetometers).

Source mapping was performed using a dynamic (i.e. 3D+time) beamformer. Epochs were extracted for the left and right hand separately from -1000 ms to +500 ms relative to the EMG/force onset triggers. Unlike the fMRI analysis, this procedure produces independent images of the left and right hand, as specificity of the MEG maps can be achieved by exploiting the temporal resolution. Epochs were baseline corrected for -1000 to -500 ms, and the baseline covariance was calculated from the same time range. Sensor covariances for the active period were taken from the -100 to +100 ms window for the force-triggered epochs and +100 to +300 ms for the EMG trigger, as the largest evoked field was observed near the center of these latency ranges. The forward solution was calculated according to the boundary element method (openMEEG software), using the external head surface boundary produced during Freesurfer segmentation. The MEG and anatomical data were registered semi-manually (manual alignment to Isotrak anatomical landmarks, followed by iterative closest point registration of the head shape). Within this head-shaped boundary, a 4 mm grid was constructed, and the beamformer solution was calculated for each location on this grid, matching the spatial resolution used in the fMRI acquisition. The latency with the largest source amplitude in the pre- or post-central gyri was extracted as the final source map.

**6.4.8 Intraoperative Mapping**

For the patient case, intra-operative mapping was also performed to validate the non-invasive techniques. A linear strip of six subdural electrodes was used both for detecting phase reversal of sensory evoked potentials in response to electrical stimulation of the contralateral ulnar nerve, and to elicit EMG activity in the abductor digiti
minimi or adductor hallucis brevis by stimulating between pairs of electrodes (2-10 mA, 60 Hz, 0.5 ms pulses). Results of the intraoperative mapping were recorded onto the patient’s pre-surgical MRI image using a StealthStation (Medtronic, Minneapolis, USA) neuro-navigation system.

6.5 Results

We successfully mapped the primary motor cortex by both fMRI and MEG in the majority of subjects. Four subjects were excluded, due either to compliance issues during scanning (N = 3) or incidental findings on the MRI in the vicinity of the motor cortex (N = 1). Reliability of the fMRI and MEG maps was generally high, although more strongly dependent on the pre-processing pipeline for MEG. After pipeline optimization, the reliability of fMRI (\(F_R = 0.69 \pm 0.02\)) and MEG maps were similar (\(F_R = 0.71 \pm 0.03\)). ROC-r automated thresholding produced robust localization of the primary motor cortex for both fMRI and MEG in the majority of healthy controls, and this localization was confirmed in a patient case using intra-operative electrocortical mapping methods.

6.5.1 Pre-processing Optimization

On average, there was no significant difference in reliability between the fMRI pipelines (Figure 6.2a). However, the pipeline using the response-based GLM, with ACC but without MPR, had the highest reliability more than twice as often as any other pipeline (Figure 6.2b). Seven of the eight fMRI pre-processing pipelines were optimal for at least one of the 16 healthy control datasets. There was a clear tendency for the response-based GLM model to provide more reliable maps than the stimulus-based model (13/16), as the stimulus based model assumes response accuracy, and is less time-locked to the responses. While accuracy was in general high (95 ± 5 percent), the response based model was still superior in general. The use of ACC (10/16) or MPR (6/16) produced more equivocal results, suggesting that despite their common use in fMRI analysis pipelines, neither are universally beneficial to the production of robust fMRI maps.

For MEG, 7/8 pipelines tested were optimal for at least one dataset. Maps using the force-onset trigger were significantly more reliable (\(F_R = 0.57 \pm 0.02\)) than those
Figure 6.2: a) Average reliability of the fMRI maps by pre-processing pipeline. There was no significant difference between the pre-processing pipelines at the group level for fMRI. b) The number of individual fMRI datasets for which each pipeline had the highest ROC-r $F_R$. At the individual level the best pre-processing choices were highly subject dependent, and all but one pipeline was optimal at least once. The response-based GLM was best in the majority (13/16) of datasets, whereas other pre-processing options produced more variable results.
produced using the EMG-onset trigger ($F_R = 0.39 \pm 0.02$). However, pipelines using the EMG-onset trigger were optimal for 7/32 datasets (Figure 6.3). Pipelines with ICA artifact removal produced significantly lower reliability ($0.45 \pm 0.02$) than those without ICA ($0.51 \pm 0.02$), and ICA was rarely selected by individual-level pipeline optimization (5/32). Pipeline optimization improved the reliability significantly compared to any of the fixed analysis pipelines ($p < 0.05$). The most common optimal pipelines for the MEG data thus used the force-onset trigger, without ICA artifact removal, with (8/32) or without (13/32) low-pass filtering.

### 6.5.2 Automated Thresholding

A representative automated thresholding result is shown in Figure 6.4. ROC-r thresholds maps identified activity around the central sulcus for all 16 fMRI maps, 13/16 left hand MEG maps, and 15/16 right hand MEG maps. The datasets which failed to identify activity had significantly lower reliability ($0.48 \pm 0.05$ vs. $0.78 \pm 0.03$). In one case, this was associated with a moderate amount of subject motion ($\sim 1-2$ mm), but in other cases we could determine no obvious explanation. Threshold levels were much higher for fMRI ($4.0 \pm 0.3$) than MEG ($0.22 \pm 0.06$), as the two modalities used different statistical measures (z-statistic versus pseudo-z), with different magnitude scales. For MEG, localization was consistent with the primary motor cortex in the pre-central gyrus, whereas the fMRI activity tended to localize just posterior to the hand knob, in the primary sensory cortex of the post-central gyrus (Figure 6.5). MEG locations were somewhat more variable than fMRI, resulting in lower between-subject overlap for MEG (80%) than fMRI (88%).

### 6.5.3 Patient Case

A right handed female patient (56 years of age) with a tumor in the left supplementary cortex performed the same fMRI and MEG protocol, to demonstrate the validity of the automated ROC-r processing approach in the context of intra-operative stimulation mapping. The patient presented with seizures involving repetitive speech and expressive aphasia. Complete resection of the tumor was achieved during surgery, after which the patient experienced transient aphasia and right hemiparesis. The patient was discharged two weeks after surgery, and underwent six weeks of rehabilitative
Figure 6.3: a) Average reliability of the MEG maps by pre-processing pipeline. Force-onset triggering produced more reliable results than EMG-onset triggering, and ICA artifact removal was associated with a decrease in reliability of MEG maps. Pipeline optimization provided a significant improvement in reliability across the group. b) The number of individual MEG datasets for which each pipeline had the highest ROC-r $F_R$. The force-onset triggered pipelines were best in the majority (25/32) of datasets, and ICA denoising was recommended rarely (5/32 datasets), in agreement with the overall reliability trends.
Figure 6.4: Single-subject ROC-r reliable fraction averaged across image pairings (top), automated threshold selection (middle), and the resulting activation maps (bottom). The fMRI contrast used (left vs right hand) produced a single map with activity in both hemispheres (a), whereas for MEG the left (b) and right (c) hand epochs were mapped separately. For fMRI, the best pipeline in this case used the response-based GLM, with MPR and ACC corrections. For MEG, the best pipeline was different for the left hand (force trigger, without ICA but with low-pass filtering) and right hand (force trigger, with neither ICA nor low-pass filtering). Both the fMRI and MEG activation in this subject straddled the central sulcus, at the level of the hand-knob.
Figure 6.5: Group overlap of individual-level maps for both the left and right hands. The peak overlap was higher for fMRI maps (88%) than MEG maps (80%). While both peaks occurred near the ‘hand knob’ area of the central sulcus, the fMRI peak occurred in the post-central gyrus, whereas the MEG peak occurred in the pre-central gyrus. The central sulcus is highlighted in green.

work, after which the post-operative deficits were essentially resolved. Histopathology identified the tumor as a WHO grade II oligoastrocytoma.

Intra-operative mapping with electrocortical stimulation produced right abductor digiti minimi and adductor hallucis brevis activity when the most posterior pair of sub-dural electrodes were stimulated at 8.5 mA (Figure 6.6). In recording mode, phase reversal was observed between the same pair of electrodes upon ulnar nerve stimulation, confirming the location of the right hand on the central sulcus. The ROC-r optimized fMRI and MEG maps both produced focal activation straddling the central sulcus and directly underlying the intra-operative locations, demonstrating a high degree of concordance between the non-invasive and invasive mappings.
Figure 6.6: Patient case demonstrating correspondence of the non-invasive mapping results with gold-standard intraoperative measurements. The ROC-r optimized fMRI (left) and MEG (right) mapping of both the left (yellow-red) and right (blue-green) hand are shown. A strip of 6 subdural electrodes (red and green circles) was used to map the primary sensorimotor cortex intraoperatively. Electrical stimulation between the two red circles produced EMG activity in the right abductor digiti minimi and adductor hallucis brevis, and ulnar nerve stimulation produced phase reversal between the same electrode pair, thus localizing the central sulcus. The MEG and fMRI maps were highly co-localized, and both provided accurate prediction of the location of the hand representation in the primary sensorimotor cortex.

6.6 Discussion

We successfully demonstrated ROC-r analysis as a unified framework for automated optimization of subject-specific fMRI and MEG pre-processing pipelines. On average, MEG reliability was more dependent on the pre-processing pipeline than fMRI. However, pipeline optimization was still beneficial for fMRI analysis, as demonstrated by the wide variety of optimal pipelines at the single-subject level. It is known that there is an interaction between the functional task paradigm employed and the effect of pre-processing options [157,183]. Therefore, even though the use of MPR was often not recommended in our study, this likely depends on the amount of subject motion, and the degree of correlation between head motion and the task timing. Additionally,
while ICA is commonly used to remove eye-blink artifacts from MEG data, we did not observe obvious eye blink artifacts in the evoked responses in our study, and ICA was not usually recommended. Using ROC-r for pipeline optimization, ambiguity in the best approach for a particular dataset can be resolved directly in terms of reliability of the resulting maps. The adoption of data-driven pre-processing pipelines facilitates comparisons between fMRI and MEG results, as the best results of each modality are put forward.

Using explicit evaluation of pre-processing pipelines, we found that some commonly employed analysis strategies were not recommended for our data. For example, averaging to force-onset was generally preferable to averaging to EMG-onset for the MEG source mapping. This is contrary to the methodology typically employed in mapping primary motor cortex in MEG studies [32,191], which usually employ EMG triggering. Partly, this discrepancy may be related to small oscillations on the EMG signal that were observable approximately 100-200 ms prior to the force onset, likely caused by anticipatory pre-movement muscle activity. Furthermore, some subjects had difficulties relaxing their muscles completely between stimuli, resulting in some tonic activity on the EMG sensors. These undesired oscillations made the detection of EMG onset more dependent on the specific frequency filter and threshold used to define the trigger, and introduced variability in the trigger latencies. The fidelity of the grip-force signal was higher, making it more robust for detecting the latency of force-onset. This further illustrates the importance of quantitative evaluation of pre-processing choices, as the best results are highly dependent on the details of the task paradigm, data acquisition, and subject performance.

The pipelines investigated here only represent a small fraction of the potential pre-processing choices that are made routinely during analysis of fMRI and MEG images. Inevitably there are other fMRI pre-processing choices that will have a more significant impact on reliability, and these need to be assessed on a case-by-case basis. Ultimately, the more pipelines included in a ROC-r analysis, the greater the potential benefit in terms of activation reliability.

ROC-r analysis not only determines optimal subject-specific pre-processing pipelines,
but also produces data-driven thresholds for automated localization of activated regions. In many cases, the thresholded fMRI and MEG maps overlapped in the ‘hand-knob’ of the primary motor cortex, however the MEG maps tended to reach maximum in the pre-central gyrus (the primary motor cortex), whereas the fMRI maps tended to peak in the post-central gyrus (the primary somatosensory cortex). This discrepancy is likely due to sensory feedback from the hand-squeeze combined with the low temporal resolution of fMRI compared to MEG. The slow hemodynamic response of fMRI essentially acts as a low-pass temporal filter, taking up to six seconds to peak. As the motor cortex activation and subsequent sensory feedback are likely to occur in very close succession, these signals cannot be distinguished from one another by fMRI. The forceful hand-squeeze movement used in this study is particularly likely to evoked a strong sensory response. In contrast, the millisecond temporal resolution of MEG produces motor and sensory signals that are easily separated in the evoked response. Additionally, with the evoked responses being time-locked to the EMG or grip-force signal, the later sensory response is less likely to produce a strong average due to latency variability.

Both fMRI and MEG were generally successful at identifying the primary sensorimotor cortex, as demonstrated explicitly with the patient case presented. In this case, we were able to identify with high specificity the hand representation in the primary sensorimotor areas. This case showed that, although at the group level there were slight differences in the fMRI and MEG localization, in individual subjects this was not necessarily true. The recommendation of one scanning modality or the other would likely be decided by patient-specific details rather than the differences in localization (e.g. in the case of a high grade glioma, fMRI contrast may be affected [56, 192, 193], rendering MEG preferable). This may not generalize to other task paradigms, as fundamental differences in fMRI and MEG sensitivity may come into play (e.g. lack of sensitivity to radial sources in MEG or difficulty imaging near air-tissue interfaces in fMRI). ROC-r provides an objective means of determining which areas are reliably detected, which provides guidance for recommending scanning modalities for pre-surgical mapping.

The automated thresholding algorithm provided robust localization at the single-subject level. The few MEG datasets in which localization was not possible had
very low reliability even for the best available pre-processing pipelines. This is likely a reflection on the data quality for these datasets, as the evoked responses were weak in these cases, possibly because of the relatively low number of stimuli used in this study. Ongoing work by many research groups improving task paradigms, acquisition strategies, and analysis procedures will ultimately improve the quality of activation maps, making ROC-r an even more valuable tool for pipeline optimization and automated localization.

By providing the best data analysis chain for a given dataset, and automatically thresholding to include only reliably detected brain areas, ROC-r allows for comparison of fMRI and MEG localization on equal footing. This is beneficial both for comparing experimental techniques in healthy controls, and for optimizing results in the clinical setting, where producing the highest quality results is most important.

6.7 Conclusion

ROC-r analysis uses quantitative reliability measures to achieve fully automated activation mapping, including pipeline optimization and image thresholding, on a single subject basis. ROC-r provides a critical tool for non-invasive pre-surgical mapping, as it allows for subject-specific processing strategies without the need for manual intervention. This reduces the risk of missing important functional activity due to sub-optimal analysis strategies, eliminates the influence of subjective decision making in the production of activation maps, and streamlines the process for integration into a clinical setting. We demonstrated ROC-r as a unified framework for push-button fMRI and MEG studies, thus dramatically improving our ability to study relative differences in pre-surgical functional neuroimaging technologies, and ensuring the best possible pre-surgical maps are produced.
Chapter 7

Conclusions

7.1 Summary

The purpose of this thesis was to evaluate the benefit of ROC-r analysis for improving the production of single-subject activation maps. First, it was shown in manuscript one (ch. 3) that the reliability of single-subject maps is highly dependent on the threshold used and on the pre-processing steps employed. This is of course a large part of the motivation for performing individualized analysis for single-subject mapping. Nonetheless, it is important to demonstrate that the tool we plan to use to address the issues of individual variability is sensitive to differences between subjects, task repetitions, and pre-processing pipelines. ROC-r thresholding was shown to be responsive to different levels of activation between subjects or within subjects between runs, and the first use of ROC-r to select subject-specific pre-processing strategies was demonstrated to improve activation reliability. The high degree of variability at the single-subject level is inherent given the noisy nature of fMRI and MEG signals, and cannot be ignored without jeopardizing the quality of the activation maps.

One of the greatest strengths of the ROC-r method is the minimal assumptions placed on the underlying data distributions. The basic assumptions are simply: 1) the image signal is higher in amplitude than the noise, and 2) that the signal is consistently located in space whereas the noise is not. Additionally, the ROC-r calculation only requires functional maps as input, and because the functional map forms the common link between fMRI and MEG imaging, ROC-r is by nature cross-modal. It is worth noting that it is crucial in this context that the MEG source images are noise-normalized, as the sensor noise projects non-uniformly in space, with higher noise projecting in areas of high sensor sensitivity (e.g. near the sensors). This would invalidate the second assumption of the ROC-r method, and thus in this work, only noise-normalized MEG source maps were used.
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In manuscript two (ch. 4), we demonstrated the ROC-r method for MEG volumetric source imaging with a noise-normalized beamformer. We showed that the ROC-r reliable fraction provided analogous quality assurance to the equivalent current dipole goodness-of-fit used for dipole source models. Furthermore, we verified the automated thresholding and localization of MEG signals by ROC-r by co-localization of the beamformer peaks with the dipole locations.

The primary application of ROC-r analysis we have identified is pre-surgical mapping, where single-subject imaging is clearly necessary. While there are other instances where single-subject imaging is important - such as the assessment of brain injury - we used the pre-surgical mapping scenario in manuscript three (ch. 5) to demonstrate the tangible benefits of using the ROC-r methodology. This section of the thesis showed that reliability of patient images is generally lower than that of healthy controls, either due to direct influence of pathology on the functional imaging signal, or due to factors affecting patient performance of the tasks. ROC-r preprocessing pipeline optimization was able to improve reliability of the patient data, even using the limited number of pre-processing pipelines investigated.

Crucially, this paper showed that the ROC-r reliable fraction was correlated with better prediction of critical eloquent cortex, and that ROC-r automated thresholding was better at localizing these critical brain regions than fixed-significance levels. While the more reliable datasets on average produced activation closer to the critical cortical areas, it was still necessary to use moderate search ranges (10-15 mm) around each CS location to achieve high sensitivity. This suggests that the fMRI protocols demonstrated in this thesis are better suited to an augmentative pre-surgical mapping role than as a direct replacement to CS. It is likely that the motor maps would achieve higher sensitivity at lower search ranges than the language maps, but there was not sufficient data available to test this hypothesis quantitatively. While there is still substantial room for improvement of the predictive power of fMRI for presurgical mapping of language in particular, the ROC-r method helps to get the most out of the available data.

The final manuscript (ch. 6) included in this thesis showcased the capabilities of ROC-r analysis as a unified framework for improving the reliability of single-subject fMRI and MEG mapping. This paper brings together the facets introduced by each
of the preceding papers by including quality assurance, pre-processing optimization, and automated threshold selection for functional mapping by both modalities. As this paper shows, the use of fixed pre-processing pipelines could misleadingly conclude that one scanner produces more reliable results than the other, whereas in reality these data could produce reliable activation maps with the use of alternative processing strategies. While it was true for that experiment that the fMRI results were on average less sensitive to the pre-processing pipeline chosen, this result depends on the task employed and participant population being investigated (e.g. patients vs controls). ROC-r thus facilitates the comparison of fMRI and MEG results by ensuring that the best available methods are selected for processing each dataset individually.

7.2 Future Work

Further improvements of the ROC-r algorithm will initially focus on the generation of single-run analyses. Single-run ROC-r was demonstrated in manuscript two for MEG datasets by generating split-half maps from half of the available epochs and iterating over different randomized split-halves. A similar technique for single-run ROC-r using fMRI data is being developed and will offer the enhanced pre-surgical mapping capabilities of the ROC-r analysis, without the additional data collection requirements of retest imaging. An additional benefit of the single-run version is the ability to perform reliability analyses in real-time, with the potential to inform the acquisition system when a robust activation map had been obtained. This would allow individually tailored scan durations, thereby reducing scanning times. Ultimately, ROC-r is intended as a clinical utility, and thus would ideally be either directly integrated into the acquisition console, or implemented on the post-processing station, in order to automate the processing of activation maps into a format ready for review (e.g. by the radiologist, neuropsychologist, neurosurgeon, etc.).

For MEG, an important avenue for future research will be to compare the results of ROC-r for beamformer mapping to imaging approaches like dSPM, sLORETA and MNE. There are interesting questions to address in this context in terms of the relationship between mapping reliability and localization accuracy. In particular, the MNE solution is generally accepted as being quite robust, however it tends to have a
localization bias towards superficial locations, due to the MEG sensor sensitivity profile [78]. When cortical stimulation (which is generally restricted to surface mapping) is used as the ‘gold standard’ for localization, this may result in better co-localization for MNE solutions, even when the true sources are located deeper within the cortical sulci. Additionally, there are many inverse solution constraints that were not employed in this work, such as restriction of sources to the cortical grey matter, and constraints on source orientation to be normal to the cortical surface. The effect of these additional a-priori localization constraints on the reliability and accuracy of MEG mapping should be explored in the future.

Another area of future investigation will be the use of ROC-r for functional connectivity analyses and resting state functional mapping. For example, components of interest in a decomposition-based resting state analysis (e.g. ICA) could be identified using ROC-r by comparing them with a number of pre-defined activation templates (e.g. derived by a group analyses of task-based mapping). The most similar ICA component to a given functional network could be determined as the one with the highest ROC-r FR.

Modelling of the ROC-r output also deserves further attention, as the method of cubic spline fitting, while robust, is does not produce meaningful fitting parameters. One option would be to use a Gompertz function \( g(x) \):

\[
g(x) = a + be^{-ce^{-dx}}
\]  

which is widely used for fitting data that has a general sigmoidal shape. The parameters of this function allow for varying the initial \( a \) and final \( b \) values, along with the point at which the AUC begins to increase \( c \), and the rate of increase \( d \). Alternatively, a functional form could be derived by modelling the underlying statistical distributions, and computing a theoretical form for the true and false positive rates. In this case, the parameters governing the final result will be the mean activation/deactivation/noise magnitudes and variances. This would have the added advantage of being able to use the intensity distributions in the images (i.e. the image histograms) to inform the curve fitting process. Either of these choices would confer the advantage of producing curve fitting parameters that are meaningful in terms of understanding the underlying data, or determining the image reliability and
informing the choice of activation thresholds.

Finally, while several reference standards were used in this thesis to evaluate the efficacy of the ROC-r approach to activation mapping (e.g. dipole fitting for MEG, cortical stimulation as ‘ground truth’, etc), it would be important moving forward to assess patient outcomes. Patient outcomes are likely the best gold standard for determining whether pre-surgical mapping successfully identified the key areas to respect during surgery, as the ultimate test of whether these functions were spared or not.

7.3 Conclusion

Overall, this thesis has demonstrated the utility of ROC-r analysis for reliable single-subject functional mapping. The ROC-r method addresses the issue of individual variability by producing a flexible solution to the selection of both individualized pre-processing pipelines and activation thresholds. ROC-r also eliminates inter-rated variability, as the production of activation maps is a fully automated process. The production of robust, push-button single-subject mapping is a vital step forward for fMRI and MEG, especially in the context of pre-surgical mapping.
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