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Abstract

This thesis presents some results in nonlinear analysis and their applications to mathematical economics.

Chapters 2 and 3 are the most important and technical part of this thesis. In Chapter 2, duals of two important results due to Gale and Mas-Colell in 1975 and Shafer and Sonnenschein in 1975 respectively in equilibrium theory are presented. Two examples of how to use these results to resolve equilibrium problems with closed preferences are given. Chapter 3 is devoted to establishing a random version of a Tietze type extension theorem together with its applications. The proof of the theorem is very complicated and technical. We think that the work of Mas-Colell et al can be classified as "selection" type in the sense that the proofs almost always invoke Michael's selection theorem or similar ones. Our work can be classified as "extension" type in the sense that we need Tietze type extension theorems to do the proofs, although in a related result, we still have to use the powerful Ky Fan minimax inequality. It is worthwhile to point out that as far as we know, this is the first time that Tietze type extension theorems have been used to study economic problems with closed preferences.

In Chapter 4, we generalize many minimax inequalities. These include Fan's, Sion's, Granas and Liu's and Tan and Yu's results. Applications to fixed point theory, variational inequalities, complementarity problems and abstract economies are given.

Chapter 5 presents a fixed point theorem for correspondences on [0,1]. This is an interesting result for its simplicity and elementary proof. Some examples comparing it to related work and also some simple applications to game theory are included.
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Chapter 1

Introduction

1.1 Some Basic Concepts and Notation

In this section, we shall introduce some basic concepts and notation that will be used throughout this thesis. More specific concepts and notation will be presented when they are needed.

In this thesis, $\mathbb{R}$ is the set of all real numbers. If $A$ is a set, we shall denote by $2^A$ the family of all subsets of $A$ and by $\mathcal{F}(A)$ the family of all non-empty finite subsets of $A$. If $A$ is a subset of a topological space $X$, we shall denote by $\text{int}_X(A)$ the interior of $A$ in $X$, by $\text{cl}_X(A)$ the closure $A$ in $X$ and by $\partial_X(A)$ the boundary of $A$ in $X$. If $A$ is a subset of a vector space, we shall denote by $\text{co}(A)$ the convex hull of $A$. By a correspondence $F$ defined on $X$ with values in $Y$, denoted by $F : X \to 2^Y$, we mean that to each $x \in X$, $F$ assigns a unique subset $F(x)$ of $Y$, i.e., an element of $2^Y$. A correspondence is also called a multifunction, set-valued map or multi-valued map, etc.

For a correspondence $F : X \to 2^Y$, we let $\text{Gr} F$ denote the graph of $F$, i.e., $\text{Gr} F = \{(x, y) \in X \times Y : y \in F(x)\}$. Also we define $F^{-1} : Y \to 2^X$ by $F^{-1}(y) = \{x \in X : y \in F(x)\}$ for each $y \in Y$ and $\overline{F} : X \to 2^Y$ by $\overline{F}(x) = \{y \in Y : (x, y) \in \text{cl}_{X \times Y}(\text{Gr} F)\}$ for each $x \in X$.

Let $X$ and $Y$ be topological spaces and $F : X \to 2^Y$ be a correspondence. Then
$F$ is called (1) upper semicontinuous if for each open subset $U$ of $Y$, the set \( \{ x \in X : F(x) \subset U \} \) is open in $X$; (2) lower semicontinuous if for each closed $C$ of $Y$, the set \( \{ x \in X, F(x) \cap C \neq \emptyset \} \) is closed in $X$; (3) continuous if it is both upper semicontinuous and lower semicontinuous.

1.2 An Introduction to Games and Abstract Economies

There are many different kinds of games. In this thesis, we only consider non-cooperative games, which are closely related to another concept, abstract economies. The latter are also called non-cooperative generalized games.

The theory of non-cooperative games studies the behavior of players (also called agents) in any situation where each player's optimal choice may depend on his forecast of the choices of his opponents. Let $I$ be the (finite or infinite) set of players, the set of choices of player $i$ ($i \in I$) is denoted by $X_i$. Elements of $X_i$ are called strategies and $X_i$ is player $i$'s strategy set. Let $X = \prod_{i \in I} X_i$ be the set of strategy vectors. Each strategy vector determines an outcome. Players have preferences over outcomes and this induces preferences over strategy vectors. For convenience we shall work with preferences over strategy vectors. There are two ways to do this. The first is to describe player $i$'s preferences by a binary relation $\bar{P}_i$ defined on $X$. Then $\bar{P}_i(x)$ is the set of all strategy vectors preferred to $x$. Since the player $i$ only has control over the $i$th component of $x$, it is more useful to describe player $i$'s preferences in terms of the good reply set. Given a strategy vector $x \in X$ and a strategy $y_i \in X_i$, let $(x^i, y_i)$ denote the strategy vector obtained from $x$ when player $i$ chooses $y_i$ and the other players keep their choices fixed. We say that $y_i$ is a good reply for player $i$ to strategy vector $x$ if $(x^i, y_i) \in \bar{P}_i$. This defines a correspondence $P_i : X \rightarrow 2^{X_i}$, called the good reply correspondence by $P_i(x) = \{ y_i \in X_i : (x^i, y_i) \in \bar{P}_i \}$. It will be convenient to describe preferences in terms of the good reply correspondence $P_i$ rather than preference relation $\bar{P}_i$. So we will use the former description (i.e., $P_i$) in
this thesis. Note however that we may lose some information by doing this. Given a good reply correspondence $P_i$, it will not generally be possible to reconstruct the preference relation $\bar{P}_i$, unless we know that $\bar{P}_i$ is transitive. Thus a game in strategic form is a tuple $(X_i, P_i)_{i \in I}$ where each $P_i : X \to 2^{X_i}$.

A shortcoming of this model of games is that frequently there are situations in which the choices of players cannot be made independently. To take such possibilities into account, game theorists introduce a correspondence $F_i : X \to 2^{X_i}$ which tells which strategies are actually feasible for player $i$, given the strategy vector of the others. Note that for the sake of technical convenince, we refer to $F_i$ as a correspondence of the strategies of all players including player $i$. In modeling most situations, $F_i$ will be independent of player $i$'s choice. The jointly feasible strategy vectors are thus the fixed points of the correspondence $F = \prod_{i \in I} F_i : X \to 2^X$. A game with the added feasibility or constraint correspondence is called a generalized game or abstract economy. The reason for the latter name is because this abstract model is found useful in proofs of the general equilibrium theorems in mathematical economics. It is specified by a tuple $(X_i, F_i, P_i)_{i \in I}$ where $F_i, P_i : X \to 2^{X_i}$.

A Nash Equilibrium of a strategic form game or abstract economy is a strategy vector $x$ for which no player has a good reply. For a game, an equilibrium is an $x \in X$ such that $P_i(x) = \emptyset$ for each $i$. For an abstract economy, an equilibrium is an $x \in X$ such that $x \in F(x)$ and $F_i(x) \cap P_i(x) = \emptyset$ for each $i$.

Nash [59] proved the existence of equilibria for games where preferences are representable by continuous quasi-concave utilities, and the strategy sets are simplexes. Debreu [20] proved the existence of equilibrium for abstract economies. He assumed that strategy sets are contractible polyhedra, that the feasibility correspondences have closed graphs, that the maximized utilities are continuous and that the sets of utility maximizers over each constraint set are contractible. These conditions are jointly assumptions on utility and feasibility. The simplest way to make separate assumptions is to assume that strategy sets are compact and convex, that utilities are continuous
and quasi-concave, and that the constraint correspondences are continuous with compact convex values. Arrow and Debreu [3] used Debreu's result to prove the existence of Walrasian equilibrium for an economy and coined the term abstract economy.

Since Nash's and Debreu's work in the fifties, a large number of papers have been produced generalizing, improving or developing it. Among them, we would like only to mention Gale and Mas-Colell's, and Shafer and Sonnenschein's papers here because the main topic of Chapter 2 is studying duals of the results in these two papers. Gale and Mas-Colell [32] proved a fixed point theorem which allowed them to prove the existence of equilibria for a game without ordered preferences. They assumed that strategy sets are compact convex sets and that the good reply correspondences are convex valued and have \textbf{open graphs}. In the work following this paper, it was found that the \textit{open graph} in his original result can be replaced by \textit{open lower section} or \textit{lower semicontinuity}. Shafer and Sonnenschein proved the existence of equilibria for abstract economies without ordered preferences. They assumed that the good reply correspondences have \textbf{open graphs} and satisfy the convexity/irreflexivity condition $x_i \not\in \text{co}(P_i(x))$. They also assumed that feasibility correspondences are continuous with compact convex values. The problem is:

\textit{Can the good reply correspondences in Gale and Mas-Colell's and Shafer and Sonnenschein's models be upper semicontinuous with closed convex values instead of the conditions such as open graph or similar ones?}

We give a complete answer to this problem and do more work on its extensions in Chapter 2. We point out here that Gale and Mas-Colell's result can be considered as the generalization of the Fan-Browder fixed point theorem and our corresponding result can be considered as the generalization of the Kakutani-Fan-Glickberg fixed point theorem. Further, while we can write some theorems that can include both situations, we only present one of these in finite dimensional spaces and give two applications of it. The reason for doing this is that we want to illustrate the spirit of studying closed preference games rather than becoming involved in complicated discussions of the structures of infinite dimensional spaces used in this area.
Another direction in general equilibrium theory is to take the structure of the space of the agents into account in the economics models. This was initialized by Aumann and Schmeidler. Aumann [5] and [6] extended Debreu's abstract economy theory that permits the set of agents to be a measure space. Aumman resolved this problem by assuming the set of agents is an atomless measure space which means the influence of each agent is "negligible". The similar argument was applied in game theory by Schmeidler [66]. We explore the equilibrium problems for this kind of economics models in Chapter 3.

The tools for studying these problems are the Tiezte type extension theorems and the Ky Fan inequality. As far as we know, this is the first time that the Tiezte type extension theorems have been used to study equilibrium problems in mathematical economics. At the beginning of this study, we did not know there existed any Tiezte type extension theorems for correspondences. So we developed one and used it to resolve the equilibrium problems. However, after we carefully checked several hundred papers, we found there indeed were a few papers dealing with the set-valued extension problems. We felt a little disappointed at first but this was remedied when we found we could use several construction techniques to develop a random version Tiezte type extension theorem. The proof of this theorem is very complicated and technical. It is one of the author's favorite results in this thesis.

1.3 An Introduction to Some Minimax Inequalities and Counter Examples to a Conjecture of K. K. Tan

In Chapter 4, we shall study the generalizations of the Ky Fan minimax inequality and their applications to fixed point theory, variational inequalities, complementarity problems and abstract economies.

In 1972, Ky Fan proved a celebrated minimax theorem [30] which is equivalent to
the following:

**Theorem 1.3.1** Let $E$ be a topological vector space and $X$ be a non-empty compact convex subset of $E$. Let $f$ be a real-valued function defined on $X \times X$ such that

1. for each $x \in X$, $f(x, x) \leq 0$;
2. for each fixed $x \in X$, $f(x, y)$ is a lower semicontinuous function of $y$ on $X$;
3. for each fixed $y \in X$, $f(x, y)$ is a quasi-concave function of $x$ on $X$.

Then there exists $\hat{y} \in X$ such that $f(x, \hat{y}) \leq 0$ for all $x \in X$.

In the above theorem, the space $E$ is not required to be Hausdorff as Ky Fan originally stated. This fact was observed by Ding and Tan [23]. This slight improvement sometimes is important since in the study of unifying approach to existence of Nash equilibria by Balder [8], he has to use the above minimax theorem under non-Hausdorff settings.

Our work is to weaken the continuity of the function, the compactness and the convexity conditions in Theorem 1.3.1. This is motivated by Baye et al [11] who studied the characterizations of the existence of equilibria in games with discontinuous and non-quasi-concave payoffs. Using one of our results, we also give a generalization of the following minimax theorem due to Sion [74]:

**Theorem 1.3.2** Let $X$ be a convex subset of a linear topological space, $Y$ be a compact convex subset of a linear topological space, and $f : X \times Y \to \mathbb{R}$ be upper semicontinuous on $X$ and lower semicontinuous on $Y$. Suppose that

1. for all $y \in Y$ and $\lambda \in \mathbb{R}$, the set $\{x \in X : g(x, y) \geq \lambda\}$ is convex;
2. for all $x \in X$ and $\lambda \in \mathbb{R}$, the set $\{y \in Y : g(x, y) \leq \lambda\}$ is convex.

Then

$$\min_{y \in Y} \sup_{x \in X} f(x, y) = \sup_{x \in X} \min_{y \in Y} f(x, y).$$

The importance of Sion's weakening of continuity to semicontinuity was that it indicated that many kinds of minimax problems had equivalent formulations in terms of subsets of $X \times Y$, and led to Fan's 1972 work [30] on sets with convex sections and
minimax inequality (Theorem 1.3.1), which have since found many applications in economic theory. So K. K. Tan postulated if another minimax theorem, the Kneser minimax theorem, had a geometric form, or a similar one such as intersection form. For convenience, we state Kneser's minimax theorem [53] as follows:

**Theorem 1.3.3** Let $X$ be a non-empty convex set in a vector space and $Y$ be a non-empty compact convex subset of a topological vector space. Suppose that $f$ is a real-valued function on $X \times Y$ such that for each $x \in X$, $f(x, y)$ is lower semicontinuous and convex on $Y$, and for each $y \in Y$, $f(x, y)$ is concave on $X$. Then

$$\min_{y \in Y} \sup_{x \in X} f(x, y) = \sup_{x \in X} \min_{y \in Y} f(x, y).$$

The following is a conjecture of K. K. Tan, which is an attempt to formulate an intersection form for Kneser's minimax theorem:

**Problem 1.3.4** Let $X$ be a non-empty convex subset of a vector space, $Y$ be a non-empty compact convex subset of a topological vector space, $F : X \to 2^Y \setminus \{\emptyset\}$ be such that

(i) for all $x \in X$, $F(x)$ is closed and convex;

(ii) for all $y \in Y$, $X \setminus F^{-1}(y)$ is convex.

Then $\cap_{x \in X} F(x) \neq \emptyset$.

Since Kneser's minimax theorem also plays a very important role in game theory, mathematical economics and studying variational inequalities, if the above conjecture were true, we could write a geometric form for it which in turn could be used to obtain some significant results. Unfortunately, it is not true. We have two counter examples as follows:

**Example 1.3.5** Let $I = [0, 1], X = Y = I$. We define $F : X \to 2^Y \setminus \{\emptyset\}$ by

$$F(x) = \begin{cases} 
\{0\}, & 0 \leq x \leq \frac{1}{2}; \\
\{1\}, & \frac{1}{2} < x \leq 1.
\end{cases}$$
Then
(a) For each $x \in X$, $F(x)$ is closed and convex.
(b) For any $y \in Y$, if $y = 0$, $X \setminus F^{-1}(y) = X \setminus [0, 1/2] = (1/2, 1]$; if $y = 1$, $X \setminus F^{-1}(y) = X \setminus [1/2, 1] = [0, 1/2]$; if $0 < y < 1$, $F^{-1}(y) = \emptyset$. So (ii) is satisfied.
But $\cap_{x \in X} F(x) = \emptyset$. ■

Example 1.3.6 Let $I = [0, 1]$, $X = Y = I$. We define $F : X \to 2^Y \setminus \{\emptyset\}$ by

$$F(x) = \begin{cases} 
[0, 1/4], & 0 \leq x \leq \frac{1}{2}; \\
[3/4, 1], & \frac{1}{2} < x \leq 1.
\end{cases}$$

Then
(a) For each $x \in X$, $F(x)$ is closed and convex.
(b) For any $y \in Y$, if $y \in [0, 1/4]$, $X \setminus F^{-1}(y) = X \setminus [0, 1/2] = (1/2, 1]$; if $y \in [3/4, 1]$, $X \setminus F^{-1}(y) = X \setminus [1/2, 1] = [0, 1/2]$; if $y \in (1/4, 3/4)$, $F^{-1}(y) = \emptyset$. So (ii) is satisfied.
But $\cap_{x \in X} F(x) = \emptyset$. ■

We note that in this thesis, the Kneser minimax theorem is mainly used to study the existence of solutions for variational inequalities.

1.4 An Introduction to a Simple Fixed Point Problem

In Chapter 5, we study a fixed point problem on $[0, 1]$.

The problem is motivated by the work of Milgrom and Roberts [58] and Guillerme [36]. The authors of the two papers found an interesting fact about a function on $[0, 1]$: A real function $f : [0, 1] \to [0, 1]$ that is upper semicontinuous on the right and lower semicontinuous on the left has a fixed point. So our problem is:

*Does a correspondence that is upper semicontinuous on the right and lower semicontinuous on the left have a fixed point?*

We give a yes answer to this problem. Some examples comparing it to related work and also some simple applications to game theory are included.
Chapter 2

Equilibria for Games and Abstract Economies: Duals for Gale-Mas-Colell's and Shafer-Sonnenschein's Theorems

2.1 Introduction

Let us start with the following Fan-Browder fixed point theorem that appears in [29] and [16]:

**Theorem 2.1.1** Let $X$ be a nonempty compact convex subset of a topological vector space $E$, and $F : X \rightarrow 2^X$ a multifunction with nonempty convex values such that for each $x \in X$, $F^{-1}(x)$ is open. Then $F$ has a fixed point.

In studying game theory and mathematical economics, we need to study a family of correspondences from the product space of several spaces into each of them. In 1975 and 1979, Gale and Mas-Colell in [32] and [33] proved the following theorem:
Theorem 2.1.2 Let $I$ be a finite index set. For each $i \in I$, let $X_i$ be a nonempty compact convex subset of $\mathbb{R}^{n_i}$, and $F_i : X := \prod_{j \in I} X_j \to 2^{X_i}$ a lower semicontinuous correspondence with convex values. Then there exists $x \in X$ such that for each $i \in I$ either $x_i \in F_i(x)$ or $F_i(x) = \emptyset$.

Originally, in Gale-Mas-Colell [32] the correspondences in the above theorem were assumed to have open graphs instead of lower semicontinuous. In Gale-Mas-Colell [33], they gave the above form while commenting that the proof of the above theorem was the same as the original one, which used Michael’s selection theorem. In [22], Deguire and Lassonde proved the following theorem which partially generalizes Theorem 2.1.2.

Theorem 2.1.3 Let $I$ be any index set. For each $i \in I$, let $X_i$ be a nonempty compact convex subset of a Hausdorff locally convex space $E_i$, and $F_i : X := \prod_{j \in I} X_j \to 2^{X_i}$ be a correspondence with convex values such that for any $y_i \in X_i$, $F_i^{-1}(y_i)$ is open in $X$. Further, for any $x \in X$, there exists $i \in I$ such that $F_i(x) \neq \emptyset$. Then there exist $x \in X$ and $i \in I$ such that $x_i \in F_i(x)$.

In 1975, Shafer and Sonnenschein [69] proved the following theorem for abstract economies:

Theorem 2.1.4 Let $I$ be finite and let $(X_i, F_i, P_i)_{i \in I}$ be an abstract economy such that for each $i$,

1) $X_i \subset \mathbb{R}^{n_i}$ is nonempty, compact and convex;
2) $F_i$ is a continuous correspondence with nonempty compact convex values;
3) $\text{Gr} P_i$ is open in $X \times X_i$;
4) $x_i \notin \text{co}(P_i(x))$ for all $x \in X$.

Then there is an equilibrium.

On the other hand, Theorem 2.1.1 can be thought of as a dual of the following well-known Kakutani-Fan-Glicksberg theorem (Kakutani [43]; Fan [28]; Glicksberg [34]):
Theorem 2.1.5 Let $X$ be a nonempty compact convex subset of a Hausdorff locally convex space $E$, $F : X \rightarrow 2^X$ be an upper semicontinuous multifunction with nonempty closed convex values. Then $F$ has a fixed point.

Our problem is whether the conditions in Theorem 2.1.2, Theorem 2.1.3 and Theorem 2.1.4 such as lower semicontinuity or having an open graph, etc. can be replaced by upper semicontinuity (or similar conditions)? i.e, are there corresponding duals for these theorems? We give a positive answer to this problem and expand on the original problem. Also some applications to general equilibrium theory in mathematical economics are included.

2.2 A Star-shaped Extension Theorem and an Existence Theorem of Equilibria for a Game with Star-shaped Good Replies

A set $X$ in a linear space is said to be star-shaped if there exists $x_0 \in X$ such that for any $x \in X$, $tx_0 + (1-t)x \in X$ for all $t \in [0,1]$. Such an $x_0$ is called a center of the star-shaped set $X$.

Proposition 2.2.1 Let $X, Y$ be two star-shaped sets in a linear space, then $X + Y$ is also a star-shaped set.

Proof. Let $x_0$ be a center of $X$ and $y_0$ be a center of $Y$. Let $z_0 = x_0 + y_0 \in X + Y$. For any $z = x + y \in X + Y$ and $t \in [0,1]$, $tz_0 + (1-t)z = [tx_0 + (1-t)x] + [ty_0 + (1-t)y] \in X + Y$. So $X + Y$ is also a star-shaped set. ■

The following lemma is a remark in Aubin and Ekeland [4] on page 108.

Lemma 2.2.2 If $F$ is a compact-valued correspondence from a metric space $X$ to a metric space $Y$, then $F$ is upper semicontinuous at $x_0 \in X$ if and only if for each $\varepsilon > 0$, there exists $\delta > 0$ such that
for all \( x \in O(x_0, \delta) \), \( F(x) \subset O(F(x_0), \varepsilon) \),

where \( O(x_0, \delta) := \{ x \in X : d(x, x_0) < \delta \} \) and \( O(F(x_0), \varepsilon) := \bigcup_{y \in F(x_0)} O(y, \varepsilon) \).

We frequently refer to the following result, which is Proposition 11 on page II.34 in Bourbaki [15].

**Lemma 2.2.3** Let \( E \) be a metrizable locally convex space. The topology of \( E \) can be defined by a distance that is invariant under translations, and for which the open balls are convex.

We now prove a Tietze-Dugundji extension theorem for upper semicontinuous correspondences with nonempty compact star-shaped values.

**Theorem 2.2.4** Let \( M \) be a nonempty closed subset of the metrizable space \( X \), \( E \) a metrizable locally convex space, and \( F : M \to 2^E \) an upper semicontinuous correspondence with nonempty compact star-shaped values. Then there exists an upper semicontinuous correspondence \( \tilde{F} : X \to 2^E \) with nonempty compact star-shaped values such that \( \tilde{F}|_M = F \) and \( \tilde{F}(x) \subset \text{co}(F(M)) \) for each \( x \in X \).

**Proof.** (1) Let \( d \) be a metric inducing the topology on \( X \). By Lemma 2.2.3, the topology on \( E \) can be induced by a metric \( \rho \) on \( E \) which is invariant under translations, and for which the open balls are convex.

To each \( y \in X \setminus M \), we assign an open ball \( U_y \) in \( X \setminus M \) with center at \( y \) and \( \text{diam}(U_y) < d(U_y, M) \), where \( \text{diam}(U_y) \) denotes the diameter of the set \( U_y \). This gives us a covering \( \{ U_y \}_{y \in X \setminus M} \) of \( X \setminus M \). Since \( X \) is a metric space, there is a partition of unity \( \{ f_y \}_{y \in X \setminus M} \) on \( X \setminus M \) subordinated to the covering \( \{ U_y : y \in X \setminus M \} \), that is, \( f_y : X \setminus M \to [0, 1] \) is continuous for each \( y \in X \setminus M \) and is zero outside of \( U_y \), while each \( x \in X \setminus M \) has an open neighborhood \( V(x) \) in \( X \setminus M \) such that all but a finite number of \( f_y \) are identically zero on \( V(x) \) and

\[
\sum_{y \in X \setminus M} f_y(x) = 1, \text{ for all } x \in X \setminus M.
\]
For each $y \in X \setminus M$ we choose an $m_y \in M$ such that $d(m_y, U_y) < 2d(M, U_y)$ and define $\tilde{F} : X \to 2^E$ by

$$
\tilde{F}(x) = \begin{cases} 
F(x), & \text{if } x \in M; \\
\sum_{y \in X \setminus M} f_y(x)F(m_y), & \text{if } x \in X \setminus M.
\end{cases}
$$

By Proposition 2.2.1, $\tilde{F}(x)$ is a nonempty compact star-shaped subset of $co(F(M))$ for each $x \in X$.

(2) We now show that it is upper semicontinuous at each point in $X \setminus M$.

For $r > 0$ and $p \in E$, let $O(p, r) = \{x \in E : \rho(p, x) < r\}$. First let $x_0 \in X \setminus M$. Then we can find an open neighborhood $V(x_0)$ of $x_0$ in $X \setminus M$ (since $M$ is closed in $X$) such that all but only a finite number of $f_y, y \in X \setminus M$ are identically zero. We denote the latter as $f_{y_1}, \ldots, f_{y_n}$. For any $\varepsilon > 0$, since each $F(m_{y_i})$ is compact (hence bounded), we can find $\delta > 0$ such that $\delta y \in O(0, \varepsilon/n)$ for all $y \in \bigcup_{i=1}^n F(m_{y_i})$.

Since each $f_{y_i}(x)$ is continuous, there exists an open neighborhood $V'(x_0)$ of $x_0$ in $X \setminus M$ such that for each $i \in \{1, \ldots, n\}$, $|f_{y_i}(x) - f_{y_i}(x_0)| < \delta$ for all $x \in V'(x_0)$. Let $V''(x_0) = V'(x_0) \cap V(x_0)$, then $V''(x_0)$ is an open neighborhood of $x_0$ in $X \setminus M$. Let $i \in \{1, \ldots, n\}$. For each $x \in V''(x_0)$ and any $y \in F(m_{y_i})$, we have

$$
\rho(f_{y_i}(x), f_{y_i}(x_0)y, f_{y_i}(x_0)y) = \rho((f_{y_i}(x) - f_{y_i}(x_0))y, 0) \\
\leq \varepsilon/n,
$$

It follows that

$$
f_{y_i}(x)y \in f_{y_i}(x_0)F(m_{y_i}) + O(0, \varepsilon/n),
$$

so that

$$
f_{y_i}(x)F(m_{y_i}) \subset f_{y_i}(x_0)F(m_{y_i}) + O(0, \varepsilon/n).
$$

Therefore

$$
\sum_{i=1}^n f_{y_i}(x)F(m_{y_i}) \subset \sum_{i=1}^n f_{y_i}(x_0)F(m_{y_i}) + O(0, \varepsilon);
$$

i.e., $\tilde{F}(x) \subset \tilde{F}(x_0) + O(0, \varepsilon)$ for all $x \in V''(x_0)$, which implies that $\tilde{F}$ is upper semicontinuous at $x_0$. 
(3) We now show that it is upper semicontinuous at each point in $\partial_X(M)$.

(3.1) Let $x_0 \in \partial_X(M)$ be given. Then $\tilde{F}(x_0) = F(x_0)$. Since $F$ is upper semicontinuous, for any $\varepsilon > 0$, by Lemma 2.2.2 there exists $\delta_1 > 0$ such that $F(x) \subset F(x_0) + O(0, \varepsilon)$, i.e., $F(x) \subset \tilde{F}(x_0) + O(0, \varepsilon)$ for all $x \in O(x_0, \delta_1) \cap M$.

(3.2) If $x \in X \setminus M$ and $f_y(x) \neq 0$ for some $y \in X \setminus M$, then by the construction of $f_y$, we have $x \in U_y$. Applying the triangle inequality yields

$$d(m_y, x) \leq d(m_y, U_y) + \text{diam}(U_y) \leq 3d(M, U_y) \leq 3d(x_0, x),$$

and therefore

$$d(m_y, x_0) \leq d(m_y, x) + d(x, x_0) \leq 4d(x_0, x).$$

(3.3) Take $\delta_2 = \delta_1/4$. For any $x \in O(x_0, \delta_2) \cap (X \setminus M)$, if $f_y(x) \neq 0$ for some $y \in X \setminus M$, we have $d(m_y, x_0) \leq 4d(x_0, x) < 4\delta_2 = \delta_1$. Hence $F(m_y) \subset \tilde{F}(x_0) + O(0, \varepsilon)$.

(3.4) For any $x \in O(x_0, \delta_2) \cap (X \setminus M)$, we have $\sum_{y \in X \setminus M} f_y(x) = 1$ and only a finite number of $f_y(x)$'s are not zero.

Note that $O(0, \varepsilon)$ is convex, we have

$$\sum_{y \in X \setminus M} f_y(x) F(m_y) \subset \sum_{y \in X \setminus M} f_y(x) F(x_0) + O(0, \varepsilon),$$

or

$$\tilde{F}(x) \subset \tilde{F}(x_0) + O(0, \varepsilon)$$

for any $x \in O(x_0, \delta_2) \cap (X \setminus M)$.

(3.5) For any $x \in M \cap O(x_0, \delta_2) \subset M \cap O(x_0, \delta_1)$, we have

$$\tilde{F}(x) = F(x) \subset F(x_0) + O(0, \varepsilon) = \tilde{F}(x_0) + O(0, \varepsilon).$$

(3.6) By (3.4) and (3.5), for any $x \in O(x_0, \delta_2)$, we have $\tilde{F}(x) \subset \tilde{F}(x_0) + O(0, \varepsilon)$. Thus $F$ is upper semicontinuous at $x_0 \in \partial_X M$. ■

We remark that Theorem 2.2.4 is a partial generalization of Theorem 2.1 in [54] in that $F$ may have star-shaped values instead of convex values while the space $E$ is a metrizable locally convex space instead of a Hausdorff locally convex space.
Let us recall the definition of an acyclic space. A compact metrizable space $X$ is said to be acyclic if

1. $X$ is nonempty;
2. the homology groups $H_q(X)$ vanish for $q > 0$;
3. the reduced 0-th homology group $\tilde{H}_0(X)$ vanishes.

Obviously nonempty compact convex or star-shaped sets in a metrizable locally convex space are acyclic.

The following lemma is the Eilenberg-Montgomery fixed point theorem [27]:

**Lemma 2.2.5** Let $X$ be an acyclic absolute neighborhood retract and $F: X \to 2^X$ an upper semicontinuous correspondence such that for every $x \in X$ the set $F(x)$ is acyclic. Then $F$ has a fixed point.

The following fact is easy to prove.

**Lemma 2.2.6** Let $F$ be an upper semicontinuous correspondence from the topological space $X$ to the topological space $Y$, then the set $\{x \in X : F(x) \neq \emptyset\}$ is a closed subset of $X$.

Now we give the following theorem:

**Theorem 2.2.7** Let $I$ be countable. For each $i \in I$, let $X_i$ be a nonempty compact convex subset of the metrizable locally convex space $E_i$, and $F_i : X := \Pi_{j \in I} X_j \to 2^{X_i}$ an upper semicontinuous correspondence with closed star-shaped values. Then there exists $x \in X$ such that for each $i \in I$, either $x_i \in F_i(x)$ or $F_i(x) = \emptyset$.

**Proof.** We know that $E := \Pi_{i \in I} E_i$ is also a locally convex space when equipped with the product topology. Since $I$ is countable and each $E_i$ is metrizable, $E$ is metrizable (refer to Corollary 7.3, page 191 in [25]). By the Tychonoff theorem (refer to Theorem 1.4, page 224 in [25]), $X$ is a compact subset of $E$. Obviously, $X$ is convex. Hence $X$ is acyclic and is an absolute neighborhood retract. For each $i \in I$,
let \( C_i = \{ x \in X : F_i(x) \neq \emptyset \} \). By Lemma 2.2.6, \( C_i \) is a closed subset of \( X \). Define \( \tilde{F}_i : X \to 2^{X_i} \) as follows:

1. If \( C_i = \emptyset \), let \( \tilde{F}_i(x) = X_i \) for all \( x \in X \);
2. If \( C_i = X \), let \( \tilde{F}_i(x) = F_i(x) \) for all \( x \in X \);
3. If \( C_i \) is a proper nonempty subset of \( X \), by Theorem 2.2.4, there exists an upper semicontinuous correspondence \( F_i : X \to 2^{X_i} \) with nonempty closed star-shaped values such that \( \tilde{F}_i(x) = F_i(x) \) for all \( x \in C_i \).

Define \( F : X \to 2^X \) by \( F = \prod_{i \in I} \tilde{F}_i \). Then \( F \) is an upper semicontinuous correspondence (by Lemma 3 of Fan [28]) with nonempty closed star-shaped values in \( X \). By the Eilenberg-Montgomery fixed point theorem (Lemma 2.2.5), there exists \( x \in X \) such that \( x \in F(x) \). Now if \( F_i(x) \neq \emptyset \), we have \( \tilde{F}_i(x) = F_i(x) \), which in turn implies \( x_i \in F_i(x) \).

A direct application of Theorem 2.2.7 yields the following result:

**Theorem 2.2.8** Let \( (X_i, P_i)_{i \in I} \) be a game, where \( I \) is countable. For each \( i \in I \), let \( X_i \) be a nonempty compact convex subset of a metrizable locally convex space \( E_i \). Suppose that for each \( i \), \( P_i : X := \prod_{j \in I} X_j \to 2^{X_i} \) is an upper semicontinuous correspondence with closed star-shaped values and \( x_i \notin P_i(x) \) for all \( x \in X \). Then there exists an equilibrium \( x \in X \), i.e., \( P_i(x) = \emptyset \) for each \( i \in I \).

**Remark:** Note that in the Eilenberg-Montgomery fixed point theorem, the values of the correspondence are assumed to be acyclic only. We wonder whether the sum of two acyclic sets is acyclic. If it were true, we could replace the star-shaped values with acyclic ones in Theorem 2.2.4 and hence Theorem 2.2.7 and Theorem 2.2.8 could be improved in this way. However, K. Johnson gives the following example which tells us that even the sum of two contractible sets is not necessarily an acyclic set.

**Example 2.2.9** Let two figures in the plane have the shapes of \( C \) and \( I \), where the height of \( I \) is equal to that of the gap of \( C \). Obviously they are contractible and hence they are acyclic. But the sum of them is a set with the homology group \( H_1 \neq 0 \).
Nevertheless, we have the following open problem:

Let \( I = \{1, \ldots, n\} \). For each \( i \in I \), let \( X_i \) be an acyclic absolute neighborhood retract and \( F_i : X := \Pi_{j=1}^n X_j \to 2^{X_i} \) an upper semicontinuous correspondence with acyclic or empty-set values. Does there exist \( x \in X \) such that for each \( i \in I \) either \( x_i \in F_i(x) \) or \( F_i(x) = \emptyset \)?

We next give an existence theorem for equilibria of a game in which the preferences are majorized by upper semicontinuous correspondences. Let us recall some concepts and notation introduced by Tan and Yuan in [76]:

Let \( X \) be a topological space, \( Y \) a nonempty subset of a vector space \( E \). Let \( \theta : X \to E \) be a single-valued map and \( \phi : X \to 2^Y \) be a correspondence. Then \( \phi : X \to 2^Y \) is said to be of class \( U_\theta \) if (a) for each \( x \in X \), \( \theta(x) \notin \phi(x) \) and (b) \( \phi \) is upper semicontinuous with closed and convex values in \( Y \); (2) \( \phi_x \) is a \( U_\theta \)-majorant of \( \phi \) at \( x \) if there is an open neighborhood \( N(x) \) of \( x \) in \( X \) and \( \phi_x : N(x) \to 2^Y \) such that (a) for each \( z \in N(x) \), \( \theta(z) \subset \phi_x(z) \) and \( \theta(z) \notin \phi_x(z) \) and (b) \( \phi_x \) is upper semicontinuous with closed and convex values; (3) \( \phi \) is said to be \( U_\theta \)-majorized if for each \( x \in X \) with \( \phi(x) \neq \emptyset \), there exists a \( U_\theta \)-majorant \( \phi_x \) of \( \phi \) at \( x \).

The following result is a particular case of Theorem 2.1 in [76]:

**Lemma 2.2.10** Let \( X \) be a metrizable space and \( Y \) a subset of a metrizable topological vector space \( E \). Let \( \theta : X \to E \) and \( P : X \to 2^Y \setminus \{\emptyset\} \) be \( U_\theta \)-majorized. Then there exists a correspondence \( \Phi : X \to 2^Y \) of class \( U_\theta \) such that \( P(x) \subset \Phi(x) \) for each \( x \in X \).

Here we shall deal with \( X = \Pi_{i \in I} X_i \) and \( \theta = \pi_i : X \to X_i \), the projection from \( X \) onto \( X_i \). In the following, we shall write \( U \) instead of \( U_\theta \).

**Theorem 2.2.11** Let \( (X_i, P_i)_{i \in I} \) be a game, where \( I \) is countable. For each \( i \in I \), let \( X_i \) be a nonempty compact convex subset of a metrizable locally convex space \( E_i \).
Suppose that for each \( i \in I \), \( P_i : X := \Pi_{j \in I} X_j \to 2^{X_i} \) is a \( U \)-majorized correspondence.
such that the set \( C_i := \{ x \in X : P_i(x) \neq \emptyset \} \) is closed in \( X \). Then there exists an equilibrium.

**Proof.** For each \( i \), since \( P_i \) is \( U \)-majorized, by Lemma 2.2.10, there exists a correspondence \( \Phi_i : C_i \to 2^{X_i} \) of class \( U \) such that \( P_i(x) \subset \Phi_i(x) \) for all \( x \in C_i \). Since \( C_i \) is closed in \( X \), by Theorem 2.2.4 there exists an upper semicontinuous correspondence \( \Psi_i : X \to 2^{X_i} \) with nonempty star-shaped values such that \( \Psi_i|_{C_i} = \Phi_i \).

Now define \( F : X \to 2^X \) by \( F = \prod_{i \in I} \Psi_i \). Then \( F \) is an upper semicontinuous correspondence (by Lemma 3 of Fan [28]) with nonempty closed star-shaped values in \( X \). By the Eilenberg-Montgomery fixed point theorem (Lemma 2.2.5), there exists \( x \in X \) such that \( x \in F(x) \). It is easy to check that \( x \) is an equilibrium. ■

### 2.3 Equilibria for Games and Abstract Economies in Locally Convex Spaces

In this section, we shall study equilibria for games and abstract economies in locally convex spaces.

Let \( E \) be a topological vector space. We shall denote by \( E' \) the continuous dual of \( E \), by \( \langle w, x \rangle \) the pairing between \( E' \) and \( E \) for \( w \in E' \) and \( x \in E \) and by \( Re(w, x) \) the real part of \( \langle w, x \rangle \).

First we have

**Theorem 2.3.1** Suppose that \( I \) is a (possibly uncountable) index set. For each \( i \in I \), let \( X_i \) be a nonempty compact convex subset of the Hausdorff locally convex space \( E_i \), \( F_i : X := \Pi_{j \in I} X_j \to 2^{X_i} \) be an upper semicontinuous correspondence with closed convex values. Then there exists \( x \in X \) such that for each \( i \in I \), either \( x_i \in F_i(x) \) or \( F_i(x) = \emptyset \).

**Proof.** Suppose that the conclusion is false, then for any \( x \in X \) there must exist \( i \in I \) such that \( x_i \notin F_i(x) \neq \emptyset \). By the Hahn-Banach theorem, there exists \( p_i \in E_i' \)
such that

$$Re(p_i, x_i) > Re(p_i, y_i) \quad \text{for all } y_i \in F_i(x).$$

For each $i \in I$, let $\pi_i : X \to X_i$ be the projection map. Define

$$V_{p_i} = \{x \in X : Re(p_i, \pi_i(x)) > Re(p_i, y_i) \text{ for all } y_i \in F_i(x)\}.$$ 

Since $F_i$ is upper semicontinuous, $V_{p_i}(x)$ is open. Now we have

$$X \subset \bigcup_{i \in I} \bigcup_{p_i \in E'_i} V_{p_i}.$$ 

Since $X$ is compact, it is covered by finitely many $V_{p'_i}$, where $p'_i \in E'_i$, $j = 1, \ldots, n_i$ for finitely many $i$ in $I$. Without loss of generality, we suppose $i = 1, \ldots, m$. So

$$X = \bigcup_{i=1}^{m} \bigcup_{j=1}^{n_i} V_{p'_i}.$$ 

Let $\{f^j_i\}, i = 1, \ldots, m$ and $j = 1, \ldots, n_i$ be a partition of unity subordinated to this cover and let $\phi : X \times X \to \mathbb{R}$ be defined as follows

$$\phi(x, y) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} f^j_i(x) Re(p'_i, \pi_i(x) - y_i).$$

Since for each fixed $y \in X$, $x \mapsto \phi(x, y)$ is continuous and for each fixed $x \in X$, $y \mapsto \phi(x, y)$ is concave, there exists $\bar{x} \in X$ such that $\phi(\bar{x}, y) \leq 0$ for all $y \in X$ by the Ky Fan inequality in [30] (refer to Theorem 1.3.1).

Now since there is at least one $i$ such that $F_i(\bar{x}) \neq \emptyset$ (see the beginning of this proof), we can take $\bar{y}$ as follows: let $\bar{y}_i$ be any point in $F_i(\bar{x})$ if it is nonempty and be any point in $X_i$ if $F_i(\bar{x})$ is empty. We prove that $\phi(\bar{x}, \bar{y}) > 0$. In fact, if $f^j_i(\bar{x}) > 0$, then $\bar{x} \in V_{p'_i}$, which in turn implies that $Re(p_i, \pi_i(\bar{x})) - Re(p_i, \bar{y}_i) > 0$ since $\bar{y}_i \in F_i(\bar{x})$. Note that there must be some $f^j_i(\bar{x}) > 0$ since $\sum_{i=1}^{m} \sum_{j=1}^{n_i} f^j_i(\bar{x}) = 1$. This is a contradiction. □

It is easy to write an equilibrium existence theorem for a game corresponding to Theorem 2.3.1, which we omit here.
Remark. Theorem 2.3.1 generalizes the well-known Fan-Glicksberg fixed point theorem. However, we know that the Himmelberg fixed point theorem [40] is a little more general than the Fan-Glicksberg fixed point theorem. We formulate the following problem here:

Let \( I \) be an index set. For each \( i \in I \), let \( X_i \) be a nonempty convex subset of Hausdorff locally convex space \( E_i \) and \( D_i \) a nonempty compact subset of \( X_i \). If for each \( i \in I \), \( F_i : X = \Pi_{j \in I} X_j \rightarrow 2^{D_i} \) is an upper semicontinuous correspondence with closed convex values, does there exist \( x \in D = \Pi_{j \in I} D_j \) such that for each \( i \in I \) either \( x \in F_i(x) \) or \( F_i(x) = \emptyset \)?

The following lemma was proved in [63]:

**Lemma 2.3.2** Let \( M \) be a nonempty closed subset of a metric space \( X \), \( E \) a metrizable locally convex space, \( F : M \rightarrow 2^E \) an upper semicontinuous correspondence with nonempty closed convex values and \( \phi : X \rightarrow 2^E \) a continuous correspondence with nonempty closed convex values such that \( F(y) \subset \phi(y) \) for each \( y \in M \). Further suppose that the closure of \( \phi(N) = \bigcup_{x \in N} \phi(x) \) is compact for any bounded subset \( N \) of \( X \). Then there exists an upper semicontinuous correspondence \( \tilde{F} : X \rightarrow 2^E \) with nonempty closed convex values such that \( \tilde{F}|_M = F \) and \( \tilde{F}(x) \subset \phi(x) \) for each \( x \in X \).

Note that in [63], \( E \) is required to be a normed space. The proof remains valid when \( E \) is a metrizable locally convex space. This can be done by Lemma 2.2.3 and the following two lemmas.

**Lemma 2.3.3** Let \( X \) be a metrizable space and \( Y \) a nonempty compact convex subset of the metrizable locally convex space \( E \). Suppose that \( F : X \rightarrow 2^Y \) is an upper semicontinuous correspondence with compact values, then \( T : X \rightarrow 2^Y \) defined by \( T(x) := \text{cl}_Y(\text{co}(F(x))) \) for each \( x \in X \) is also upper semicontinuous.

**Proof.** Since \( E \) is a metrizable locally convex space, by Lemma 2.2.3, the topology of \( E \) can be defined by a metric \( d \) that is invariant under translations, and for which
the open balls are convex by Lemma 2.2.3. We will also denote any metric on $X$ which can induce the topology as $d$.

Let $\varepsilon > 0$ and $x_0 \in X$. Since $F$ is upper semicontinuous, by Lemma 2.2.2, there exists $\delta > 0$ such that for all $x \in O(x_0, \delta) =: \{x \in X : d(x_0, x) < \delta\}$, $F(x) \subset F(x_0) + O(0, \varepsilon/2)$. Now let any $z \in \text{co}F(x)$. Then there exist $z_1, \ldots, z_n$ in $F(x)$ and nonnegative numbers $\lambda_1, \ldots, \lambda_n$ with $\sum_{i=1}^{n} \lambda_i = 1$ such that $z = \sum_{i=1}^{n} \lambda_i z_i$. We take $y_1, \ldots, y_n$ in $F(x_0)$ with $z_i \in y_i + O(0, \varepsilon/2)$ for all $i = 1, \ldots, n$. Then we have

$$\sum_{i=1}^{n} \lambda_i z_i \in \sum_{i=1}^{n} \lambda_i y_i + \sum_{i=1}^{n} \lambda_i O(0, \varepsilon/2).$$

Since $O(0, \varepsilon)$ is convex, we have

$$\sum_{i=1}^{n} \lambda_i z_i \in \sum_{i=1}^{n} \lambda_i y_i + O(0, \varepsilon/2)$$

or $\text{co}F(x) \subset \text{co}F(x_0) + O(0, \varepsilon/2)$. So we have $\text{cl}_Y(\text{co}F(x)) \subset \text{cl}_Y(\text{co}F(x_0)) + O(0, \varepsilon)$, i.e., $T(x) \subset T(x_0) + O(0, \varepsilon)$. By Lemma 2.2.2 again, $T$ is upper semicontinuous. 

The following appears as Proposition 1 in [83].

**Lemma 2.3.4** Let $X$ be a topological space and $Y$ a normal topological space. If $F : X \to 2^Y$ is upper semicontinuous, then the correspondence $\text{cl}F : X \to 2^Y$ defined by $\text{cl}F(x) = \text{cl}_Y(F(x))$ is also upper semicontinuous.

**Theorem 2.3.5** Suppose that $I$ is countable. Let $(X_i, F_i, P_i)_{i \in I}$ be an abstract economy such that for each $i \in I$

(i) $X_i$ is a nonempty compact convex subset of a metrizable locally convex space $E_i$;

(ii) $F_i : X := \Pi_{j \in I} X_j \to 2^{X_i}$ is a continuous correspondence with nonempty compact convex values;

(iii) $P_i : X \to 2^{X_i}$ is upper semicontinuous;

(iv) $x_i \notin \text{cl}_{X_i}(\text{co}(P_i(x)))$ for all $x \in X := \Pi_{j \in I} X_j$.

Then there is an equilibrium.
Proof. Note that $I$ is countable, $X$ is a subset of the metrizable space $E := \Pi_{j \in I} E_j$. It is also compact and convex. For each $i \in I$, define $G_i : X \to 2^X$ by

$$G_i(x) = F_i(x) \cap cl_{X_i}(co(P_i(x)))$$

for each $x \in X$.

Since $P_i$ is upper semicontinuous, $x \mapsto cl_{X_i}(P_i(x))$ is upper semicontinuous by Lemma 2.3.4. By Lemma 2.3.3, $cl_{X_i}(co(cl_{X_i}(P_i(x))))$ is upper semicontinuous. Note that $cl_{X_i}(co(cl_{X_i}(P_i(x)))) = cl_{X_i}(co(P_i(x)))$ for any $x \in X$, $cl_{X_i}(co(P_i(x)))$ is upper semicontinuous. Further since $F_i$ is upper semicontinuous, $G_i$ is also upper semicontinuous by Lemma 2.2 in Tan and Yuan [78]. Now let $M_i := \{x \in X : G_i(x) \neq \emptyset\}$, then $M_i$ is closed. Note that for each $x \in M_i$, we have $G_i(x) \subset F_i(x)$. By Lemma 2.3.2, there exists an upper semicontinuous correspondence $\tilde{G}_i(x)$ with nonempty closed convex values such that $\tilde{G}_i(x)|_{M_i} = G_i(x)$ and $\tilde{G}_i(x) \subset F_i(x)$ for each $x \in X$. Now define $G : X \to 2^X$ by $G = \Pi_{i \in I} \tilde{G}_i$, then $G$ is upper semicontinuous correspondence (by Lemma 3 of Fan [28]) with nonempty closed convex values. By the Fan-Glicksberg fixed point theorem, $G$ has a fixed point $x \in X$. Obviously, $x$ is an equilibrium. ■

Remark. Recently Kim and Lee [47] claimed a “theorem” as follows:

Suppose that $I$ is a (possibly uncountable) index set. Let $(X_i, F_i, P_i)_{i \in I}$ be an abstract economy such that for each $i \in I$

(i) $X_i$ is a nonempty convex subset of a locally convex topological space $E_i$ and $D_i$ is a nonempty compact subset of $X_i$;

(ii) $cl F_i : X \to 2^{D_i}$ is an upper semicontinuous correspondence such that $F_i(x)$ is convex for each $x \in X =: \Pi_{j \in I} X_j$;

(iii) $P_i : X \to 2^{X_i}$ is upper semicontinuous with convex values;

(iv) the set $W_i := \{x \in X : (F_i \cap P_i)(x) \neq \emptyset\}$ is closed;

(v) $x_i \notin cl_{X_i}(P_i(x))$ for all $x \in W_i$.

Then there is an equilibrium $x \in D$, i.e., for each $i \in I$, $x_i \in cl F_i(x)$ and $A_i(x) \cap P_i(x) = \emptyset$.

If it were true, it would be much more general than Theorem 2.3.5. A very simple example shows that their result is wrong:
Example 2.3.6 Let $I = \{1\}$, $X_1 = X = [0, 1]$. Suppose

$$F_1(x) = \begin{cases} [0, 1] & \text{if } x = 1/2; \\ \{1 - x\} & \text{if } x \neq 1/2. \end{cases}$$

$$P_1(x) = \begin{cases} \{1/3\} & \text{if } x = 1/2; \\ \emptyset & \text{if } x \neq 1/2. \end{cases}$$

Then $F_1$ and $P_1$ are upper semicontinuous with closed convex values. Further, $W_1 = \{1/2\}$ is closed. The only fixed point of $F_1$ is $1/2$. However, $F_1(1/2) \cap P_1(1/2) = \{1/3\} \neq \emptyset$. ■

We think that a reasonable conjecture is as follows:

Suppose that $I$ is a (possibly uncountable) index set. Let $(X_i, F_i, P_i)_{i \in I}$ be an abstract economy such that for each $i$

(i) $X_i$ is a nonempty convex subset of a locally convex topological space $E_i$ and $D_i$ is a nonempty compact subset of $X_i$;

(ii) $F_i : X \to 2^{D_i}$ is a continuous correspondence such that $F_i(x)$ is a nonempty convex closed set for each $x \in X := \Pi_{j \in I} X_j$;

(iii) $P_i : X \to 2^{X_i}$ is upper semicontinuous with convex values;

(iv) $x_i \notin cl_{X_i}(P_i(x))$ for all $x \in X$.

Then there is an equilibrium $x \in D$, i.e., for each $i \in I$, $x_i \in F_i(x)$ and $F_i(x) \cap P_i(x) = \emptyset$.

Since most Tietze-Dugundji extension theorems require that the domain of the map to be extended be a metric space, the extension techniques we have used can not be applied to the open problem. There are a very few exceptions (for single-valued maps) in the literature which do not have such a requirement, but they are too crude to be used for our problems. It is not known whether the Tietze-Dugundji extension theorem holds when the domain of the map to be extended is a closed (even compact) subset of a (non-metrizable) locally convex space. This is probably a “classical question”. Sticking on this technique may not be a good idea. Possibly
other approaches (think about Theorem 2.2.7 and Theorem 2.3.1!) can resolve this question.

2.4 Equilibrium Existence Theorems with Closed Preferences

In this section, we first present an equilibrium theorem for an abstract economy with mixed preferences (which means that some of the preferences have open graphs, and the others are upper semicontinuous with closed values). Then, as applications, we provide two examples to illustrate how the general result established in this section can be used to give the existence of equilibria of economic models such as the pure exchange model and the Arrow-Debreu model.

The discussions are restricted to \( \mathbb{R}^n \) spaces. The reason for this is that we want to illustrate how to resolve general equilibrium problems with closed preferences rather than becoming involved in the explanation of the complex structures of infinite dimensional spaces used in this area. Also some concepts are restated or reexplained with their underlying settings.

2.4.1 Introduction

Following Debreu, \( \Gamma = (X_i, F_i, U_i)_{i=1}^N \) is called a generalized \( N \)-person game (or an abstract economy) if for each person (agent) \( i = 1, \ldots, N \), \( X_i \) is a choice set, \( F_i : X := \Pi_{j \in I} X_j \to 2^{X_i} \) is a constraint correspondence and \( U_i : X \to \mathbb{R} \) is a utility (payoff) function. The objective of the \( i^{th} \) agent is for each \( \hat{x} \in X \) to choose an action \( x_i \) which maximizes \( U_i(\hat{x}_i, \ldots, \hat{x}_{i-1}, \hat{x}_{i+1}, \ldots, \hat{x}_N) \) subject to \( x_i \in F_i(\hat{x}) \).

The vector \( \hat{x} = (\hat{x}_1, \ldots, \hat{x}_n) \) of actions is an equilibrium for \( \Gamma \) if \( \hat{x}_i \) maximizes \( U_i(\hat{x}_1, \ldots, \hat{x}_{i-1}, \hat{x}_{i+1}, \hat{x}_N) \) subject to \( x_i \in F_i(\hat{x}) \) for each \( i = 1, \ldots, N \). This notion of equilibria is a natural extension of the concept of an equilibrium introduced
by Nash [59] for non-cooperative \(N\)-person games. If each \(X_i\) is a non-empty compact convex subset of \(\mathbb{R}^l\), each \(F_i\) is continuous with non-empty convex values and each \(U_i\) is continuous on \(X\) and quasi-convex in \(x_i\), then Debreu [20] showed that an equilibrium exists. Arrow and Debreu [3] used this result to prove the existence of a competitive equilibrium.

Following Shafer [67], \(E = (Y_i, w_i, V_i)_{i=1}^N\) is said to be an economy if \(N\) is the number of individuals, and for each \(i = 1, \ldots, N\), \(Y_i \subset \mathbb{R}^l\) is a consumption set of the \(i^{th}\) individual, \(w_i \in \mathbb{R}^l_+\) is the \(i^{th}\) individual’s initial endowment vector, and \(V_i : Y_i \to \mathbb{R}\) is a utility function which represents the preferences of the \(i^{th}\) individual. Let \(Y = \prod_{i=1}^N Y_i\) and \(\Delta = \{p \in \mathbb{R}^l_+ : \Sigma_{i=1}^l p_i = 1\}\) denote the set of normalized prices. For two elements \(x, y \in \mathbb{R}^l\), \(x y\) will be used to represent the scalar product of \(x\) and \(y\). A competitive equilibrium for \(E\) is a point \((\hat{y}, \hat{p}) \in Y \times \Delta\) such that the following three conditions are satisfied:

1. \(\Sigma_{i=1}^N \hat{y}_i \leq \Sigma_{i=1}^N w_i;\)
2. \(\hat{p} \hat{y} = \hat{p} w_i\) for each \(i = 1, \ldots, N;\)
3. for \(i = 1, \ldots, N\), \(\hat{y}_i\) is the solution to ‘maximize \(V_i\) subject to \(\hat{p} y_i \leq \hat{p} w_i\) and \(y_i \in Y_i.'\)

We associate \(E\) with an \((N+1)\)-person generalized game \(\Gamma = (Y_i, F_i, V_i)_{i=0}^N\) in the following manner: For each \(i = 1, \ldots, N\), the \(i^{th}\) person has a utility function \(V_i\), a choice set \(Y_i\) and a constraint correspondence \(F_i\) defined by

\[F_i(y, p) = \{y_i \in Y_i : py_i \leq pw_i\}\]

for each \((y, p) \in Y \times \Delta\). The 0\(^{th}\) person, called a **market player**, has a utility (payoff) function \(V_0\) which is defined by

\[V_0(y, p) = p(\Sigma y_i - \Sigma w_i)\]

for each \((y, p) \in Y \times \Delta\), a choice set \(\Delta\) and a constraint correspondence \(F_0\) defined by

\[F_0(y, p) = \Delta\]
for each \((y, p) \in Y \times \Delta\). Then, if each \(Y_i\) is compact and convex, \(w_i \in \text{int} Y_i\) and each \(V_i\) is continuous and quasi-concave, this \((N + 1)\)-person generalized game \(\Gamma\) will satisfy the sufficient conditions mentioned above for the existence of an equilibrium. It is easy to see that \((y^*, p^*)\) is an equilibrium for \(E\) if for each \(i = 0, \ldots, N\), \(y_i^*\) is a maximum of \(V_i\). Note that the above argument remains valid if each agent’s utility function \(V_i\) is assumed to depend not only on his own consumption \(y_i\), but also on the consumptions of the other agents and on the prices \(p\). Thus, Arrow and Debreu also showed how to prove the existence of a competitive equilibrium with consumption externalities and price dependent preferences.

We now follow Shafer’s idea to extend the above result to the existence of an equilibrium in an abstract economy. Given an \(N\)-person generalized game \(\Gamma = (X_i, F_i, U_i)_{i=1}^N\), for each \(i = 1, \ldots, N\), consider the correspondence \(P_i : X \rightarrow 2^{X_i}\) defined by

\[
P_i(x) = \{z_i \in X_i : U_i(x_1, \ldots, x_{i-1}, z_i, x_{i+1}, \ldots, x_n) > U_i(x)\}
\]

for each \(x \in X\). Note that \(\hat{x}\) is an equilibrium of \(\Gamma\) if and only if \(P_i(\hat{x}) \cap F_i(\hat{x}) = \emptyset\) and \(\hat{x}_i \in F_i(\hat{x})\) for each \(i = 1, \ldots, N\). We shall consider abstract economies in which the individual preferences are given by a preference correspondence \(P_i\) rather than by a utility function. In this formulation, preferences, which depend on the actions of others, are not required to be either transitive or asymmetric.

### 2.4.2 An Equilibrium Theorem for an Abstract Economy

We have the following equilibrium existence result for an abstract economy.

**Theorem 2.4.1** Let \(\Gamma = (X_i, F_i, P_i)_{i=1}^N\) be an abstract economy and \(I_0 \cup I_1 = \{1, \ldots, N\}\), where \(I_0\) and \(I_1\) are disjoint. Suppose that

(i) for each \(i = 1, \ldots, N\), \(X_i\) is a nonempty, compact and convex subset of \(\mathbb{R}^{i_i}\);

(ii) for each \(i = 1, \ldots, N\), \(F_i\) is a continuous correspondence with nonempty compact convex values;

(iii) (a) for \(i \in I_0\), \(P_i\) has an open graph and convex values,
(b) for \( i \in I_1 \), \( P_i \) is upper semicontinuous with closed convex values;

(iv) for each \( i = 1, \ldots, N \), \( x_i \notin P_i(x) \) for all \( x \in X \).

Then \( \Gamma \) has an equilibrium.

**Proof.** Let \( X = \Pi_{i=1}^N X_i \).

(1) Fix an \( i \in I_0 \). Let \( U_i = \{ x \in X : F_i(x) \cap P_i(x) \neq \emptyset \} \). Since \( F_i \) is lower semicontinuous and \( P_i \) has open graph, \( F_i \cap P_i \) is lower semicontinuous by Lemma 4.2 of Yannelis [85]. Hence \( U_i \) is open. By Michael’s selection theorem [56], there exists a continuous function \( f_i \) such that \( f_i(x) \in F_i(x) \cap P_i(x) \) for each \( x \in U_i \).

Define \( G_i : X \to 2^{X_i} \) by

\[
G_i(x) = \begin{cases} 
F_i(x), & \text{if } x \notin U_i, \\
\{f_i(x)\}, & \text{if } x \in U_i.
\end{cases}
\]

Then \( G_i(x) \) is upper semicontinuous with nonempty compact convex values.

(2) Fix an \( i \in I_1 \). Let \( M_i = \{ x \in X : F_i(x) \cap P_i(x) \neq \emptyset \} \). Then \( M_i \) is closed since \( F_i \cap P_i \) is upper semicontinuous by Lemma 2.2 in Tan and Yuan [78]. Note that for each \( x \in M_i \), \( F_i(x) \cap P_i(x) \subseteq F_i(x) \), by Lemma 2.3.2, there exists an upper semicontinuous correspondence \( G_i : X \to 2^{X_i} \) with nonempty compact convex values such that \( G_i|_{M_i} = F_i \cap P_i \) and \( G_i(x) \subseteq F_i(x) \) for each \( x \in X \).

(3) Now define \( G : X \to 2^X \) by \( G(x) = \Pi_{i=1}^N G_i(x) \) for each \( x \in X \), then \( G \) is upper semicontinuous (by Lemma 3 of Fan [28]) with nonempty compact convex values. By the Kakutani fixed point theorem (Kakutani [43]), \( G \) has a fixed point \( x \in X \). Clearly, \( x \) is an equilibrium for \( \Gamma \).

---

**Remark 1.** Suppose \( F_i(x) = X_i \) for each \( i = 1, \ldots, N \) and for all \( x \in X \). (1) If \( I_1 = \emptyset \), then Theorem 2.4.1 reduces to the fixed point theorem (Theorem 2.1.2) in Gale and Mas-Colell [32] (2) If \( I_0 = \emptyset \), Theorem 2.4.1 can be regarded as a dual of Gale and Mas-Colell’s fixed point theorem.

**Remark 2.** (1) if \( I_1 = \emptyset \), Theorem 2.4.1 reduces to the abstract result (Theorem 2.1.4) in Shafer and Sonnenschein [69]. (2) If \( I_0 = \emptyset \), Theorem 2.4.1 can be regarded
as a dual of Shafer and Sonnenschein’s abstract result.

Remark 3. By Lemma 2.3 of Tan and Yuan [79], it follows that the condition (iii)(a) in Theorem 2.4.1 is equivalent to the condition that "\( P_i \) is lower semicontinuous with convex and open values (which may be empty)".

2.4.3 Application 1

In this section, we shall give an application of our Theorem 2.4.1 to economic models.

Suppose there are \( n \) traders. For each trader \( i \in I = \{1, \ldots, n\} \), the trading set \( X_i \) is a subset of \( \mathbb{R}^l \) and there is a preference correspondence \( P_i \) from \( X_i \) to \( 2^{X_i} \). There is also a subset \( Y \) of \( \mathbb{R}^l \) which is called the technology of the economy (Gale and Mas-Colell [32]).

An allocation \( x \) is an \( n \)-tuple \( (x_1, \ldots, x_n) \) where \( x_i \in X_i \) for each \( i \in I \). Thus \( x \in X = \Pi_{i \in I} X_i \). An allocation is said to be feasible if \( \Sigma_{i=1}^n x_i \in Y \).

For a given allocation \( x = (x_1, \ldots, x_n) \), \( x_0 \) denotes the sum \( \Sigma_{i=1}^n x_i \).

For two points \( x = (x^1, \ldots, x^l) \) and \( y = (x^1, \ldots, y^l) \) in \( \mathbb{R}^l \), we say that \( x \geq y \) if \( x^i \geq y^i \) for \( i = 1, \ldots, l \); and \( x > y \) if \( x^i > y^i \) for \( i = 1, \ldots, l \).

Let \( \Delta \) be the unit \((l-1)\)-simplex. Each element \( p \) of \( \Delta \) will be called a price vector.

In formulating equilibrium models, we describe the way in which an allocation \( x \) is associated with the price vector \( p \) as follows: For each \( i \in I \), let the trader \( i \) have income \( \alpha_i(p) \) at the price \( p \). In the pure exchange model, it is assumed that the trader \( i \) has an initial endowment vector \( w_i \) and his income is then given by \( \alpha_i(p) = pw_i \). The Arrow-Debreu model [3] involves a more complicated set of income functions. It is assumed that the technology set \( Y \) is the sum of some sub-technologies \( Y_1, \ldots, Y_r \) which are to be thought of as firms, and trader \( i \) is provided with a portfolio vector \( \theta_i = (\theta_{i1}, \ldots, \theta_{ir}) \), where \( \theta_{ij} \) represents trader \( i \)'s share of the firm \( Y_j \). The Arrow-Debreu income functions are then given by

\[
\alpha_i(p) = pw_i + \Sigma_{j=1}^r \theta_{ij} \sup pY_j.
\]
In the present treatment, by following Gale and Mas-Colell [32], we wish to allow for more general income functions. For any \( p \in \Delta \), define the profit function \( \Pi(p) \) by

\[
\Pi(p) = \sup pY.
\]

Since \( Y \) maybe unbounded, it follows that \( \Pi \) may be infinite. We define \( \Delta' \subset \Delta \) by

\[
\Delta' = \{ p \in \Delta : \Pi(p) < \infty \}.
\]

The following lemma is implicitly contained in the proof of Lemma 2 in Gale and Mas-Colell [32]. We shall give a detailed proof here.

**Lemma 2.4.2** Suppose \( Y \subset \mathbb{R}^l \) is closed convex, contains the negative orthant and has a bounded intersection other than \( \{0\} \) with the positive orthant. Let \( e \) be a point in \( Y \) and \( \tilde{Y} = \{ y : y \in Y \text{ and } y \geq e \} \). Suppose for some \( p \in \mathbb{R}^l_+ \) and \( z \in \tilde{Y} \), 
\[
pz = \max_{y \in Y} py.
\]

Then there is \( q \in \Delta \) such that \( qz = \max_{y \in Y} qy \).

**Proof.** Since \( pz = \max_{y \in Y} py \), the set \( D := \{ y \in \mathbb{R}^l : y > z \} \) is non-empty open convex and disjoint from \( \tilde{Y} \). \( D \) is also disjoint from \( Y \). Otherwise, let \( \tilde{y} \in D \cap Y \). Then \( \tilde{y} > z \geq e \) so that \( \tilde{y} \in \tilde{Y} \) which contradicts \( pz = \max_{y \in Y} py \). Since \( Y \) is convex, by the Hahn-Banach theorem, we can find \( q \in \mathbb{R}^l \) such that \( q\tilde{y} > qy \) for all \( \tilde{y} \in D \) and \( y \in Y \). Note that since \( Y \) contains the negative orthant, it follows that \( q = (q_1, \ldots, q_n) \in \mathbb{R}^l_+ \). Take \( y = z \) and a sequence \( (\tilde{y}_n) \) in \( D \) converging to \( z \). We have \( qz = \max_{y \in Y} qy \). Obviously, \( q \geq 0 \) and \( q \neq 0 \). If \( \sum_{i=1}^l q_i \neq 1 \), replace it with \( q / \sum_{i=1}^l q_i \in \Delta \) which is required. \( \blacksquare \)

Our hypothesis on \( Y \) will guarantee that \( \Delta' \) is non-empty. One also verifies that \( \Delta' \) is convex. We also assume the existence of \( n \) real-valued functions \( \alpha_i \) on \( \Delta' \) (to be called income functions) satisfying the following formula:

\[
\sum_{i=1}^n \alpha_i(p) = \Pi(p)
\]

for all \( p \in \Delta' \).

By following Aliprantis et al's book [1], we have the following definition.
A Walrasian (or, a competitive) equilibrium for the model described above consists of a price vector \( \hat{p} \) in \( \Delta \) and an allocation \( \hat{x} \) such that

1. \( \hat{p}\hat{x} \leq \alpha_i(\hat{p}) \) for all \( i \in I \) (budget inequality);
2. for each \( i \in I \), if \( x_i \in P_i(\hat{x}_i) \), then \( \hat{p}x_i > \hat{p}\hat{x}_i \) (preference condition);
3. \( \hat{x} \) is feasible (balance of supply and demand).

The following lemma is Lemma 3 in Debreu [21].

**Lemma 2.4.3** Suppose \( X \) is a non-empty compact convex subset of \( \mathbb{R}^l \) and \( D = \{(p,w) \in \mathbb{R}^{l+1} : \min_{x \in X} px \leq w\} \). Let \( \beta : D \to 2^X \) be defined by \( \beta(p,w) = \{x \in X : px \leq w\} \). If \( w^0 > \min_{x \in X} p^0 x \), then \( \beta \) is continuous at \((p^0,w^0)\).

The following lemma is contained in the proof of Theorem 4 in Debreu [21] [page 707-710], but here we shall give an explicit proof based on Debreu’s idea.

**Lemma 2.4.4** Suppose \( X \) is a non-empty compact convex subset of \( \mathbb{R}^l \) and \( \alpha(p) \) is a continuous function on a non-empty compact subset \( Y \) of \( \mathbb{R}^l \). If \( \alpha(p) > \min_{x \in X} px \) for all \( p \in Y \), then correspondence \( A : Y \to 2^X \) defined by \( A(p) = \{x \in X : px \leq \alpha(p)\} \) is continuous.

**Proof.** Since \( Y \) is compact and \( A \) is non-empty and closed-valued, \( A \) can be shown to have a closed graph. Hence \( A \) is upper semicontinuous. It remains to show that \( A \) is also lower semicontinuous.

Let \( p^0 \) be any point in \( Y \). To show \( A \) is lower semicontinuous at \( p^0 \), we consider a sequence \( (p^i)_{i=1}^{\infty} \) in \( Y \) converging to \( p^0 \) and a point \( z^0 \in A(p^0) \).

Let \( w^i = \alpha(p^i) \) for \( i = 1, \cdots \), then \( (w^i)_{i=1}^{\infty} \) converges to \( w^0 = \alpha(p^0) \). For \( i = 0, 1, \cdots \), since \( w^i = \alpha(p^i) > \min_{x \in X} p^i x \), \( (p^i,w^i) \in D := \{(p,w) \in \mathbb{R}^{l+1} : \min_{x \in X} px \leq w\} \). By Lemma 2.4.3, \( \beta : D \to 2^X \) defined by \( \beta(p,w) = \{x \in X : px \leq w\} \) is continuous at \((p^0,w^0)\). So for \( z^0 \in A(p^0) = \beta(p^0,w^0) \), there exists a sequence \( (z^i)_{i=1}^{\infty} \), where \( z^i \in \beta(p^i,w^i) = A(p^i) \) for each \( i = 1, \cdots \), converging to \( z^0 \). Thus \( A \) is lower semicontinuous.

\[ \square \]
Now we have the following theorem:

**Theorem 2.4.5** The following conditions are sufficient for the existence of an equilibrium:

(i) the set $Y$ is closed convex, contains the negative orthant, and has a bounded intersection with the positive orthant;

(ii) for each $i = 1, \ldots, n$, the set $X_i$ is non-empty closed convex and bounded below;

(iii) for each $i = 1, \ldots, n$, the preference $P_i$ is upper semicontinuous with closed convex values and is irreflexive (i.e., $x_i \notin P_i(x)$ for all $x \in X$);

(iv) for each $i = 1, \ldots, n$, the function $\alpha_i(p)$ is continuous and satisfies $\alpha_i(p) > \inf pX_i$ for all $p \in \Delta'$.

**Proof.** As each $X_i$ is bounded below, it follows there exists a vector $e$ such that for any non-empty subset $S$ of $\{1, \cdots, n\}$, we have $e < y$ for all $y \in \Sigma_{i \in S} X_i$.

Without loss of generality, we may assume that $e < 0$ so that $e \in Y$. Now define $\hat{Y} = \{y \in Y : y \geq e\}$. Note that $\hat{Y}$ contains all feasible $x_0 = \Sigma_{i=1}^{n} x_i$ and by the condition of $Y$, $\hat{Y}$ is also bounded above as well as below. Thus there exists a vector $f$ such that $f > \hat{Y}$. By the feasibility, $x_0 = \Sigma_{j=1}^{n} x_i < f - e$, so that $x_i < f - \Sigma_{j \neq i} x_j < f - e$. Following Gale and Mas-Colell [32], we define the set $\Delta'' \subset \Delta'$ as follows

$$\Delta'' = \{p \in \Delta' : py = \Pi(p) \text{ for some } y \in \hat{Y}\}.$$

Take any $p \in \Delta'$. Since $\hat{Y}$ is compact, there is $z \in \hat{Y}$ such that $p \cdot z = \sup_{y \in \hat{Y}} p \cdot y$. By Lemma 2.4.2, there is $q \in \Delta$ such that $q \cdot z = \sup_{y \in Y} q \cdot y = \Pi(q)$ so that $q \in \Delta''$. Thus $\Delta''$ is non-empty. It is easy to see $\Delta''$ is closed.

Also let $\Delta^*$ be the convex hull of $\Delta''$. Then $\Delta^* \subset \Delta'$ since $\Delta'$ is convex and $\Delta^*$ is also closed as $\Delta''$ is closed.

By the definition of $\Delta''$, we shall show that there is a nonempty finite set $X'_i \subset X_i$ such that $\min_p X'_i < \alpha_i(p)$ for all $p \in \Delta^*$. Indeed, for each $p \in \Delta^*$, let $x_p \in X_i$
be such that \( px < \alpha_i(p) \). By the continuity of \( \alpha_i \), it follows that there is, for each \( p \in \Delta^* \), an open neighborhood \( V_p \) of \( p \) in \( \Delta^* \) such that \( qx < \alpha_i(q) \) for each \( q \in V_p \).

The family of open sets \( \{ V_p : p \in \Delta^* \} \) covers \( \Delta^* \) and since \( \Delta^* \) is compact, there is a finite subcover \( \{ V_{p_1}, \ldots, V_{p_k} \} \). Then take \( X'_i = \{ x_i \in X_i : x_i \leq r \} \). Let \( r \) be sufficiently large and we define \( \hat{X}_i = \{ x_i \in X_i : x_i \leq r \} \). Without loss of generality, we may assume that \( X'_i \subseteq \hat{X}_i \) for all \( i = 1, \ldots, n \).

Now for each \( i = 1, \ldots, n \), define \( F_i : \Delta^* \times \hat{X} \rightarrow 2^{\hat{X}_i} \) by

\[
F_i(p, x) = \{ z_i \in \hat{X}_i : pz_i \leq \alpha_i(p) \}
\]

for each \((p, x) \in \Delta^* \times \hat{X}\), where \( \hat{X} = \prod_{i=1}^{n} \hat{X}_i \). By the construction of \( \hat{X}_i \) above and the condition (iv), it follows that \( F_i(p, x) \) is nonempty and convex for each \((p, x) \in \Delta^* \times \hat{X}\) and, moreover, by Lemma 2.4.4, \( F_i \) is continuous with non-empty closed and convex values.

Now define \( F_0 : \Delta^* \times \hat{X} \rightarrow 2^{\Delta^*} \) by

\[
F_0(p, x) = \Delta^*
\]

for each \((p, x) \in \Delta^* \times \hat{X}\). Of course, \( F_0 \) is continuous with non-empty closed convex values for all \((p, x) \in \Delta^* \times \hat{X}\). Finally, define \( P_0 : \Delta^* \times \hat{X} \rightarrow 2^{\Delta^*} \) by

\[
P_0(p, x) = \{ q \in \Delta^* : q \cdot (\sum_{i=1}^{n} x_i) - \Pi(q) > p \cdot (\sum_{i=1}^{n} x_i) - \Pi(p) \}
\]

for each \((p, x) \in \Delta^* \times \hat{X}\). It follows that \( P_0 \) has an open graph, each \( P_0(p, x) \) is convex (maybe empty), and \( p \notin P_0(p, x) \) for all \((p, x) \in \Delta^* \times \hat{X}\).

Identify \( P_i \) with \( \tilde{P}_i : \Delta^* \times \hat{X} \rightarrow 2^{\hat{X}_i} \) defined by \( \tilde{P}_i(p, x) = P_i(x_i) \) for each \((p, x) \in \Delta^* \times \hat{X}\). By the condition (iii), it follows that the abstract economy \((\hat{X}_i, F_i, P_i)_{i=0}^{n}\) satisfies all hypotheses of Theorem 2.4.1, where \( \hat{X}_0 = \Delta^* \). By Theorem 2.4.1 with \( I_0 = \{0\} \) and \( I_1 = \{1, \ldots, n\} \), there exists \((\hat{p}, \hat{x}) \in \Delta^* \times \hat{X}\) such that \( \hat{p} \in \Delta^* \) and

\[
F_0(\hat{p}, \hat{x}) \cap P_0(\hat{p}, \hat{x}) = \Delta^* \cap \{ q \in \Delta^* : q(\sum_{i=1}^{n} \hat{x}_i) - \Pi(q) > \hat{p}(\sum_{i=1}^{n} \hat{x}_i) - \Pi(\hat{p}) \} = \emptyset
\]
which implies that for each \( q \in \Delta^* \), we have
\[
q(\sum_{i=1}^{n} \hat{x}_i) - \Pi(q) \leq \hat{p}(\sum_{i=1}^{n} \hat{x}_i) - \Pi(\hat{p}).
\]

Moreover, for each \( i = 1, 2, \cdots, n \), \( \hat{x}_i \in F_i(\hat{p}, \hat{x}) \) for \( i = 1, 2, \cdots, n \) and \( F_i(\hat{p}, \hat{x}) \cap P_i(\hat{p}, \hat{x}) = \emptyset \).

Now we prove that \((\hat{p}, \hat{x})\) is a Walrasian equilibrium. First we claim that \( \hat{x}_0 = \sum_{i=1}^{n} \hat{x}_i \) is feasible, i.e., \( \hat{x}_0 = \sum_{i=1}^{n} \hat{x}_i \in Y \). Suppose the contrary, i.e., \( \hat{x}_0 \notin Y \). We may choose \( \lambda \) such that \( y_\lambda = \lambda e + (1 - \lambda)\hat{x}_0 \in Y \) and \( y_\alpha = \alpha e + (1 - \alpha)\hat{x}_0 \notin Y \) for all \( \alpha < \lambda \).

Since \( \hat{x}_0 > e \), by a similar argument as in the proof of Lemma 2.4.2, there exists \( q \) in \( \Delta \) such that \( qy_\lambda = \Pi(q) \) and \( q\hat{x}_0 > \Pi(q) \). Note that \( y_\lambda \in Y \), it follows that \( p \in \Delta^* \subset \Delta^* \). Therefore, we have \( q(\hat{x}_0) - \Pi(q) \leq \hat{p}(\hat{x}_0) - \Pi(\hat{p}) \). Thus \( \hat{p}(\hat{x}_0) > \Pi(\hat{p}) \). However, we do not have that \( \hat{p}(\hat{x}_0) = \sum_{i=1}^{n} \hat{p}(\hat{x}_i) \leq \sum_{i=1}^{n} \alpha_i(\hat{p}) = \Pi(\hat{p}) \), which is a contradiction. Thus we must have \( \hat{x}_0 = \sum_{i=1}^{n} \hat{x}_i \in Y \).

Finally, we wish to show that \( \hat{p}x_i > \hat{p}\hat{x}_i \), for each \( x_i \in P_i(\hat{x}_i) \). Since \( P_i(\hat{p}, \hat{x}) \cap P_i(\hat{p}, \hat{x}) = \emptyset \), it follows that for each \( x_i \in P_i(\hat{p}, \hat{x}_i), \ x_i \notin P_i(\hat{p}, \hat{x}_i), \) i.e., \( \hat{p}x_i > \alpha_i(\hat{p}) \).

As \( \alpha_i(\hat{p}) \geq \hat{p}\hat{x}_i \), it follows that \( \hat{p}x_i > \hat{p}\hat{x}_i \) for all \( x_i \in P_i(\hat{x}_i) \). Therefore \((\hat{p}, \hat{x})\) is a Walrasian equilibrium and the proof is complete.

### 2.4.4 Application 2

As another application of Theorem 2.4.1, we shall generalize one of Shafer and Sonnenschein's results in [70].

We now consider the pure exchange economy \( E \) with \( n \) consumers and \( l \) commodities. For each \( i = 1, \ldots, n \), the \( i \)th consumer is specified by his consumption set \( X_i \) which is a subset of \( \mathbb{R}^l_+ \), his initial holdings \( \omega_i \) which is a point in \( \mathbb{R}^l_+ \), and a preference indicator \( P_i \). A preference indicator may take different forms. In economies without externalities, it may be either a utility function \( U_i : X_i \to \mathbb{R} \) or an irreflexive relation \( P_i \subset X_i \times X_i \) which was used by Gale and Mas-Colell [32]. Also it is more general
than the utility function formulation since \( P_i \) is not required to be asymmetric or transitive. If \( U_i(x) > U_i(y) \), or alternatively if \((x, y) \in P_i \), we then say that the \( i^{th} \) consumer prefers \( x \) to \( y \). In economies with externalities we allow the preference of each individual to depend not only on his own consumption, but also on the consumption of each consumer and price. A price vector \( p \) is a point in \( \mathbb{R}^l_+ \). An allocation \( x = (x_1, \cdots, x_n) \in X = \Pi_{i \in I} X_i \) specifies a consumption for each consumer.

A \textit{competitive equilibrium} for the economy \( \mathcal{E} \) is defined as an allocation price pair \((\hat{p}, \hat{x}) \in \mathbb{R}^l_+ \times X \) such that for each \( i = 1, 2, \cdots, n \),

1. \( \hat{p} \cdot \hat{x}_i \leq \hat{p} \cdot \omega_i \) for all \( i \) (budget inequality);
2. if \( x_i \in P_i(\hat{p}, x_i) \), then \( \hat{p} \cdot z_i > \hat{p} \cdot \omega_i \) (preference condition).
3. \( \sum_{i=1}^n \hat{x}_i \leq \sum_{i=1}^n \omega_i \) (demand cannot exceed supply).

We shall study the existence of competitive equilibrium for the pure economy \( \mathcal{E} \) in which each preference indicator \( P_i : \mathbb{R}^l_+ \times X \to 2^{X_i} \) is such that \( P_i(p, \cdot) \) is an irreflexive relation in \( X \times X_i \) for each fixed price vector \( p \in \mathbb{R}^l_+ \), i.e., \( x_i \notin P_i(p, x) \). Also we assume that \( P_i \) is upper semicontinuous with closed values instead of being lower semicontinuous or having open graph (which is the usual form used in the literature, e.g., see Gale and Mas-Colell [32], Shafer and Sonnenschein ([69], [70]), Debreu [21] and references therein).

**Theorem 2.4.6** Let \( \mathcal{E} = (X_i, \omega_i, P_i)_{i=1}^n \) be an economy satisfying for each \( i = 1, \cdots, n \),

(i) the consumption set \( X_i \) is a nonempty compact convex subset of \( \mathbb{R}^l \);
(ii) the \( i^{th} \) initial endowment \( \omega_i \in \text{int} X_i \);
(iii) the preference indicator \( P_i : \mathbb{R}^l_+ \times X \to 2^{X_i} \) is upper semicontinuous with closed convex values such that \( x_i \notin P_i(p, x) \) for each \((p, x) \in \mathbb{R}^l_+ \times X \), where \( X = \Pi_{i=1}^n X_i \).

Then there exists a competitive equilibrium for the economy \( \mathcal{E} \).

**Proof.** Let \( \Delta = \{p \in \mathbb{R}^l_+ : \sum_{i=1}^l p_i = 1\} \). For each \( i = 1, \cdots, n \), we define
\( F_i : \Delta \times X \to 2^{X_i} \) by
\[
F_i(p, x) = \{ z_i \in X_i : p z_i \leq p \omega_i \}
\]
for each \((p, x) \in \Delta \times X\). Then \( F_i \) has nonempty closed convex values. As \( \omega_i \in \text{int}X_i \), \( F_i \) is both upper and lower semicontinuous by Lemma 2.4.4. Now we define the correspondence \( F_0 : \Delta \times X \to 2^\Delta \) by
\[
F_0(p, x) = \Delta
\]
for each \((p, x) \in \Delta \times X\) and define another correspondence \( P_0 : \Delta \times X \to 2^\Delta \) by
\[
P_0(p, x) = \{ q \in \Delta : q(\sum_{i=1}^n x_i - \sum_{i=1}^n \omega_i) > p(\sum_{i=1}^n x_i - \sum_{i=1}^n \omega_i) \}
\]
for each \((p, x) \in \Delta \times X\). Clearly, \( F_0 \) is continuous and \( P_0 \) has an open graph. Also, \( p \notin P_0(p, x) \) for each \((p, x) \in \Delta \times X\). Thus the family \((X_i, F_i, P_i)_{i=0}^n\), where \( X_0 = \Delta \), satisfies all hypotheses of Theorem 2.4.1. By Theorem 2.4.1, there exists \((\hat{p}, \hat{x}) \in \Delta \times X\) such that for each \( i = 1, \ldots, n \), we have that \( \hat{x}_i \in F_i(\hat{p}, \hat{x}) \) and \( F_i(\hat{p}, \hat{x}) \cap P_i(\hat{p}, \hat{x}) = \emptyset \), and \( \hat{p} \in F_0(\hat{p}, \hat{x}) \) and \( F_0(\hat{p}, \hat{x}) \cap P_0(\hat{p}, \hat{x}) = \emptyset \). That is, we have the following:

(a) \( \hat{p} \in \Delta \) and \( \hat{p} \cdot \hat{x}_i \leq \hat{p} \omega_i \) for \( i = 1, \ldots, n \);
(b) \( \hat{p} \cdot (\sum_{i=1}^n \hat{x}_i - \sum_{i=1}^n \omega_i) \geq q(\sum_{i=1}^n \hat{x}_i - \sum_{i=1}^n \omega_i) \) for all \( q \in \Delta \) and
(c) \( P_i(\hat{p}, \hat{x}) \cap \{ x_i \in X_i : \hat{p} \cdot x_i \leq \hat{p} \omega_i \} = \emptyset \) for \( i = 1, \ldots, n \).

By (a), we have
\[
\hat{p} \sum_{i=1}^n \hat{x}_i \leq \hat{p} \sum_{i=1}^n \omega_i.
\]

We claim that \( \sum_{i=1}^n \hat{x}_i \leq \sum_{i=1}^n \omega_i \). Suppose not, let \( z = (z_1, \ldots, z_i) = \sum_{i=1}^n \hat{x}_i - \sum_{i=1}^n \omega_i \). Then there must be some \( k \) such that \( z_k > 0 \). Take \( q = (q_1, \ldots, q_l) \in \Delta \) such that \( q_k = 1 \) and \( q_i = 0 \) for \( i \neq k \). Then we have \( q z = z_k > 0 \) so that \( \hat{p}(\sum_{i=1}^n \hat{x}_i - \sum_{i=1}^n \omega_i) > 0 \) by (b). This contradicts to (2.1). So we have \( \sum_{i=1}^n x_i \leq \sum_{i=1}^n \omega_i \).

Further, by (a) and (c), \((\hat{p}, \hat{x})\) is an equilibrium for \( E \). □
2.5 Comment

In correspondence theory, there are two techniques, “extension” and “selection”, that are commonly used. The former is represented by the Dugundji-Ma theorem [54], which is often used to resolve problems involving “upper semicontinuity”; the latter is represented by Michael’s theorem [56], which is often used to resolve problems involving “lower semicontinuity”. In Theorem 2.4.1, we used both techniques while remarking that there exists some duality between the existence theorems of fixed points for correspondences that have open graphs and that are upper semicontinuous. In fact, this can be attributed to duality between “extension” and “selection”, or more fundamentally, “upper semicontinuity” and “lower semicontinuity”. The better the underlying spaces, the better the duality between the two categories of problems.

The following theorem from [17] is also interesting.

Theorem 2.5.1 (Cellina and Solimini) Let $E$ be a Banach space, $X$ a metric space and $D$ a closed subset of $X$. Let $F : X \rightarrow 2^E$ be a lower semicontinuous correspondence with nonempty closed convex values; let $\phi : D \rightarrow 2^E$ be continuous with nonempty closed bounded values. Further, suppose that $\phi(x) \subset F(x)$ for all $x \in D$. Then there exists continuous correspondence $\tilde{\phi} : X \rightarrow 2^E$ with closed bounded values such that

$$\tilde{\phi}(x) \subset F(x) \text{ for } x \in X,$$

and

$$\tilde{\phi}(x) = \phi(x) \text{ for } x \in D.$$

This theorem can be regarded as a dual of Theorem 2.3.2. Note that we can replace “$\phi$ has nonempty closed bounded values” with “$\phi$ has nonempty closed bounded convex values” if we impose some common conditions on the image of $F$, for example, requiring that the image of $F$ be contained in a nonempty compact convex subset of $E$. This can be done by Lemma 2.3.3 and Proposition 2.6 in [56] (refer to Lemma 4.3.8 in this thesis).
The following table roughly summarizes the duality shown between "upper semi-continuity" and "lower semi-continuity".

<table>
<thead>
<tr>
<th>Lower semicontinuous</th>
<th>Upper semicontinuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Michael selection Theorem</td>
<td>Ma-Dugundji extension Theorem</td>
</tr>
<tr>
<td>Fan-Browder Theorem</td>
<td>Kakutani-Fan-Browder Theorem</td>
</tr>
<tr>
<td>Gale-Mas-Colell Theorem</td>
<td>Theorem 2.2.7 or Theorem 2.4.1</td>
</tr>
<tr>
<td>Deguire-Lassonde Theorem</td>
<td>Theorem 2.3.1</td>
</tr>
<tr>
<td>Cellina and Solimini Theorem</td>
<td>Pruszko Theorem</td>
</tr>
<tr>
<td>Shafer-Sonnenschein Theorem</td>
<td>Theorem 2.3.5 or Theorem 2.4.1</td>
</tr>
</tbody>
</table>

Note: The Michael selection Theorem refers to some results in Section 3 in [56]; the Ma-Dugundji extension Theorem refers to Theorem 2.1 in [54] (also see Theorem 2.2.4 in this thesis); the Fan-Browder Theorem refers to Theorem 2.1.1; the Kakutani-Fan-Browder refers to Theorem 2.1.5; the Gale-Mas-Colell Theorem refers to Theorem 2.1.2; the Deguire-Lassonde theorem refers to Theorem 2.1.3; the Cellina and Solimini Theorem refers to Theorem 2.5.1; the Pruszko Theorem refers to Theorem 2.3.2; the Shafer-Sonnenschein Theorem refers to Theorem 2.1.4.
Chapter 3

Equilibria for Abstract Economies with a Measure Space of Players

3.1 Introduction

As we saw in Chapter 2, the Tietze type extension theorem may be used to study equilibria theory in mathematical economics. This provides a new approach in this area.

The following are examples of how the Tietze extension theorem has been developed: Dugundji proved an extension theorem in [24] for single valued maps, which generalizes the Tietze extension theorem; Ma [54] generalized Dugundji's theorem to compact convex-valued correspondences; and Pruszko [63] proved a completely continuous extension theorem for convex-valued selections. These results have been used in topological degree theory and in studying generic structures of underlying spaces.

On the other hand, Hanš [39] proved a random version of Tietze's extension theorem. Andrus and Brown [2] proved a random version of Dugundji's theorem which extended Hanš' result. Also Bocsan et al proved a particular type of continuous random theorem (the same result was presented in Papageorgiou [62]). A slightly more general version of this theorem was also presented in [42].

In this chapter, we shall prove an extension theorem for a correspondence defined
on the product space of a measure space and a metric space. The extension theorem we shall prove (somewhat) corresponds to the Pruszko extension theorem (refer to Lemma 2.3.2). Finally, we apply it to study the equilibria for abstract economies.

### 3.2 Notation and Definitions

Let $X$ be a topological space. $X$ is said to be *Polish* if $X$ is separable and metrizable by a complete metric, and *Souslin* if $X$ is metrizable and the continuous image of a Polish space.

Let $T$ denote a measurable space with $\sigma$-algebra $\mathcal{T}$. If necessary, $(T, \mathcal{T})$ will be used to imply that $T$ is associated with the $\sigma$-algebra $\mathcal{T}$. In case there is a $\sigma$-finite (respectively, finite) measure $\mu$ defined on $\mathcal{T}$ we say that $(T, \mathcal{T}, \mu)$, or simply $T$, is a $\sigma$-finite (respectively, finite) measurable space; and if there is a complete measure $\mu$ defined on $\mathcal{T}$ we call $T$ a *complete* measurable space. If $(T_1, \mathcal{T}_1)$ and $(T_2, \mathcal{T}_2)$ are two measurable spaces, $(T_1 \times T_2, \mathcal{T}_1 \otimes \mathcal{T}_2)$ will denote the measurable space where the product $\sigma$-algebra $\mathcal{T}_1 \otimes \mathcal{T}_2$ on $T_1 \times T_2$ is generated by the sets $A \times B$, where $A \in \mathcal{T}_1$ and $B \in \mathcal{T}_2$.

A correspondence $F : T \to 2^X$ is *measurable* (weakly measurable, $B$-measurable) iff $F^{-1}(B) := \{ t \in T : F(t) \cap B \neq \emptyset \}$ is measurable for each closed (resp., open, Borel) subset $B$ of $X$. If $F : Y \to 2^X$ where $Y$ is a topological space, then the assertion that $F$ is measurable (weakly measurable, etc.) means that $F$ is measurable (weakly measurable, etc.) when $Y$ is assigned the $\sigma$-algebra $\mathcal{B}$ of Borel subsets of $Y$. Likewise, if $F : T \times Y \to 2^X$, then the various kinds of measurability of $F$ are always defined in terms of the product $\sigma$-algebra $\mathcal{T} \otimes \mathcal{B}(Y)$ on $T \times Y$. In addition, if $T_1$ and $T_2$ are two measurable spaces, a correspondence $F : T_1 \to 2^{T_2}$ is said to have a *measurable graph* if $GrF$ belongs to the product $\sigma$-algebra $\mathcal{T}_1 \otimes \mathcal{T}_2$. Further, $F$ is said to be (1) *random* if it is measurable in the first variable; (2) *upper semicontinuous* (respectively, continuous) if it is upper semicontinuous (respectively, continuous) in the second variable; (3) *random upper semicontinuous* (respectively, *random continuous*) if $F$ is
both random and upper semicontinuous (respectively, continuous).

Let \((T, \mathcal{T}, \mu)\) be a complete finite measure space, \(Y\) be a Banach space and \(L_1(\mu, Y)\) denote the space of equivalence classes of \(Y\)-valued Bochner integrable functions \(f : T \to Y\) normed by
\[
\|f\| = \int_T \|f(t)\| \, d\mu(t).
\]
A correspondence \(\phi : T \to 2^Y\) is said to be integrably bounded if there exists a map \(g \in L_1(\mu)\) such that for almost all \(t \in T\), \(\sup\{\|x\| : x \in \phi(t)\} \leq g(t)\).

Now we recall the notion of a separable measure space. Let \(M\) be the measure algebra of \((T, \mathcal{T}, \mu)\) which is the factor algebra of \(\mathcal{T}\) modulo the \(\mu\)-null sets. \(M\) is a metric space with the distance given by the measure of the symmetric difference. If \(M\) is separable, then the measure space \((T, \mathcal{T}, \mu)\) is called separable. A well-known fact is that for a separable Banach space \(Y\), \(L_1(\mu, Y)\) is separable if \((T, \mathcal{T}, \mu)\) is.

If \(X\) is a metric space, except specified, \(d\) will be the metric on \(X\). Now suppose that \(A, B\) are two subsets of the metric space \(X\), we define (1) \(d(x, A)\) as \(\infty\) if \(A\) is empty; (2) \(d(A, B)\) as \(\inf_{x \in A} d(x, B)\) if \(A\) is nonempty and \(\infty\) otherwise.

### 3.3 A Random Extension Theorem

The following three lemmas are respectively Proposition 2.1, Proposition 2.2 and Theorem 3.5 (iii) in Himmelberg [41].

**Lemma 3.3.1** For any correspondence \(F : T \to 2^X\), \(\mathcal{B}\)-measurability implies measurability, and if \(X\) is perfectly normal, measurability implies weak measurability.

**Lemma 3.3.2** If \(F : T \to 2^X\) is measurable or weakly measurable, the set \(\{t \in T : F(t) \neq \emptyset\}\) is measurable.

**Lemma 3.3.3** Let \(T\) be a complete \(\sigma\)-finite measure space, \(X\) a separable complete metric space, and \(F : T \to 2^X\) a correspondence with closed values. Then the following statements are all equivalent:
a) \( F \) is \( B \)-measurable;
b) \( F \) is measurable;
c) \( F \) is weakly measurable;
d) \( t \to d(x, F(t)) \) is a measurable function of \( t \) for each \( x \in X \);
e) \( \text{Gr}F \) is \( T \otimes B(X) \)-measurable.

Note: Since the notation and terminology are quite messy in this area, we have tried as hard as possible to make the results cited here consistent with those defined in this chapter. For instance, the term "complete" measure space in [41] means a \( \sigma \)-finite and complete measure space in our terminology. So when these cited results are really needed to be checked, please take care of the notation and terminology (sometimes they are very tricky).

We shall frequently refer to the following result (Theorem III. 14 in [19]):

**Lemma 3.3.4** Let \( T \) be a measurable space, \( X \) a separable metrizable space, \( U \) a metrizable space and \( \phi : T \times X \to U \). If \( \phi \) is measurable in \( t \) and continuous in \( x \), then \( \phi \) is (jointly) measurable.

The following is Lemma 4.6 in [49].

**Lemma 3.3.5** Let \( T \) be a measurable space, \( X \) an arbitrary topological space and \( W_n, n = 1, 2, \ldots \), correspondences from \( T \) to \( X \) with measurable graphs. Then the correspondences \( \bigcup_n W_n(\cdot), \bigcap_n W_n(\cdot), \) and \( X \setminus W_n(\cdot) \) have measurable graphs.

The following result is Theorem III.23 in [19].

**Lemma 3.3.6** Let \( T \) be a \( \sigma \)-finite measure space, and \( X \) a complete separable metric space. If \( G \) belongs to \( T \otimes B(X) \), its projection \( \text{proj}_T(G) \) belongs to \( T \).

**Lemma 3.3.7** Let \( T \) be a \( \sigma \)-finite measure space, and \( X \) a complete separable metric space. If \( F : T \to 2^X \) has a measurable graph, the set \( \{ t \in T : F(t) \neq \emptyset \} \) is measurable.
Proof. Since the set \( \{ t \in T : F(t) \neq \emptyset \} = \text{Proj}_T(\text{Gr} F) \), by Lemma 3.3.6, it is measurable. \( \blacksquare \)

**Lemma 3.3.8** Let \( T \) be a \( \sigma \)-finite measure space, \( X \) a complete separable metric space, and \( F : T \to 2^X \) a correspondence with a measurable graph. Then for every \( x \in X \), \( d(x, F(\cdot)) \) is a measurable function.

Proof. First we have \( S = \{ t \in T : F(t) \neq \emptyset \} \) belongs to \( \mathcal{T} \) by Lemma 3.3.7. Next \( \{ s \in S : d(x, F(s)) < \lambda \} = \{ s \in S : F(s) \cap B(x, \lambda) \neq \emptyset \} = \text{Proj}_T[\text{Gr}_F \cap (T \times B(x, \lambda))] \). The conclusion follows from Lemma 3.3.6. \( \blacksquare \)

**Lemma 3.3.9** Let \( T \) be a \( \sigma \)-finite measure space, and \( X \) a complete separable metric space. Let \( W : T \to 2^X \) be a weakly measurable correspondence or have a measurable graph. Then the correspondence \( V : T \to 2^X \) defined by

\[
V(t) = \{ x \in X : d(x, W(t)) > \lambda \}, \text{ where } \lambda \text{ is any fixed real number,}
\]

has a measurable graph. The conclusion still holds if \( > \) is replaced by any of \( <, \geq \) or \( \leq \).

Proof. Part of this lemma was given in Lemma 4.8 in [49], or Lemma 4.8 in [50]. But it seems to us that the same minor error appears in the two papers (\( [\lambda, \infty] \) should be replaced by \( (\lambda, \infty] \) in the proofs). Consider the function \( g : T \times X \to [0, \infty] \) given by \( g(t, x) = d(x, W(t)) \). If \( W \) is a weakly measurable correspondence (respectively, has a measurable graph), by Theorem 3.3 in [41] (respectively, by Lemma 3.3.8), \( g(t, x) \) is measurable in \( t \) and continuous in \( x \). Thus \( g \) is therefore jointly measurable, i.e., measurable with respect to the product \( \sigma \)-algebra \( \mathcal{T} \otimes B(X) \) by Lemma 3.3.4. For a real number \( \lambda \), define \( U_\lambda(t) = \{ x \in X : d(x, W(t)) > \lambda \} \). Then \( \text{Gr} U = g^{-1}((\lambda, \infty]) \). Hence \( U \) has a measurable graph.

The other conclusions can be proved similarly. \( \blacksquare \)

The following lemma is Lemma 4.5 in [49].
Lemma 3.3.10 Let \((T_i, \mathcal{T}_i)\) for \(i = 1, 2, 3\) be measurable spaces, \(y : T_1 \to T_3\) a measurable function and \(F : T_1 \times T_2 \to 2^{T_3}\) a correspondence with a measurable graph, i.e., \(\text{Gr} F \in \mathcal{T}_1 \otimes \mathcal{T}_2 \otimes \mathcal{T}_3\). Let \(W : T_1 \to 2^{T_2}\) be defined by
\[
W(t) = \{x \in T_2 : y(t) \in F(t, x)\}.
\]
Then \(W\) has a measurable graph, i.e., \(\text{Gr} W \in \mathcal{T}_1 \otimes \mathcal{T}_2\).

Lemma 3.3.11 Let \(T\) be a \(\sigma\)-finite measure space, \(X\) a complete separable metric space, and \(W, V : T \to 2^X\) two correspondences with measurable graphs. Then the function \(g : T \to [0, \infty]\) defined by
\[
g(t) = d(W(t), V(t)) \quad \text{for each } t \in T
\]
is a measurable function.

Proof. Since \(S_1 := \{t \in T : W(t) \neq \emptyset\}\) and \(S_2 := \{t \in T : V(t) \neq \emptyset\}\) are measurable by Lemma 3.3.7, \(S := S_1 \cap S_2\) is measurable. By Lemma 3.3.9, we know \(V_\lambda : T \to 2^X\) defined by
\[
V_\lambda(t) = \{x \in T : d(V(t), x) < \lambda\}, \quad \text{where } \lambda \text{ is any fixed real number},
\]
has measurable graph.

Now
\[
\{s \in S : d(W(s), V(s)) < \lambda\} = \{s \in S : W(s) \cap V_\lambda(s)\} = \text{Proj}_T(\text{Gr} W \cap \text{Gr}(V_\lambda))
\]
is measurable by Lemma 3.3.4 (Lemma 4.2 in [49]).

The following lemma is Theorem III.9 in [19].

Lemma 3.3.12 Let \(T\) be a measurable space and \(X\) a separable metric space, and \(F : T \to 2^X\) a correspondence such that \(F(t)\) is a nonempty complete subset of \(X\) for each \(t \in T\). Then the following properties are equivalent.
(1) $F$ is weakly measurable,
(2) $d(x, F(\cdot))$ is measurable for every $x \in X$,
(3) $F$ admits a sequence of measurable selections $(f_i)$ such that $F(t) = \text{cl}(\cup \{f_i(t)\})$.

**Lemma 3.3.13** Let $T$ be a $\sigma$-finite measure space, and $X$ a separable complete metric space. Suppose that $F : T \to 2^X$ is a correspondence with nonempty closed values and has a measurable graph, then $F$ has a measurable selection.

**Proof.** By Lemma 3.3.8, for every $x \in X$, $d(x, F(\cdot))$ is a measurable function. By Lemma 3.3.12, $F$ has a measurable selection. ■

Let $K$ be a nonempty subset of a Hausdorff locally convex space $E$, and $E'$ the continuous dual of $E$. The function $\delta^* : E' \to \mathbb{R} \cup \{\infty\}$ defined by

$$\delta^*(x') := \delta^*(x'|K) := \sup_{x \in K} (x', x)$$

is called the support function of $K$.

The following result is a particular form of Theorem III.37 in [19].

**Lemma 3.3.14** Let $T$ be a $\sigma$-finite measure space, $E$ a Hausdorff locally convex space, $X$ a convex Souslin subset of $E$ and $F : T \to 2^X$ a correspondence with nonempty convex compact values. Then the following properties are equivalent:

(1) for every $x' \in E'$, $\delta^*(x'|F(\cdot))$ is measurable.
(2) $F$ has a measurable graph.

**Lemma 3.3.15** Let $T$ be a complete $\sigma$-finite measure space, $X$ a separable complete metric space, and $f : T \to [0, \infty)$ a measurable function. Then $F : T \to 2^X$ defined by $F(t) := \{x \in X : d(0, x) \leq f(t)\}$ for each $t \in T$ is measurable.

**Proof.**

Define $g : T \times X \to \mathbb{R}$ by $g(t, x) = d(0, x) - f(t)$. Then $g$ is measurable in $t$ and continuous in $x$. By Theorem 6.4 in [41], $F(t) = \{x \in X : g(t, x) \leq 0\}$ is measurable. ■
Lemma 3.3.16 Let \( T \) be a \( \sigma \)-finite measure space and \( X \) a nonempty compact subset of the Fréchet space \( E \). Let \( F \) and \( G : T \to 2^X \) be two correspondences with nonempty closed values. If \( F \) and \( G \) have measurable graphs, then \( F + G \) has a measurable graph.

Proof. For any \( x' \in E' \), consider the support functions \( \delta^*(x'|F(\cdot)) \) and \( \delta^*(x'|G(\cdot)) \). By Lemma 3.3.14, they are measurable. Now by [(26) on page 31 in [4]], \( \delta^*(x'|F(\cdot)) + \delta^*(x'|G(\cdot)) = \delta^*(x'|F(\cdot)) + \delta^*(x'|G(\cdot)) \) is measurable. By Lemma 3.3.14 again, \( F + G \) has measurable graph. \( \blacksquare \)

The following theorem is one of the main results in this thesis. It says that under some conditions, a measurable upper semicontinuous correspondence \( T \times X \to 2^Y \) can be extended to a correspondence with the same properties but with nonempty values. It is very useful to the study of abstract economies with measurable spaces of agents. The main idea of the proof is this: for each fixed \( t \in T \), \( X \) can be represented by two disjoint subsets: the one (part1) on which \( F(t, \cdot) \) is empty and the other one (part2) on which \( F(t, \cdot) \) is nonempty. By carefully constructing a partition of unity and using some set approximation techniques, we can define different (nonempty) values for \( F(t, \cdot) \) on part1. This new correspondence still keeps the measurablity and continuity (and even some more) as the original one has. But to realize this idea is not easy. The proof of the theorem is very technical (at least I think so) and extremely complicated (you will know this after you have read it).

Theorem 3.3.17 Let \( T \) be a complete \( \sigma \)-finite measure space, \( X \) a complete separable metric space and \( Y \) a nonempty compact convex subset of the separable Fréchet space \( E \). Let \( F, \phi : T \times X \to 2^Y \) be correspondences with compact convex values, and \( \phi \) nonempty valued. Suppose that

(i) \( F \) and \( \phi \) are upper semicontinuous and continuous, respectively;

(ii) \( F \) and \( \phi \) are measurable and for each \( (t, x) \in T \times X \), \( F(t, x) \subset \phi(t, x) \).

Then there exists \( \tilde{F} : T \times X \to 2^Y \) with nonempty compact convex values such that

(a) \( \tilde{F} \) is upper semicontinuous;
(b) $\tilde{F}$ is measurable and for each $(t, x) \in T \times X$, $\tilde{F}(t, x) \subseteq \phi(t, x)$;
(c) $\tilde{F}(t, x) = F(t, x)$ if $F(t, x) \neq \emptyset$.

**Proof.**

Define $M : T \to 2^X$ by $M(t) = \{x \in X : F(t, x) \neq \emptyset\}$ for each $t \in T$. Then $M(t)$ is closed for each $t \in T$ since $F(t, \cdot)$ is upper semicontinuous. Without loss of generality, we suppose that $M(t) \neq \emptyset$ for each $t \in T$. For if not, we consider $T_1 = \text{Proj}_T \text{Gr} F$. By Lemma 3.3.4, $T_1$ is measurable. After we get an extension $\tilde{F}$ of $F$ on $T_1 \times X$ with nonempty compact convex values such that

(a') $\tilde{F}$ is upper semicontinuous;
(b') $\tilde{F}$ is measurable and for each $(t, x) \in T_1 \times X$, $\tilde{F}(t, x) \subseteq \phi(t, x)$;
(c') $\tilde{F}(t, x) = F(t, x)$ if $F(t, x) \neq \emptyset$,

we simply define $\tilde{F}(t, x) = \phi(t, x) \neq \emptyset$ for all $(t, x) \in (T \setminus T_1) \times X$. Then $\tilde{F}$ is an extension of $F$ as demanded.

In the following, $d$ will be the metric on $X$ and $\rho$ will be the metric on $Y$ which induces the topology on $Y$ such that the metric is invariant under translations, and for which the open balls are convex (by Lemma 2.2.3).

(1) Since $\text{Gr} M = \{(t, x) \in T \times X : F(t, x) \neq \emptyset\}$ which is measurable by Lemma 3.3.2 (i.e., Proposition 2.2 [40]), $M$ is a correspondence with a measurable graph.

(2) Let $X_0 = \{x_n : n = 1, \ldots\}$ be a dense subset of $X$. Define $W_n(t) = \{x : 3d(x, x_n) < d(x_n, M(t))\}$ for each $n = 1, 2, \ldots$. We show that $W_n$ has a measurable graph. Obviously $W_n(t)$ may be an empty set.

Consider $g_n : T \times X \to [0, \infty]$ given by $g_n(t, x) = d(x_n, M(t)) - 3d(x, x_n)$. By Lemma 3.3.9, $d(x_n, M(t))$ is a measurable function. So $g_n(t, x)$ is measurable for each $x$ and is continuous for each $t$. Thus $g_n$ is jointly measurable by Lemma 3.3.4 (i.e., Lemma III.14, [19]). Now $\text{Gr} W_n = g_n^{-1}([0, \infty])$ is measurable.

(3) Define $N : T \to 2^X$ by $N(t) = X \setminus M(t)$ for each $t \in T$. Then $N$ has a measurable graph by Lemma 3.3.5. Further, for each $t \in T$, $\{W_n(t), n = 1, \ldots\}$ covers $N(t)$. 
(4) For each $m = 1, 2, \ldots$ define the operator $(\cdot)_m : 2^X \to 2^X$ by

$$(W)_m = \{ w \in W : d(w, N(t) \setminus W) \geq 1/2^m \}.$$  

(4.1) We show that $(W)_m$ is closed in $N(t)$ for any set $W \subset N(t)$. Let $w_n \in (W)_m$ such that $w_n \to w \in N(t)$. If $w \notin (W)_m$, then either $w \notin W$, i.e. $w \in N(t) \setminus W$, which implies that $d(w, N(t) \setminus W) = 0$ or $d(w, N(t) \setminus W) < 1/2^m$. This is impossible since $d$ is continuous.

(4.2) For each $m = 1, \ldots$, we show that $(W(\cdot))_m$ has a measurable graph if $W(\cdot)$ has a measurable graph.

First $N(\cdot) \setminus W(\cdot)$ has a measurable graph by Lemma 3.3.5. Also $(W(\cdot))_m$ has a measurable graph by Lemma 3.3.9.

(4.3) Let $V_1(t) = W_1(t)$ for $t \in T$. For $n = 2, \ldots$ and $t \in T$, let

$$V_n(t) = W_n(t) \setminus \bigcup_{k=1}^{n-1} (W_k(t))_n.$$  

Then $V_n(t)$ is open in $N(t)$ by (4.1). Since $W_n(\cdot)$ has a measurable graph, $V_n(t)$ has a measurable graph by (4.2) and Lemma 3.3.5. Further, $\{V_n(t), n = 1, 2, \ldots\}$ is a locally finite open cover of the set $N(t)$.

(5) If $N(t) \neq \emptyset$, let $f_n(t, \cdot)$ be the partition of unity subordinated to the open cover $\{V_n(t) : n = 1, 2, \ldots\}$ defined by

$$f_n(t, x) = \frac{d(x, N(t) \setminus V_n(t))}{\sum_{k=1}^{\infty} d(x, N(t) \setminus V_k(t))} \quad \text{for each } n = 1, 2, \ldots.$$  

Then $f_n(t, x)$ is measurable in $t$ on $\{t \in T, N(t) \neq \emptyset\}$ and continuous in $x$. Note that since $N(\cdot)$ has a measurable graph by (3), the set $\{t \in T, N(t) \neq \emptyset\}$ is measurable by Lemma 3.3.7.

(6) For each $n = 1, 2, \ldots$, define $M'_n : T \to 2^X$ by

$$M'_n(t) = \{ x \in X : d(x, W_n(t)) \leq 2d(M(t), W_n(t)) \} \quad \text{for each } t \in T.$$  

Then $M'_n$ has a measurable graph. This can be proved by Lemma 3.3.11 and by the same trick as in by (2).
Now for each \( n = 1, 2, \ldots \), define \( G_n : T \to 2^X \) by

\[
G_n(t) = \{ x \in M(t) : d(x, W_n(t)) \leq 2d(M(t), W_n(t)) \} \text{ for each } t \in T.
\]

This is equivalent to

\[
G_n(t) = M(t) \cap M'_n(t) \quad \text{for each } t \in T.
\]

Then \( G_n \) has a measurable graph by Lemma 3.3.5. Without loss of generality, we may assume for each \( n = 1, \ldots \), \( \{ t \in T : G_n(t) \neq \emptyset \} \neq \emptyset \). By Lemma 3.3.13, we can choose a measurable function \( y_n(t) \in G_n(t) \) such that \( y_n(t) \) is measurable on \( \{ t \in T : G_n(t) \neq \emptyset \} \). By Theorem 8.1 in [40], \( y_n(t) \) has a measurable extension on \( T \).

(7) Let \( B_r = \{ y \in E : \rho(y, 0) \leq r \} \).

(7.1) Let

\[
s_n(t, z) = 2\rho(F(t, y_n(t)), \phi(t, z)), \\
\psi_n(t, z) = F(t, y_n(t)) + B_{s_n(t, z)}, \\
R(t, z) = \sum_{n=1}^{\infty} f_n(t, z)(\psi_n(t, z) \cap \phi(t, z)), \\
S_i(t, x) = \text{clco}(\bigcup_{z \in X} d(z, x) < 1/i) R(t, z), \\
S(t, x) = \bigcap_{i=1}^{\infty} S_i(t, x).
\]

Define \( \tilde{F} : T \times X \to 2^Y \) by

\[
\tilde{F}(t, x) = \begin{cases} 
F(t, x), & \text{if } F(t, x) \neq \emptyset \text{ (i.e., } x \in M(t) \text{ )}; \\
S(t, x), & \text{if } F(t, x) = \emptyset \text{ (i.e., } x \in N(t)\text{)}.
\end{cases}
\]

(7.2) For any \( x \in N(t) \), \( S(t, x) \) is nonempty since \( S_i(t, x) \) is a decreasing sequence of nonempty compact sets.

(7.3) We shall show that \( \tilde{F}(t, x) \subset \phi(t, x) \) for all \( (t, x) \in T \times X \).

By condition (ii) and the definition of \( \tilde{F}(t, x) \), we see that \( \tilde{F}(t, x) \subset \phi(t, x) \) for each \( x \in M(t) \).

Now consider \( x \in N(t) \). By the upper semicontinuity of \( \phi(t, \cdot) \), for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( \phi(t, y) \subset \phi(t, x) + O(0, \varepsilon) \) provided \( y \in O(x, \delta) \). Therefore

\[
R(t, z) \subset \phi(t, x) + O(0, \varepsilon) \text{ for each } z \in O(x, \delta) \cap X_0,
\]
because the sets $\phi(t, x)$ and $\phi(t, x) + O(0, \varepsilon)$ are convex.

This shows that $\hat{F}(t, x) \subset \phi(t, x) + O(0, 2\varepsilon)$ for any $\varepsilon > 0$. Since $\phi(t, x)$ is compact, we have $\hat{F}(t, x) \subset \phi(t, x)$.

(8) We claim that for each fixed $z \in X$, $R(t, z)$ is measurable.

(8.1) We shall first prove that $F(t, y_n(t))$ is measurable.

In fact, for each $y \in Y$, $d(y, F(t, x))$ is measurable in $(t, x)$ by condition (ii) and Lemma 3.3.8. By (6), $Gr(y_n)$ is measurable. By Lemma III.39 in [19], $d(y, F(t, y_n(t)))$ is measurable. Hence $F(t, y_n(t))$ is measurable by Lemma 3.3.3.

(8.2) We shall now show that for each fixed $z \in X$, $R(\cdot, z)$ is measurable.

Fix an arbitrary $z \in X$. We know that $\phi(\cdot, z)$ has a measurable graph. Let $g(y, t) = d(y, F(t, y_n(t))) - s_n(t, z)$. Also $s_n(\cdot, z)$ is measurable for the by Lemma 3.3.11. By Lemma 3.3.15, $B_{s_n(t, z)}$ is measurable in $t$. By Lemma 3.3.16, $\psi_n(\cdot, z)$ is measurable.

Note that for each $f' \in E'$,

$$\delta^*(f'|R(t, z)) = \sum_{n=1}^{\infty} f_n(t, z) \delta^*(f'|((\psi_n(t, z) \cap \phi(t, z)))$$

is measurable, $R(\cdot, z)$ is measurable by Lemma 3.3.14.

(9) We shall show that $\hat{F}$ is measurable.

Let $U = \{(t, x) : F(t, x) = \emptyset\}$ and $B$ be any nonempty closed subset of $Y$.

(9.1) For each $i = 1, \ldots$, define $G_i(t, x) = \cup\{R(t, z) : z \in X_0, d(z, x) < 1/i\}$. We claim that $G_i$ is measurable.

Note that

$$\{(t, x) \in T \times X : G_i(t, x) \cap B \neq \emptyset\}$$

$$= \cup_{z \in X_0}(\{t \in T : R(t, z) \cap B \neq \emptyset\} \times \{x \in X : d(x, z) < 1/i\})$$

$$\in T \otimes B(X).$$

Therefore, $G_i$ is measurable so that it has a measurable graph.

(9.2) For any $f' \in E'$, by Lemma 3.3.14, $\delta^*(f'|G_i(\cdot))$ is measurable. Since $\delta^*(f'|G_i(\cdot)) = \delta^*(f'|clcoG_i(\cdot))$ (refer to [4], page 27), $\delta^*(f'|clcoG_i(\cdot))$ is measurable.
By Lemma 3.3.14, $dcoG_i(\cdot)$ is measurable. Since $S_i = dcoG_i$, $S_i$ is measurable which in turn implies it has measurable graph.

(9.3) Since $S = \cap_{i=1}^\infty S_i$, $S$ has measurable graph by Lemma 3.3.5. By Lemma 3.3.3, $S$ is measurable.

(9.4) Now
\[
\{(t, x) \in T \times X, \tilde{F}(t, x) \cap B \neq \emptyset\} \\
= \{(t, x) \in U : F(t, x) \cap B \neq \emptyset\} \cup \{(t, x) \in U : S(t, x) \cap B \neq \emptyset\} \\
= \{(t, x) \in T \times X : F(t, x) \cap B \neq \emptyset\} \cup \{(t, x) \in T \times X : S(t, x) \cap B \neq \emptyset\} \\
\in T \otimes B(Y).
\]

Thus $\tilde{F}$ is measurable.

(10) Next we shall show that for each $t \in T$, $\tilde{F}(t, x)$ is upper semicontinuous on $X$.

Fixed an arbitrary $t \in T$. If $N(t) = \emptyset$, $\tilde{F}(t, x) = F(t, x)$ is upper semicontinuous on $X$. Now suppose $N(t) \neq \emptyset$.

(10.1) It is easy to see that $\tilde{F}(t, \cdot)$ is upper semicontinuous continuous at each point in $int_X(M(t))$.

(10.2) To prove the upper semicontinuity of $\tilde{F}(t, \cdot)$ at any point $x_0 \in N(t)$, choose a ball $O(x_0, r)$ which intersects a finite number of sets of the open cover $\{V_n(t)\}$.

We observe that the set $\tilde{F}(t, x_0) = S(t, x_0)$ is the Hausdorff limit of the sequence of compact sets
\[
S_i(t, x) = cl(co \cup \{z \in x_0 : d(z, x, x_0) \leq 1/i\} R(t, z)) \text{ provided } 1/i < r.
\]

Therefore, for every $\varepsilon > 0$ there exists an integer $i_0$ such that for all $i \geq i_0$,
\[
S_i(t, x_0) \subset S(t, x_0) + O(0, \varepsilon).
\]

For any $y \in N(t)$ with $d(y, x_0) < \delta := \min\{1/(2i_0), r\}$, we have
\[
\{z \in X_0 : d(z, y) < 1/(2i_0)\} \subset \{z \in X_0 : d(z, x_0) < 1/i_0\}.
\]
Hence, $S_{2i_0}(t, y) \subset S_{i_0}(t, x_0)$ and

$$S_{2i_0}(t, y) \subset S_{i_0}(t, x_0) \subset S(t, x_0) + O(0, \varepsilon).$$

i.e., $\tilde{F}(t, y) \subset \tilde{F}(t, x_0) + O(0, \varepsilon)$ for any $y \in O(x_0, \delta)$.

(10.3) Now we shall show that $\tilde{F}(t, \cdot)$ is upper semicontinuous at each point in $\partial_X M(t)$.

Let $x_0 \in \partial_X M(t)$. Then $\tilde{F}(t, x_0) = F(t, x_0)$.

If $x \in N(t)$, we have $x \in V_n(t)$ for some $n$. Applying the triangle inequality yields

$$d(x_n, M(t)) \leq d(x_0, x_n)$$

$$\leq d(x_0, x) + d(x, x_n)$$

$$\leq d(x_0, x) + d(x_n, M(t))/3.$$

Hence

$$d(x_n, M(t)) \leq 3d(x_0, x)/2.$$

Now take $(u_i)$ in $W_n(t)$ such that $d(y_n(t), u_i) = \lim_i d(y_n(t), v_i)$. Note that

$$d(y_n(t), x_n) \leq d(y_n(t), v_i) + d(v_i, x_n),$$

and by (2), we have

$$d(y_n(t), x_n) \leq \lim_i d(y_n(t), v_i) + d(x_n, M(t))/3$$

$$= d(y_n(t), W_n(t)) + d(x_n, M(t))/3$$

$$\leq 2d(M(t), W_n(t)) + d(x_n, M(t))/3.$$

Now

$$d(y_n(t), x_0) \leq d(y_n(t), x_n) + d(x_n, x) + d(x, x_0)$$

$$\leq 2d(M(t), W_n(t)) + d(x_n, M(t))/3 + d(x_n, M(t))/3 + d(x, x_0)$$
\[ \leq (2 + 2/3)d(x_n, M(t)) + d(x_0, x) \]
\[ \leq 8/3 \cdot 3d(x_0, x)/2 + d(x_0, x) \]
\[ \leq 5d(x_0, x); \]
i.e.,
\[ d(y_n(t), x_0) \leq 5d(x_0, x). \quad (*) \]

For any \( \varepsilon > 0 \), by condition (i), there exist \( \delta_1 > 0 \) and \( \delta_2 > 0 \) such that
\[ F(t, x) \subset O(F(t, x_0), \varepsilon/8) \text{ for each } x \in M(t) \cap O(x_0, \delta_1) \]
and
\[ H(\phi(t, y), \phi(t, x_0)) < \varepsilon/8 \text{ for each } O(x_0, \delta_2) \]
where \( H \) is the Hausdorff distance. Since by condition (ii), \( F(t, x_0) \subset \phi(t, x_0) \) for \( x_0 \in M(t) \), so
\[ F(t, x_0) \subset \phi(t, x_0) \subset O(\phi(t, y), 2\varepsilon/8). \]

Now
\[ F(t, x) \subset F(t, x_0) + O(0, \varepsilon/8) \]
\[ \subset O(\phi(t, y), 2\varepsilon/8) + O(0, \varepsilon/8) \]
\[ \subset O(\phi(t, y), 3\varepsilon/8). \]

Hence, \( d(\phi(t, y), F(t, x)) < 3\varepsilon/8 \) for each \( x \in M(t) \cap O(x_0, \delta_1) \) and \( y \in O(x_0, \delta_2) \).

Let \( \delta = \min\{\delta_1/5, \delta_2\} \) and \( x \in O(x_0, \delta) \), then \( y_n(t) \in O(x_0, \delta_1) \cap M(t) \) for all \( n \in \mathbb{N} \) such that \( x \in V_n(t) \) by (*) . So we have
\[ s_n(t, x) = 2\rho(F(t, y_n(t)), \phi(t, x)) < 2 \cdot 3\varepsilon/8 = 6\varepsilon/8 \text{ for any } x \in O(x_0, \delta). \]
Therefore,
\[ \psi_n(t, x) = F(t, y_n(t)) + B_{s_n(t, x)} \]
\[ \subset F(t, y_n(t)) + O(0, 6\varepsilon/8) \]
\[ \subset F(t, x_0) + O(0, \varepsilon/8) + O(0, 6\varepsilon/8) \]
\[ \subset F(t, x_0) + O(0, 7\varepsilon/8). \]
Since \( \{V_i(t), i \in \mathbb{N}\} \) is a locally finite covering of \( N(t) \) by (4), there exists an open neighborhood \( O_N(x_0) \) in \( N(t) \) such that \( \{i : O_N(x_0) \cap V_i(t) \neq \emptyset\} \) is finite. Hence for \( x \in O_N(x_0), \)

\[
\sum_{i=1}^{\infty} f_i(t, x)(\psi_i(t, x) \cap \phi(t, x)) \subset \sum_{i=1}^{\infty} f_i(t, x)(F(t, x_0) + O(0, 7\varepsilon/8)) \\
\subset F(t, x_0) + O(0, 7\varepsilon/8).
\]

For any \( i \in N \) with \( 1/i < \delta - d(x_0, x), \)

\[
S_i(t, x) = clco(\cap_{z \in X_0 : d(z, x) < 1/i} R(t, z)) \\
\subset cl(F(t, x_0) + O(0, 7\varepsilon/8)) \\
\subset F(t, x_0) + O(0, \varepsilon).
\]

Hence for any \( x \in O_N(x_0), \)

\[
\tilde{F}(t, x) = S(t, x) \\
= \cap_{i=1}^{\infty} S_i(t, x) \\
\subset F(t, x_0) + O(0, \varepsilon) \\
= \tilde{F}(t, x_0) + O(0, \varepsilon).
\]

Also for any \( x \in O(x_0, \delta) \cap M(t), \)

\[
\tilde{F}(t, x) = F(t, x) \\
\subset O(F(t, x_0), \varepsilon/8) \\
\subset O(\tilde{F}(t, x_0), \varepsilon).
\]

Therefore \( \tilde{F} \) is upper semicontinuous at every point in \( \partial_X M(t) \).

\textbf{Remark.} Suppose that \( X, Y \) and \( T \) are as in Theorem 3.3.17. Lemma 3.3.4 (i.e., Lemma III.14 in [19]) claims that a single-valued map \( f : T \times X \to Y \) is (jointly) measurable if it is measurable in the first variable and continuous in the second variable. One might ask if a nonempty closed valued correspondence \( F : T \times X \to \)
$2^Y$ that is measurable in the first variable and continuous in the second variable is (jointly) measurable. Indeed, this is true. Consider the function $g : Y \times T \times X \to \mathbb{R} \cup \{\infty\}$ defined by $g(y, t, x) = d(y, F(t, x))$ for each $(y, t, x) \in Y \times T \times X$. For each fixed $(t, x) \in T \times X$, $g(\cdot, t, x)$ is continuous. For each fixed $y \in Y$, note that $g(y, t, x)$ is measurable in $t$ and continuous in $x$, hence $g(y, t, x)$ is measurable in $(t, x)$. By Lemma 3.3.12, $F(t, x)$ is measurable. The next question is whether a (nonempty) closed valued correspondence $F : T \times X \to 2^Y$ that is measurable in the first variable and upper semicontinuous in the second variable is measurable. The answer for this problem is no. This can be seen by the following example from [83].

**Example 3.3.18** Let $T := [0, 1]$ be equipped with the σ-algebra $\mathcal{T}$ of Lebesgue measurable sets, $X := [0, 1]$ be equipped with the Borel σ-algebra $\mathcal{B}(X)$ and $Y := [0, 1]$. Let $M$ be a subset of $[0, 1]$ which is not Lebesgue measurable. Define $F : T \times X \to 2^Y$ by $F(\omega, x) := [0, X_{\omega}(\omega, x)]$ for each $(\omega, x) \in T \times X$, where $X_{\omega}$ denotes the characteristic function with respect to $W$ and $W := \{(\omega, \omega) : \omega \in M\}$.

First we note that $W = \{(\omega, \omega) : \omega \in M\} \notin \mathcal{T} \otimes \mathcal{B}([0, 1])$. If this were not true, $M = \text{Proj}_T(W)$ would be measurable by Lemma 3.3.6. It is easy to check that $F$ is random upper semicontinuous with nonempty closed and convex values. However the mapping $F$ is not jointly measurable as the set

$$F^{-1}(\{1\}) = \{(\omega, x) \in T \times X : 1 \in F(\omega, x)\} = \{(\omega, \omega) : \omega \in M\},$$

which is not a Lebesgue measurable set. ■

Nevertheless, we have the following conjecture. Roughly speaking, it states that a random upper semicontinuous correspondence has a nonempty valued extension. Note that in this case, we only require $F$ to be measurable in the first variable rather than measurable in both variables as in Theorem 3.3.17. If it is true, it can be used to resolve some different economics problems (see the next section).

*Let $T$ be a complete σ-finite measure space, $X$ a complete separable metric space and $Y$ a nonempty compact convex subset of a Fréchet space. Let $F, \phi : T \times X \to 2^Y$
be correspondences with compact convex values, and \( \phi \) nonempty-valued. Suppose

(i) \( F \) and \( \phi \) are upper semicontinuous and continuous, respectively;

(ii) \( F \) and \( \phi \) are random (i.e., measurable in the first variable) and for each \((t, x) \in T \times X, F(t, x) \subset \phi(t, x)\).

Then there exists a correspondence \( \tilde{F} : T \times X \to 2^X \) with nonempty compact convex values such that

(a) \( \tilde{F} \) is upper semicontinuous;

(b) \( \tilde{F} \) is random and for each \((t, x) \in T \times X, \tilde{F}(t, x) \subset \phi(t, x)\);

(c) \( \tilde{F}(t, x) = F(t, x) \) if \( F(t, x) \neq \emptyset \).

Let \((T, \mathcal{T})\) be a measurable space, \( X \) be a topological space, and \( F : T \times X \to 2^X \) be a correspondence. Then the (single-valued) map \( f : T \to X \) is said to be (1) a deterministic fixed point of \( F \) if \( f(t) \in F(t, f(t)) \) for all \( t \in T \) and (2) a random fixed point if \( f \) is measurable and \( f(t) \in F(t, f(t)) \) for all \( t \in T \). It should be noted here some authors define a random fixed point of \( F \) to be a measurable map \( f \) such that \( f(t) \in F(t, f(t)) \) for almost every \( t \in T \), for example, see [60] and [64].

The following lemma is Theorem 2.3 in [76].

**Lemma 3.3.19** Let \((T, \mathcal{T})\) be a measurable space, \( \mathcal{T} \) a Souslin family, \( X \) a topological space, and \( X_0 \) a Souslin subset of \( X \). Suppose that \( F : T \times X_0 \to 2^X \) is such that \( \text{Gr} F \in \mathcal{T} \otimes B(X_0 \times X) \). Then \( F \) has a random fixed point if and only if \( F \) has a deterministic fixed point, i.e., for each \( t \in T \), \( F(t, \cdot) \) has fixed point.

**Theorem 3.3.20** Let \( T \) be a complete \( \sigma \)-finite measurable metric space, and \( X \) a nonempty compact convex subset of a separable Fréchet space \( Y \). Let \( F : T \times X \to 2^X \) be a correspondence with compact convex values, and further,

(i) for each \( t \), \( F(t, \cdot) : X \to 2^X \) is upper semicontinuous,

(ii) \( F : T \times X \to 2^X \) is measurable.

Then there exists a measurable function \( f : T \to X \) such that for each \( t \in T \) either \( f(t) \in F(t, f(t)) \) or \( F(t, f(t)) = \emptyset \).
Proof. Since $X$ is compact, it is a separable and complete metric space. Let $\phi : X \to 2^X$ be defined by $\phi(x) = X$ for all $x \in X$. By Theorem 3.3.17, there exists a measurable correspondence $\tilde{F} : T \times X \to 2^X$ with nonempty compact convex values such that

(a) $\tilde{F}(t, x) = F(t, x)$ if $F(t, x) \neq \emptyset$;

(b) for each $t \in T$, $\tilde{F}(t, \cdot) : X \to 2^X$ is upper semicontinuous.

By the Fan-Glicksberg fixed point theorem, for each $t \in T$, $\tilde{F}(t, \cdot)$ has a fixed point. Since $X$ is a compact metric space, $B(X \times X) = B(X) \otimes B(X)$ (see [65], page 113). Note that $Gr\tilde{F}$ belongs to $T \otimes B(X) \otimes B(X) = T \otimes B(X \times X)$. Thus $\tilde{F}$ has a random fixed point $f : T \to X$ by Lemma 3.3.19. Now for each $t \in T$ such that $F(t, f(t)) \neq \emptyset$, we have $f(t) \in \tilde{F}(t, f(t)) = F(t, f(t))$. ■

**Theorem 3.3.21** Let $T$ be a complete $\sigma$-finite measurable metric space, $X$ a nonempty compact convex subset of a separable Fréchet space $Y$, $F : T \times X \to 2^X$ a correspondence with compact convex values and $\phi : T \times X \to 2^Y$ a correspondence with nonempty compact convex values and further,

(i) for each $t \in T$, $F(t, \cdot) : X \to 2^X$ is upper semicontinuous and $\phi(t, \cdot) : X \to 2^Y$ is continuous.

(ii) $F, \phi : T \times X \to 2^X$ are measurable.

(iii) for each $t \in T$, $x \notin F(t, x)$ for all $x \in X$.

Then there exists a measurable function $f : T \to X$ such that for each $t \in T$ $f(t) \in \phi(t, f(t))$ and $F(t, f(t)) \cap \phi(t, f(t)) = \emptyset$.

Proof. Define $G : T \times X \to 2^X$ by $G(t, x) = F(t, x) \cap \phi(t, x)$ for each $(t, x) \in T \times X$. Then $G(t, x) \in \phi(t, x)$ for each $(t, x) \in T \times X$. Let $U = \{(t, x) \in T \times X : G(t, x) \neq \emptyset\}$. If $U$ is empty, the conclusion follows trivially. We now consider that $U$ is not empty.

Note that $G$ is measurable by Lemma 3.3.3 and for each fixed $t \in T$, $G(t, \cdot)$ is upper semicontinuous by Lemma 2.2 in Tan and Yuan [78]. By Theorem 3.3.17, there exists an upper semicontinuous correspondence $\tilde{G}$ with nonempty compact convex values
such that \( \tilde{G}|_U = G \) and \( \tilde{G}(t, x) \subset \phi(t, x) \) for each \( (t, x) \in T \times X \). So by Theorem 3.3.20, there exists a measurable function \( f : T \rightarrow X \) such that \( f(t) \in \tilde{G}(t, f(t)) \) for all \( t \in T \). Obviously, \( f(t) \in \phi(t, f(t)) \) for all \( t \in T \). Now for each \( t \in T \), \( G(t, f(t)) \) must be an empty set. Otherwise, we have \( f(t) \in \tilde{G}(t, f(t)) = G(t, f(t)) \) which contradicts condition (iii). Thus the conclusion holds.

### 3.4 An Equilibrium Existence Theorem for an Abstract Economy

Throughout this section, \((T, \mathcal{T}, \mu)\) will be a finite, positive, complete, and separable measure space of agents. Let \( Y \) be a separable Banach space. For any correspondence \( H : T \rightarrow 2^Y \), \( L_1(\mu, H) \) denotes the subset of \( L_1(\mu, Y) \) consisting of those \( x \in L_1(\mu, Y) \) for which \( x(t) \in H(t) \) for almost all \( t \) in \( T \). Following Kim et al [48], we define the notion of an abstract economy with a measure space of players as follows:

An abstract economy \( \Gamma \) is a tuple \([T, \mathcal{T}, \mu, H, P, F]\), where

1. \((T, \mathcal{T}, \mu)\) is a measure space of agents;
2. \( H : T \rightarrow 2^Y \) is a strategy correspondence;
3. \( P : T \times L_1(\mu, H) \rightarrow 2^Y \) is a preference correspondence such that \( P(t, x) \subset H(t) \) for all \((t, x) \in T \times L_1(\mu, H)\);
4. \( F : T \times L_1(\mu, H) \rightarrow 2^Y \) is a constraint correspondence such that \( F(t, x) \subset H(t) \) for all \((t, x) \in T \times L_1(\mu, H)\).

An equilibrium for \( \Gamma \) is a point \( \hat{x}(t) \in L_1(\mu, H) \) such that for almost all \( t \in T \) the following conditions are satisfied:

(i) \( \hat{x}(t) \in F(t, \hat{x}) \);

(ii) \( P(t, \hat{x}) \cap F(t, \hat{x}) = \emptyset \).

The following lemma has been proved in many ways. It seems that the simplest proof is the one in Khan and Papageorgiou [45] which was reproduced in Yannelis [85].
Lemma 3.4.1 Let $Y$ be a separable Banach space, and $H : T \to 2^Y$ an integrably bounded, nonempty convex valued correspondence such that for all $t \in T$, $H(t)$ is a weakly compact subset of $Y$. Let $\theta : T \times L_1(\mu, H) \to 2^Y$ be a nonempty closed convex valued correspondence such that

(a) for each $(t, x) \in T \times L_1(\mu, H)$, $\theta(t, x) \subset H(t)$;

(b) for each fixed $x \in L_1(\mu, H)$, $\theta(\cdot, x) : T \to 2^Y$ has a measurable graph;

(c) for each fixed $t \in T$, $\theta(t, \cdot) : L_1(\mu, H) \to 2^Y$ is upper semicontinuous in the sense that the set \{ $x \in L_1(\mu, H) : \theta(t, x) \subset V$ \} is weakly open in $L_1(\mu, H)$ for every norm open subset $V$ of $Y$.

Then the correspondence $F : L_1(\mu, H) \to 2^{L_1(\mu, H)}$ defined by $F(x) = \{ y \in L_1(\mu, H) : y(t) \subset \theta(t, x) \text{ for almost all } t \in T \}$ is upper semicontinuous in the sense that the set \{ $x \in L_1(\mu, H) : F(x) \subset V$ \} is relatively weakly open in $L_1(\mu, H)$ for every relatively weakly open subset $V$ of $L_1(\mu, H)$.

We now state the assumptions in order to obtain an equilibrium for the generalized abstract economy.

(i) $H : T \to 2^Y$ is a correspondence such that it is integrably bounded
and for all $t \in T$, $H(t)$ is a nonempty weakly compact convex subset
of $Y$.

(ii) $F : T \times L_1(\mu, H) \to 2^Y$ is a correspondence such that

(ii.1) \{ $(t, x, y) \in T \times L_1(\mu, H) \times Y : y \in F(t, x)$ \} $\in T \times B_w(L_1(\mu, H)) \times B(Y)$ where $B_w(L_1(\mu, H))$ is the Borel
$\sigma$-algebra for the weak topology on $L_1(\mu, H)$ and $B(Y)$
is the Borel $\sigma$-algebra for the norm topology on $Y$.

(ii.2) for all $(t, x) \in T \times L_1(\mu, H)$, $F(t, x)$ is a nonempty
closed convex set in $H(t)$;

(ii.3) for each $t \in T$, $F(t, \cdot)$ is continuous from the weak
topology of $L_1(\mu, H)$ to the strong (norm) topology of
$Y$. 
(iii) $P : T \times L_1(\mu, H) \to 2^Y$ is a correspondence such that:

(iii.1) $\{(t, x, y) \in T \times L_1(\mu, H) \times Y : y \in P(t, x)\} \in T \otimes B_w(L_1(\mu, H)) \otimes B(Y)$;

(iii.2) for all $(t, x) \in T \times L_1(\mu, H)$, $P(t, x)$ is a closed convex subset in $H(t)$;

(iii.3) $x(t) \not\in P(t, x)$ for all $x \in L_1(\mu, H)$ and for almost all $t \in T$.

(iii.4) for each $t \in T$, $P(t, \cdot)$ is upper semicontinuous from the weak topology of $L_1(\mu, H)$ to the strong (norm) topology of $Y$.

**Theorem 3.4.2** Let $\Gamma = [(T, T, \mu), H, P, F]$ be an abstract economy satisfying (i)-(iii). Then $\Gamma$ has an equilibrium.

**Proof.** First note that $L_1(\mu, H)$, endowed with the weak topology, is compact by Theorem 4.2 in Papageorgiou [61]. Since the relatively weak topology of a weakly compact subset of a separable Banach space is metrizable, $L_1(\mu, H)$ is a compact metrizable space (Theorem V.6.3.3, page 434 in [26]).

Define $\phi : T \times L_1(\mu, H) \to 2^Y$ by $\phi(t, x) = F(t, x) \cap P(t, x)$. Then for each $(t, x) \in T \times H$, $\phi(t, x)$ is closed convex and for each fixed $t \in T$, $\phi(t, \cdot)$ is upper semicontinuous by Lemma 2.2 in [79]. By Lemma 3.3.5, $\phi$ has a measurable graph.

Let $U = \{(t, x) \in T \times L_1(\mu, H) : \phi(t, x) \neq \emptyset\}$. By Theorem 3.3.17, there exists $G : T \times L_1(\mu, H) \to 2^Y$ such that

1. $G$ has a measurable graph;
2. For each $t \in T$, $G(t, \cdot) : L_1(\mu, H) \to 2^Y$ is upper semicontinuous with nonempty closed convex values;
3. (a) $G(t, x) = \phi(t, x)$ if $(t, x) \in U$ and
   (b) $G(t, x) \subset F(t, x)$ for all $(t, x) \in T \times L_1(\mu, H)$. 
Define $\psi : L_1(\mu, H) \to 2^{L_1(\mu, H)}$ by

$$\psi(x) = \{y \in L_1(\mu, H) : \text{for almost all } t \in T, y(t) \in G(t, x) \}.$$ 

Since $H(t)$ is integrably bounded and has a measurable graph, $L_1(\mu, H)$ is nonempty by the Aumann measurable selection theorem [7], and obviously it is convex since $H(t)$ is so. Since for each $x \in L_1(\mu, H)$, $G(\cdot, x)$ has a measurable graph, $\psi$ is nonempty valued as a consequence of the Aumann measurable selection theorem [7]. Furthermore, since $G$ is convex valued, so is $\psi$. By Lemma 3.4.1, $\psi$ is weakly upper semicontinuous. Therefore, by the Fan-Glicksberg fixed point theorem (Theorem 2.1.5), there exists $\hat{x} \in L_1(\mu, H)$ such that $\hat{x} \in \psi(\hat{x})$. It can now be easily checked that the fixed point is by construction an equilibrium for $\Gamma$. ■
Chapter 4

Generalizations of the Ky Fan Minimax Inequality with Applications

4.1 Introduction

Motivated by the work of Baye et al [11] and Tian [84], we first establish several generalizations of the Ky Fan type minimax inequalities in Section 4.2. In Section 4.3, we study the fixed point versions and maximal element versions of the minimax inequalities obtained in Section 4.2. These results improve the corresponding results of Ding and Tan [23] and include a fixed point theorem of Tarafdar [81] as a corollary and an existence theorem for an equilibrium point of an abstract economy. In Section 4.4, we give some von Neumann type minimax inequalities which are in turn applied to obtain some generalizations of Tan and Yu's recent work. Section 4.5 is devoted to studying variational inequalities. Related topics such as complementarity problems and fixed point theorems are also included. We point out here that our results do not require the topological spaces to be Hausdorff which were assumed in many papers such as in Baye et al [11], Tian [84] and Tarafdar [81].
4.2 Minimax Inequalities of the Ky Fan Type

We begin with the following lemma from [23] which is a slightly modified version of Lemma 1 of Fan in [29].

**Lemma 4.2.1** Let $X$ and $Y$ be nonempty sets in a topological vector space and $F : X \to 2^Y$ be such that

(i) for each $x \in X$, $F(x)$ is a nonempty closed subset of $Y$;

(ii) for each $A \in \mathcal{F}(X)$, $co(A) \subset \bigcup_{x \in A} F(x)$;

(iii) there exists an $x_0 \in X$ such that $F(x_0)$ is compact.

Then $\bigcap_{x \in X} F(x) \neq \emptyset$.

Now we are ready to establish

**Theorem 4.2.2** Let $E$ be a topological vector space, $X$ a nonempty convex subset of $E$ and $f, g : X \times X \to \mathbb{R} \cup \{\pm \infty\}$ satisfy the following conditions

(i) for each $x, y \in X$ with $f(x, y) > 0$, we have

(i.1) $g(x, y) > 0$;

(i.2) there exist some point $s \in X$ and some open neighborhood $N_X(y)$ of $y$ in $X$ such that $f(s, z) > 0$ for all $z \in N_X(y)$;

(ii) for each $A \in \mathcal{F}(X)$ and for each $y \in co(A)$, $\min_{x \in A} g(x, y) \leq 0$;

(iii) there exist a nonempty closed and compact subset $K$ of $X$ and $x_0 \in X$ such that $g(x_0, y) > 0$ for all $y \in X \setminus K$.

Then there exists $\hat{y} \in K$ such that $f(x, \hat{y}) \leq 0$ for all $x \in X$.

**Proof.**

Define $F, G : X \to 2^X$ by

$$F(x) = \{ y \in X : f(x, y) \leq 0 \} \text{ for all } x \in X,$$

$$G(x) = \{ y \in X : g(x, y) \leq 0 \} \text{ for all } x \in X.$$
We first show that \( \cap_{x \in X} F(x) = \cap_{x \in X} cl_X(F(x)) \) and for this it is clear that it is sufficient to show \( \cap_{x \in X} F(x) \supseteq \cap_{x \in X} cl_X(F(x)) \). Suppose, on the contrary, there is some \( y \in \cap_{x \in X} cl_X(F(x)) \) such that \( y \notin \cap_{x \in X} F(x) \). Then \( y \notin F(x) \) for some \( x \in X \) and thus \( f(x, y) > 0 \). By (i.2), there is some \( s \in X \) and some open neighborhood \( N_X(y) \) of \( y \) in \( X \) such that \( f(s, z) > 0 \) for all \( z \in N_X(y) \). Thus \( y \notin cl_X(F(s)) \) which is a contradiction.

Next we prove that \( \cap_{x \in X} cl_X(G(x)) \neq \emptyset \). We observe that

(1) If \( A \) is any finite subset of \( X \), then \( co(A) \subset \cup_{x \in A} G(x) \); for if this were false, then there would be a finite subset \( \{z_1, \ldots, z_m\} \) of \( X \) and \( z \in co(\{z_1, \ldots, z_m\}) \) with \( z \notin \cup_{j=1}^m G(z_j) \) so that \( g(z_j, z) > 0 \) for all \( j = 1, \ldots, m \) which contradicts (ii). Hence \( co(A) \subset \cup_{x \in A} cl_X(G(x)) \).

(2) Note that \( x_0 \) must be in \( K \), otherwise, we have \( g(x_0, x_0) > 0 \) which contradicts (ii). By (iii), \( G(x_0) \subset K \). Since \( K \) closed, \( cl_X(G(x_0)) \subset K \). Since \( K \) is compact, \( cl_X(G(x_0)) \) is compact.

(3) For each \( x \in X \), \( G(x) \) is nonempty by (ii); thus \( cl_X(G(x)) \) is nonempty and closed.

It follows that the map \( clG : X \to 2^X \), defined by \( (clG)(x) = cl_X(G(x)) \) for all \( x \in X \), satisfies all the hypotheses of Lemma 4.2.1. Hence by Lemma 4.2.1, \( \cap_{x \in X} cl_X(G(x)) \neq \emptyset \).

Now by (i.1), we have \( G(x) \subset F(x) \) so that \( cl_X(G(x)) \subset cl_X(F(x)) \) for all \( x \in X \). Hence

\[
\emptyset \neq \cap_{x \in X} cl_X(G(x)) \subset \cap_{x \in X} cl_X(F(x)) = \cap_{x \in X} F(x).
\]

Take any \( \hat{y} \in \cap_{x \in X} cl_X(G(x)) \), then \( \hat{y} \in K \) and \( \hat{y} \in \cap_{x \in X} F(x) \). Hence \( F(x, \hat{y}) \leq 0 \), for all \( x \in X \). \( \blacksquare \)

We point out here that when \( X \) is compact and \( f = g \), Theorem 4.2.2 was implicitly contained in the proof of Theorem 1 of Baye et al in [11]. Also it closely relates to the results in Tian [84]. As we noted in the introduction, the topological vector space \( E \) need not be Hausdorff. In addition, Theorem 4.2.2 improves Theorem 1 of Shih and Tan in [72] which in turn generalizes Ky Fan's minimax inequality in [30]
in several ways.

**Theorem 4.2.3** Let $E$ be a topological vector space, $X$ a nonempty convex subset of $E$ and $f, g: X \times X \to \mathbb{R} \cup \{-\infty, +\infty\}$ satisfy the following conditions:

(i) for each $x, y \in X$ with $f(x, y) > 0$, we have $g(x, y) > 0$;

(ii) for each nonempty compact subset $C$ of $X$ and for each $x, y \in C$ with $f(x, y) > 0$, there exist $s \in C$ and an open neighborhood $N$ of $y$ in $C$ such that $f(s, z) > 0$ for all $z \in N$;

(iii) for each $A \in \mathcal{F}(X)$ and for each $y \in \text{co}(A), \min_{x \in A} g(x, y) \leq 0$;

(iv) there exist a nonempty closed and compact subset $K$ of $X$ and $x_0 \in X$ such that $g(x_0, y) > 0$ for all $y \in X \setminus K$.

Then there exists $\hat{y} \in K$ such that $f(x, \hat{y}) \leq 0$ for all $x \in X$.

**Proof.**

(1) First we observe that if $C$ is any nonempty compact subset of $X$,

$$\cap_{x \in C} \{y \in C : f(x, y) \leq 0\} = \cap_{x \in C} \text{cl}_C(\{y \in C : f(x, y) \leq 0\}).$$

Suppose not, then there is $y \in \cap_{x \in C} \text{cl}_C(\{y \in C : f(x, y) \leq 0\})$ such that $f(x_0, y) > 0$, for some $x_0 \in C$. By (ii), there exist $s \in C$ and an open neighborhood $N$ of $y$ in $C$ such that $f(s, z) > 0$ for all $z \in N$. Thus $N \cap \{z \in C : f(s, z) \leq 0\} = \emptyset$ so that $y \not\in \text{cl}_C(\{z \in C : f(s, z) \leq 0\})$ which is a contradiction.

(2) Define $F: X \to 2^K$ by

$$F(x) = \{y \in K : f(x, y) \leq 0\} \text{ for all } x \in X.$$ 

We shall prove that $\cap_{x \in X} \text{cl}_K F(x) \neq \emptyset$.

Let $\{x_1, x_2, \ldots, x_n\}$ be any finite subset of $X$. Set $C = \text{co}(\{x_0, x_1, \ldots, x_n\})$, then $C$ is nonempty compact convex. Note that by (iii), $g(x, x) \leq 0$ for all $x \in X$. Define $G: C \to 2^C$ by $G(x) = \{y \in C : g(x, y) \leq 0\}$ for all $x \in C$. Note that

(a) if $A$ is any finite subset of $C$, then $\text{co}(A) \subset \bigcup_{x \in A} G(x)$; for if this were false, then there would be a finite subset $\{z_1, \ldots, z_m\}$ of $C$ and $z \in \text{co}(\{z_1, \ldots, z_m\})$ with $z \not\in \bigcup_{j=1}^m G(z_j)$ so that $g(z_j, z) > 0$ for all $j = 1, \ldots, m$ which contradicts (iii);
(b) for each \( x \in C \), \( cl_C(G(x)) \) is closed in \( C \) and is therefore also compact. By Lemma 4.2.1, \( \bigcap_{x \in C} cl_C(G(x)) \neq \emptyset \).

Since for each \( x \in C \), \( G(x) \subset \{ y \in C : f(x, y) \leq 0 \} \), hence \( \bigcap_{x \in C} cl_C(G(x)) \subset \bigcap_{x \in C} cl_C\{ y \in C : f(x, y) \leq 0 \} = \bigcap_{x \in C} \{ y \in C : f(x, y) \leq 0 \} \) by (1).

Take any \( \tilde{y} \in \bigcap_{x \in C} cl_C(G(x)) \). Since \( x_0 \in C \) and \( G(x_0) \subset K \) by (iv), \( \tilde{y} \in cl_C(G(x_0)) \subset cl_X(G(x_0)) = cl_K(G(x_0)) \subset K \). Moreover, since \( f(x_i, \tilde{y}) \leq 0 \) for each \( i = 1, \ldots, n, \cap_{i=1}^n F(x_i) \neq \emptyset \). Thus \( \{ F(x) : x \in X \} \) has the finite intersection property.

By the compactness of \( K \), \( \bigcap_{x \in X} cl_K(F(x)) \neq \emptyset \).

(3) We next shall show that

\[
\bigcap_{x \in X} cl_K(F(x)) = \bigcap_{x \in X} F(x).
\]

Suppose not, then there is \( y_0 \in \bigcap_{x \in X} cl_K(F(x)) \) with \( y_0 \not\in \bigcap_{x \in X} F(x) \) so that \( y_0 \not\in F(\tilde{x}_0) \) for some \( \tilde{x}_0 \in X \). Let \( K_0 = K \cup \{ \tilde{x}_0 \} \), then \( K_0 \) is compact, \( \tilde{x}_0, y_0 \in K_0 \) and \( f(\tilde{x}_0, y_0) > 0 \). By (ii), there exist \( s_0 \in K_0 \) and an open neighborhood \( N_0 \) of \( y_0 \) in \( K_0 \) such that \( f(s_0, z) > 0 \) for all \( z \in N_0 \). Thus \( N_0 \cap F(s_0) = \emptyset \). Note that \( \tilde{x}_0 \neq y_0 \); it follows that \( N_0' = N_0 \setminus \{ \tilde{x}_0 \} \) is an open neighborhood of \( y_0 \) in \( K \) such that \( N_0' \cap F(s_0) = \emptyset \). Thus \( y_0 \not\in cl_K(F(s_0)) \) which is impossible. Hence \( \bigcap_{x \in X} F(x) = \bigcap_{x \in X} cl_K(F(x)) \neq \emptyset \).

By (2) and (3), \( \bigcap_{x \in X} F(x) \neq \emptyset \). Choose any \( \hat{y} \in \bigcap_{x \in X} F(x) \), then \( f(x, \hat{y}) \leq 0 \) for all \( x \in X \). ■

If for each fixed \( x \in X, y \mapsto f(x, y) \) is lower semicontinuous on each nonempty compact subset of \( X \), condition (ii) in Theorem 4.2.3 is satisfied. Hence Theorem 4.2.3 improves Theorem 2.2 in [77].

The following result is a slightly modified Lemma 2 in [51] (page 229):

**Lemma 4.2.4 (Minty's lemma)** Let \( E \) be a topological vector space and \( X \) be a nonempty convex subset of \( E \). Suppose \( f : X \times X \to \mathbb{R} \cup \{ +\infty \} \) satisfies the following conditions:

(i) for each \( y \in X, x \mapsto f(x, y) \) is concave;
(ii) for any \( x, y \in X \), \( f(x, y) \leq 0 \) implies \( f(y, x) \geq 0 \) and for each \( x \in X \), \( f(x, x) \leq 0 \);

(iii) for each \( x \in X \), \( y \mapsto f(x, y) \) is lower semicontinuous along line segments in \( X \).

Define \( F, F^* : X \to 2^X \) by

\[
F(x) = \{ y \in X : f(x, y) \leq 0 \} \text{ for each } x \in X;
\]

\[
F^*(x) = \{ y \in X : f(y, x) \geq 0 \} \text{ for each } x \in X.
\]

Then \( \cap_{x \in X} F(x) = \cap_{x \in X} F^*(x) \).

**Proof.**

We first note that \( F(x) \subseteq F^*(x) \) for all \( x \in X \) by (ii). Therefore \( \cap_{x \in X} F(x) \subseteq \cap_{x \in X} F^*(x) \).

Conversely, let \( y \in \cap_{x \in X} F^*(x) \), then \( y \in F^*(x) \) for all \( x \in X \). Fix any \( \tilde{x} \in X \). For each \( t \in (0, 1) \), define \( w(t) = t\tilde{x} + (1 - t)y \), then \( 0 \leq f(y, t\tilde{x} + (1 - t)y) \) since \( X \) is convex and \( y \in F^*(w(t)) \). For each \( x \in X \), \( f(x, x) \leq 0 \) by (ii) and \( x \mapsto f(x, y) \) is concave by (i), so we have for each \( t \in (0, 1) \),

\[
0 \leq f(y, t\tilde{x} + (1 - t)y) - f(t\tilde{x} + (1 - t)y, t\tilde{x} + (1 - t)y)/(1 - t)
\]

\[
\leq f(y, t\tilde{x} + (1 - t)y) - (tf(\tilde{x}, t\tilde{x} + (1 - t)y) + (1 - t)f(y, t\tilde{x} + (1 - t)y))/(1 - t)
\]

\[
= -tf(\tilde{x}, t\tilde{x} + (1 - t)y)/(1 - t);
\]

it follows that \( f(\tilde{x}, t\tilde{x} + (1 - t)y) \leq 0 \) for all \( t \in (0, 1) \); by taking \( t \to 0^+ \), (iii) implies \( f(\tilde{x}, y) \leq 0 \). Hence \( y \in F(\tilde{x}) \). Since \( \tilde{x} \) is arbitrary in \( X \), \( y \in \cap_{x \in X} F(x) \). Therefore we also have \( \cap_{x \in X} F^*(x) \subseteq \cap_{x \in X} F(x) \).

**Theorem 4.2.5** Let \( E \) be a topological vector space, \( X \) a nonempty convex subset of \( E \) and \( f : X \times X \to \mathbb{R} \cup \{+\infty\} \) satisfy the following conditions:

(i) for each fixed \( y \in X \), \( x \mapsto f(x, y) \) is concave;

(ii) for any \( x, y \in X \), \( f(x, y) \leq 0 \) implies \( f(y, x) \geq 0 \) and for each \( x \in X \), \( f(x, x) \leq 0 \);
(iii) for each \( x \in X, y \mapsto f(x, y) \) is lower semicontinuous along line segments in \( X \);

(iv) for each \( x, y \in X \) with \( f(y, x) < 0 \), there exist some point \( s \in X \) and some open neighborhood \( N_X(y) \) of \( y \) in \( X \) such that \( f(z, s) < 0 \) for all \( z \in N_X(y) \);

(v) there exist a nonempty closed and compact subset \( K \) of \( X \) and \( x_0 \in X \) such that \( f(x_0, y) > 0 \) for all \( y \in X \setminus K \).

Then there exists \( \hat{y} \in K \) such that \( f(x, \hat{y}) \leq 0 \) for all \( x \in X \).

**Proof.** Define \( F, F^* : X \to 2^X \) by

\[
F(x) = \{ y \in X : f(x, y) \leq 0 \},
\]

\[
F^*(x) = \{ y \in X : f(y, x) \geq 0 \}
\]

for each \( x \in X \). We have:

(1) \( \cap_{x \in X} cl_X(F(x)) \neq \emptyset \). Indeed, we observe that:

(a) By (ii), for each \( x \in X \), \( x \in F(x) \), so that \( F(x) \) is nonempty. Hence \( cl_X(F(x)) \) is nonempty and closed.

(b) For any \( A \in \mathcal{F}(X) \), we show that \( co(A) \subseteq \cup_{x \in A} F(x) \subseteq \cup_{x \in A} cl_X(F(x)) \). Suppose not, then there is a finite subset \( \{ x_1, \ldots, x_n \} \) of \( X \) such that \( co\{ x_1, \ldots, x_n \} \not\subseteq \cup_{i=1}^n F(x_i) \). Let \( x = \sum_{i=1}^n \lambda_i x_i \notin F(x_i) \) for each \( i = 1, \ldots, n \), where \( \lambda_i \geq 0 \) for each \( i = 1, \ldots, n \) with \( \sum_{i=1}^n \lambda_i = 1 \). Then for each \( i \), \( f(x_i, x) > 0 \). By (i),

\[
f(x, x) = f(\sum_{i=1}^n \lambda_i x_i, x) \geq \sum_{i=1}^n \lambda_i f(x_i, x) > 0
\]

which contradicts (ii).

(c) By (v), we have \( F(x_0) \subseteq K \) so that \( cl_X(F(x_0)) \) is compact.

By Lemma 4.2.1, \( \cap_{x \in X} cl_X(F(x)) \neq \emptyset \).

(2) By Lemma 4.2.4, \( \cap_{x \in X} F(x) = \cap_{x \in X} F^*(x) \).

(3) By (iv), we have \( \cap_{x \in X} cl_X(F^*(x)) = \cap_{x \in X}(F^*(x)) \). Hence

\[
\cap_{x \in X} F(x) \subset \cap_{x \in X} cl_X(F(x)) \subset \cap_{x \in X} cl_X(F^*(x)) = \cap_{x \in X}(F^*(x)).
\]
By (1) and (2), $\cap_{x \in X} F(x) = \cap_{x \in X} cl_X(F(x)) \neq \emptyset$. Take any $\hat{y} \in \cap_{x \in X} F(x)$, then $\hat{y} \in K$ and $f(x, \hat{y}) \leq 0$ for all $x \in X$. ■

Another Fan's type minimax inequality is the following one which generalizes Theorem 1 in [23].

**Theorem 4.2.6** Let $E$ be a topological vector space, $X$ be a nonempty convex subset of $E$ and $f \to \mathbb{R} \cup \{+\infty, -\infty\}$ be such that

(i) for each nonempty compact subset $C$ of $X$ and for each $x, y \in C$ with $f(x, y) > 0$, there exist $s \in C$ and an open neighborhood $N_C(y)$ of $y$ in $C$ such that $f(s, z) > 0$ for all $z \in N_C(y)$;

(ii) for each $A \in \mathcal{F}(X)$ and for each $y \in co(A)$, $\min_{x \in A} f(x, y) \leq 0$;

(iii) there exist a nonempty compact convex subset $X_0$ of $X$ and a nonempty compact subset $K$ of $X$ such that for each $y \in X \setminus K$, there is $x \in co(X_0 \cup \{y\})$ with $f(x, y) > 0$.

Then there is $\hat{y} \in K$ such that $f(x, \hat{y}) \leq 0$ for all $x \in X$.

**Proof.**

(1) First we observe that if $C$ is any nonempty compact subset of $X$,

$$\cap_{x \in C} \{y \in C : f(x, y) \leq 0\} = \cap_{x \in C} cl_C(\{y \in C : f(x, y) \leq 0\}).$$

Suppose not, there is $y \in \cap_{x \in C} cl_C(\{y \in C : f(x, y) \leq 0\})$ so that for some $x_0 \in C, f(x_0, y) > 0$. By (i), there exist $s \in C$ and an open neighborhood $N_C(y)$ of $y$ in $C$ such that $f(s, z) > 0$ for all $z \in N_C(y)$. Thus $N_C(y) \cap \{z \in C : f(s, z) \leq 0\} = \emptyset$ so that $y \not\in cl_C(\{z \in C : f(s, z) \leq 0\})$ which is a contradiction.

(2) Define $F : X \to 2^K$ by

$$F(x) = \{y \in K : f(x, y) \leq 0\} \text{ for all } x \in X.$$ We shall now show that the family $\{cl_K(F(x)) : x \in X\}$ has the finite intersection property. Indeed, let $\{x_1, \ldots, x_n\}$ be any finite subset of $X$ and let $C = co(X_0 \cup \{x_1, \ldots, x_n\})$, then $C$ is nonempty and compact. Note that $f(x, x) \leq 0$ for all $x \in X$
by (ii). Define $G : C \to 2^C$ by $G(x) = \{ y \in C : f(x, y) \leq 0 \}$ for each $x \in C$. We observe that:

(a) If $A$ is any finite subset of $C$, then $\text{co}(A) \subset \bigcup_{x \in A} G(x)$; for if this were false, then there would exist a finite subset $\{z_1, \ldots, z_m\}$ of $C$ with $\text{co}(\{z_1, \ldots, z_m\}) \not\subset \bigcup_{j=1}^m G(z_j)$. Choose any $z \in \text{co}(\{z_1, \ldots, z_m\})$ with $z \not\in \bigcup_{j=1}^m G(z_j)$ so that $f(z_j, z) > 0$ for all $j = 1, \ldots, m$ and hence $\min_{1 \leq j \leq m} f(z_j, z) > 0$ which contradicts (ii).

(b) For each $x \in C$, $cl_C(G(x))$ is closed in $C$ and is therefore compact.

By Lemma 4.2.1, we must have $\cap_{x \in C} cl_C(G(x)) \neq \emptyset$. By (1), $\cap_{x \in C} G(x) = \cap_{x \in C} cl_C G(x)$. Take any $\bar{y} \in \cap_{x \in C} G(x)$, then $\bar{y} \in C$ and $f(x, \bar{y}) \leq 0$ for all $x \in C$. In particular, $f(x_j, \bar{y}) \leq 0$ for all $i = 1, \ldots, n$. If $\bar{y} \in X \setminus K$, then by (iii), there is $x \in \text{co}(X_0 \cup \{y_0\}) \subset C$ with $f(x, \bar{y}) > 0$ so that $\bar{y} \not\in G(x)$ which is a contradiction. Thus $\bar{y} \in K$. It follows that $\bar{y} \in \cap_{j=1}^n F(x_j)$ and hence $\{F(x) : x \in X\}$ has the finite intersection property.

By the compactness of $K$, $\cap_{x \in X} cl_K(F(x)) \neq \emptyset$.

(3) Next we shall show that

$$\cap_{x \in X} cl_K(F(x)) = \cap_{x \in X} F(x).$$

Suppose not, then there is $y_0 \in \cap_{x \in X} cl_K(F(x))$ with $y_0 \not\in \cap_{x \in X} F(x)$ so that $y_0 \not\in F(x_0)$ for some $x_0 \in X$. Let $K_0 = K \cup \{x_0\}$, then $K_0$ is compact, $x_0, y_0 \in K_0$ and $f(x_0, y) > 0$. By (i), there exist $s_0 \in K_0$ and an open neighborhood $N_0$ of $y_0$ in $K_0$ such that $f(s_0, z) > 0$ for all $z \in N_0$. Thus $N_0 \cap F(s_0) = \emptyset$, so that $y_0 \not\in cl_K(F(s_0))$ which is impossible. Hence $\cap_{x \in X} F(x) = \cap_{x \in X} cl_K(F(x))$.

By (2) and (3), $\cap_{x \in X} F(x) \neq \emptyset$ Choose any $\hat{y} \in \cap_{x \in X} F(x)$, then $\hat{y} \in K$ and $f(x, \hat{y}) \leq 0$ for all $x \in X$. $lacksquare$

### 4.3 Fixed Point Theorems and Equilibria of One-agent Economy

We shall first prove that Theorem 4.2.2 implies the following fixed point theorem:
Theorem 4.3.1 Let $E$ be a topological vector space, $X$ be a nonempty convex subset of $E$ and $F, G : X \to 2^X$ be such that

(i) for each $x \in X, F(x) \subset G(x);$ 
(ii) for each $y \in X, F(y) \neq \emptyset$ implies that there exists $s \in X$ such that $y \in \text{int}_X(F^{-1}(s));$
(iii) there exists a nonempty closed and compact subset $K$ of $X$ such that $\cap_{y \in X \setminus K} G(y) \neq \emptyset;$
(iv) for each $y \in K, F(y) \neq \emptyset;$
(v) for each $x \in X, G(x)$ is convex.

Then there exists $\tilde{y} \in X$ such that $\tilde{y} \in G(\tilde{y}).$

Proof.
Define $f, g : X \times X \to \mathbb{R}$ by

$$f(x, y) = \begin{cases} 1, & \text{if } x \in F(y), \\ 0, & \text{if } x \not\in F(y), \end{cases}$$

$$g(x, y) = \begin{cases} 1, & \text{if } x \in G(y), \\ 0, & \text{if } x \not\in G(y) \end{cases}$$

for all $x, y \in X.$ It is obvious that condition (i.1) of Theorem 4.2.2 is satisfied. If there are $x, y \in X$ such that $f(x, y) > 0,$ then $F(y) \neq \emptyset.$ By (ii), there exist $s \in X$ and an open neighborhood $N_X(y)$ of $y$ in $X$ such that for each $z \in N_X(y), s \in F(z);$ that is, $f(s, z) > 0$ for all $z \in N_X(y).$ Thus condition (i.2) of Theorem 4.2.2 is also satisfied. By (iii), take any $x_0 \in \cap_{y \in X \setminus K} G(y),$ we have $g(x_0, y) = 1 > 0$ for all $y \in X \setminus K.$ Therefore condition (iii) of Theorem 4.2.2 is also satisfied.

If hypothesis (ii) of Theorem 4.2.2 were also satisfied, then by Theorem 4.2.2, there would exist $\tilde{y} \in K$ such that $f(x, \tilde{y}) \leq 0$ for all $x \in X.$ It follows that $F(\tilde{y}) = \emptyset$ which contradicts (iv). Therefore condition (ii) of Theorem 4.2.2 does not hold. Hence there exist $A \in \mathcal{F}(X)$ and $\tilde{y} \in co(A)$ such that $\min_{x \in A} g(x, \tilde{y}) > 0;$ i.e., $x \in G(\tilde{y})$ for all $x \in A.$ Therefore $\tilde{y} \in co(A) \subset G(\tilde{y})$ by (v).
Theorem 4.3.1 implies the following result which is Theorem 1 in [35] due to Granas et al.

**Theorem 4.3.2** Let $X$ be a nonempty compact convex subset of a topological vector space $E$ and $A : X \to 2^X$ a mapping with nonempty values satisfying the following conditions:

(i) $A^{-1}(y)$ is convex for every $y \in X$;

(ii) there exists a selection $B : X \to 2^X$ of $A$ with nonempty values, i.e. $B(x) \subseteq A(x)$ for every $x \in X$ such that

(ii.1) $B^{-1}(y) \neq \emptyset$ for every $y \in X$;

(ii.2) $B(x)$ is open for every $x \in X$.

Then there exists $w \in X$ such that $w \in A(w)$.

**Proof.**

For each $x \in X$, let $F(x) = B^{-1}(x), G(x) = A^{-1}(x)$ and $K = X$. By (a), for each $x \in X$, $F(x) \neq \emptyset$. Let $s \in F(x) = B^{-1}(x)$, then $x \in B(s)$. By (b), $N = B(s)$ is an open neighborhood of $x$ in $X$ contained in $F^{-1}(s)$ so that $x \in int_X(F^{-1}(s))$. Thus condition (ii) of Theorem 4.3.2 is satisfied. All other conditions of Theorem 4.3.2 are easily verified, hence there exists $w \in X$ such that $w \in G(w)$, i.e., $w \in A(w)$. ■

Now we shall show that Theorem 4.3.1 implies the following existence theorem of a maximal element:

**Theorem 4.3.3** Let $E$ be a topological vector space, $X$ a nonempty convex subset of $E$ and $M, N : X \to 2^X$ such that

(i) for each $x \in X$, $M(x) \subseteq N(x)$;

(ii) for $x \in X, M(x) \neq \emptyset$ implies there exists some $s \in X$ such that $y \in int_X(M^{-1}(s))$;

(iii) for each $A \in \mathcal{F}(X)$ and for each $y \in co(A)$, there is an $x \in A$ such that $x \notin N(y)$;

(iv) there exists a nonempty closed and compact subset $K$ of $X$ such that $\cap_{x \in \mathcal{X} \backslash K} N(x) \neq \emptyset$.
Then there exists \( \hat{y} \in K, M(\hat{y}) = \emptyset \).

**Proof.** Suppose on the contrary that \( M(x) \neq \emptyset \) for all \( x \in K \). Let \( F, G : X \to 2^X \) be defined by \( F(x) = M(x) \) and \( G(x) = co(N(x)) \) for each \( x \in X \). Then by Theorem 4.3.1, there is \( y \in X \) such that \( y \in G(y) = co(N(y)) \). Now let \( y = \sum_{i=1}^{n} \lambda_i x_i \) where \( \sum_{i=1}^{n} \lambda_i = 1, \lambda_i > 0 \), and \( x_i \in N(y) \) for each \( i = 1, \ldots, n \). Let \( A = \{ x_i : i = 1, \ldots, n \} \), then \( y \in co(A) \) and for each \( x \in A, x \in N(y) \), which contradicts (iii).

The following corollary is Theorem 4 of Metha and Tarafdar in [55]:

**Corollary 4.3.4** Let \( K \) be a nonempty compact convex subset of a topological vector space \( E \) and \( T : K \to 2^K \) such that

(i) \( T(x) \) is convex for \( x \in X \);

(ii) \( x \notin T(x) \);

(iii) if \( T(x) \neq \emptyset \), there exists \( y \in K \) such that \( x \in int_X(T^{-1}(y)) \).

Then there exists \( \bar{x} \in K \), such that \( T(\bar{x}) = \emptyset \).

**Proof.** Let \( M = N = T \) in Theorem 4.3.3, we only need to prove that for any \( A \in \mathcal{F}(X) \) and for each \( y \in co(A) \), there is \( x \in A \) such that \( x \notin T(y) \). Suppose not, there exist \( A \in \mathcal{F}(K) \) and \( y \in co(A) \) such that for all \( x \in A, x \in T(y) \). By (i), we have \( y \in co(A) \subset T(y) \) which contradicts (ii).

In Theorem 4.3.2 and Corollary 4.3.4, we note that \( E \) is not required to be Hausdorff which was assumed in [35] and [55], respectively.

**Remark.** We see that Theorem 4.2.2 \( \Rightarrow \) Theorem 4.3.1 \( \Rightarrow \) Theorem 4.3.3. We shall now show that Theorem 4.3.3 \( \Rightarrow \) Theorem 4.2.2.

Let

\[
M(y) = \{ x \in X : f(x, y) > 0 \},
\]

\[
N(y) = \{ x \in X : g(x, y) > 0 \}
\]

for each \( y \in X \). Then the conditions of Theorem 4.3.3 can be easily verified. By Theorem 4.3.3, there exists \( \hat{y} \in K \) such that \( M(\hat{y}) = \emptyset \); i.e., \( f(x, \hat{y}) \leq 0 \) for all \( x \in X \).
Thus Theorem 4.2.2, Theorem 4.3.1 and Theorem 4.3.3 are all equivalent.

Other fixed point versions equivalent to Theorem 4.3.1 can be similarly stated and verified as those in [23] and [77]. Similarly we can obtain fixed point theorems and existence theorem of maximal elements which are equivalent to Theorem 4.2.6. However, we shall only state the following two equivalent versions of Theorem 4.2.6.

**Theorem 4.3.5** Let $E$ be a topological vector space, $X$ a nonempty convex subset of $E$ and $G : X \to 2^X$ a nonempty valued correspondence such that

(i) for each nonempty compact subset $C$ of $X$ and each $y \in C$ with $G(y) \cap C \neq \emptyset$, there is $s \in C$ such that $y \in \text{int}_C(G^{-1}(s) \cap C)$;

(ii) there exist a nonempty compact convex subset $X_0$ of $X$ and a nonempty compact subset $K$ of $X$ such that for each $y \in X \setminus K$ there is $\text{co}(X_0 \cup \{y\}) \cap G(y) \neq \emptyset$.

Then there exists $\hat{y} \in X$ such that $\hat{y} \in \text{co}(G(\hat{y}))$.

**Theorem 4.3.6** Let $X$ be a nonempty convex subset of a topological vector space and $G : X \to 2^X$. Suppose that

(i) for each nonempty compact subset $C$ of $X$ and each $y \in C$ with $C \cap G(y) \neq \emptyset$, there is $s \in C$ such that $y \in \text{int}_C(G^{-1}(s) \cap C)$;

(ii) for each $A \in \mathcal{F}(X)$ and for each $y \in \text{co}(A)$, there is $x \in A$ such that $x \notin G(y)$;

(iii) there exist a nonempty compact convex subset $X_0$ of $X$ and a nonempty compact subset $K$ of $X$ such that for each $y \in X \setminus K$, $\text{co}(X_0 \cup \{y\}) \cap G(y) \neq \emptyset$.

Then there exists $\hat{y} \in K$ such that $G(\hat{y}) = \emptyset$.

**Proof of Theorem 4.2.6 ⇒ Theorem 4.3.5:**

Let $f : X \times X \to \mathbb{R}$ be defined by

$$f(x, y) = \begin{cases} 1, & \text{if } x \in G(y), \\ 0, & \text{if } x \notin G(y) \end{cases}$$

for all $x, y \in X$. Since for each $x \in X, G(x) \neq \emptyset$, by Theorem 4.2.6 there must be some $A \in \mathcal{F}(X)$ and $y \in \text{co}(A)$ such that $\min_{x \in A} f(x, y) > 0$ i.e. for each $x \in A, x \in G(y)$. Hence $y \in \text{co}(A) \subset \text{co}(G(y))$.  ■
Proof of Theorem 4.3.5 ⇒ Theorem 4.3.6:

Suppose that for each \( x \in X \), \( G(x) \neq \emptyset \), then all conditions of Theorem 4.3.5 are satisfied. By Theorem 4.3.5, there exists \( y \in X \) such that \( y \in \text{co}(G(y)) \). Now let \( y = \sum_{i=1}^{n} \lambda_i x_i \) where \( \lambda_i > 0 \), \( x_i \in G(y) \) for each \( i = 1, \ldots, n \) and \( \sum_{i=1}^{n} \lambda_i = 1 \). Let \( A = \{ x_i : i = 1, \ldots, n \} \), then \( y \in \text{co}(A) \) and for each \( x \in A, x \in G(y) \), which contradicts (ii). So there must be \( \hat{y} \in X \) such that \( G(\hat{y}) = \emptyset \). By (iii), \( \hat{y} \) must be in \( K \). 

Proof of Theorem 4.3.6 ⇒ Theorem 4.2.6:

Define \( G : X \to 2^X \) by \( G(y) = \{ x \in X : f(x, y) > 0 \} \) for each \( y \in X \). It is easy to verify that all conditions of Theorem 4.3.6 are satisfied. So by Theorem 4.3.6, there is \( \hat{y} \in K \) such that \( G(\hat{y}) = \emptyset \); i.e., \( f(x, \hat{y}) \leq 0 \) for all \( x \in X \).

A quadruple \( (X; A, B; P) \) is a one-agent abstract economy or a one-person generalized game if \( X \) is a nonempty convex subset of a topological vector space, \( A, B : X \to 2^X \) are constraint correspondences with nonempty values and \( P : X \to 2^X \) is a preference correspondence. An equilibrium point for \( (X; A, B; P) \) is a point \( \hat{x} \in X \) such that \( \hat{x} \in \text{cl}_X(B(\hat{x})) \) and \( A(\hat{x}) \cap P(\hat{x}) = \emptyset \).

Theorem 4.3.7 Let \( (X; A, B; P) \) be a one-agent abstract economy such that

(i) for each \( x \in X \), \( x \notin \text{co}(P(x) \cap A(x)) \) and \( \text{co}(A(x)) \subseteq B(x) \);

(ii) for each nonempty compact subset \( C \) of \( X \) and each \( x \in C \) such that \( C \cap A(x) \neq \emptyset \), there is \( s \in C \) such that \( x \in \text{int}_C(A^{-1}(s) \cap C) \);

(iii) for each nonempty compact subset \( C \) and each \( x \in C \) such that \( C \cap A(x) \cap P(x) \neq \emptyset \), there is \( s \in C \) with \( x \in \text{int}_C(A^{-1}(s) \cap (P^{-1}(s) \cup M) \cap C) \), where \( M = \{ x \in X : x \notin \text{cl}_X(B(x)) \} \);

(iv) there exist a nonempty compact convex subset \( X_0 \) of \( X \) and a nonempty compact subset \( K \) of \( X \) such that for each \( y \in X \setminus K \),

\[
\text{co}(X_0 \cup \{ y \}) \cap A(y) \cap P(y) \neq \emptyset.
\]

Then \( (X; A, B; P) \) has an equilibrium point \( \hat{x} \in K \).
Proof.

Suppose that for each $x \in X$, we have either $x \not\in \text{cl}_X(B(x))$ or $A(x) \cap P(x) \neq \emptyset$. Define $G : X \to 2^X$ by

$$
G(x) = \begin{cases} 
A(x) \cap P(x), & \text{if } x \in \text{cl}_X(B(x)), \\
A(x), & \text{if } x \not\in \text{cl}_X(B(x)).
\end{cases}
$$

We shall prove that for any compact subset $C$ of $X$ and for any $x \in C$ such that $C \cap G(x) \neq \emptyset$, there is $s \in C$ such that $x \in \text{int}_C(G^{-1}(s) \cap C)$. Indeed, suppose $C \cap G(x) \neq \emptyset$. If $x \not\in \text{cl}_X(B(x))$, then $G(x) = A(x)$. Hence $A(x) \cap C = G(x) \cap C \neq \emptyset$. By (ii), there is $s \in C$ such that $x \in \text{int}_C(A^{-1}(s) \cap C)$. Since $x \not\in \text{cl}_X(B(x))$, there is an open neighborhood $N(x)$ of $x$ in $X$ such that $N(x) \subset X \setminus \text{cl}_X(B(x))$. Take $N_1(x) = N(x) \cap \text{int}_C(A^{-1}(s) \cap C)$, then $N_1(x)$ is an open neighborhood of $x$ in $C$ such that for any $z \in N_1(x)$, $s \in A(z) = G(z)$. Therefore $x \in \text{int}_C(G^{-1}(s) \cap C)$.

If $x \in \text{cl}_X(B(x))$, then $C \cap A(x) \cap P(x) \neq \emptyset$. By (iii), there is $s \in C$ such that $x \in \text{int}_C(A^{-1}(s) \cap (P^{-1}(s) \cup M) \cap C)$. Note that

$$
G^{-1}(s) = [(P^{-1}(s) \cap A^{-1}(s)) \cap (X \setminus M)] \cup [A^{-1}(s) \cap M] \\
= A^{-1}(s) \cap [(P^{-1}(s) \cap (X \setminus M)) \cup M] \\
= A^{-1}(s) \cap (P^{-1}(s) \cup M).
$$

Hence $x \in \text{int}_C(G^{-1}(s) \cap C)$. Thus all the conditions of Theorem 4.3.5 are satisfied.

By Theorem 4.3.5, there exists $\hat{x} \in X$ such that $\hat{x} \in \text{co}(G(\hat{x}))$. If $\hat{x} \in \text{cl}_X(B(\hat{x}))$, then $\hat{x} \in \text{co}(A(\hat{x}) \cap P(\hat{x}))$ which contradicts (i). If $\hat{x} \not\in \text{cl}_X(B(\hat{x}))$, then $\hat{x} \in \text{co}(A(\hat{x})) \subset B(\hat{x})$ which is impossible. Therefore there must exist $\hat{x} \in X$ such that $\hat{x} \in \text{cl}_X(B(\hat{x}))$ and $A(\hat{x}) \cap P(\hat{x}) = \emptyset$, that is, $\hat{x}$ is an equilibrium point for $(X; A, B; P)$. By (iv), $\hat{x}$ is necessarily in $K$. ■

We need the following simple result which is Proposition 2.6 of Michael in [56]:

Lemma 4.3.8 Let $X$ be a topological space and $Y$ be a nonempty convex subset of a topological vector space. If $F : X \to 2^Y$ is lower semicontinuous, then $\text{co}F : X \to 2^Y$ defined by $\text{co}F(x) = \text{co}(F(x))$ for each $x \in X$ is lower semicontinuous.
Now we give an existence theorem for approximate equilibria.

**Theorem 4.3.9** Let $X$ be a nonempty convex subset of a topological vector space $E$. Let $A, B : X \to 2^X$ be correspondences with nonempty values and $P : X \to 2^X$. Suppose that

(i) $A$ is lower semicontinuous such that for each $x \in X$, $x \notin \text{co}(A(x) \cap P(x))$ and $\text{co}(A(x)) \subset B(x)$;

(ii) for each nonempty compact subset $C$ of $X$ and each $x \in C$ such that $C \cap A(x) \cap P(x) \neq \emptyset$, there is $s \in C$ with $x \in \text{int}_C(A^{-1}(s) \cap P^{-1}(s) \cap C)$.

(iii) there exist a nonempty compact convex subset $X_0$ of $X$ and a nonempty compact subset $K$ of $X$ such that for each $y \in X \setminus K$,

$$\text{co}(X_0 \cup \{y\}) \cap A(y) \cap P(y) \neq \emptyset.$$  

Then for each open convex neighborhood $V$ of zero in $E$, the one-agent abstract economy $(X; A, \overline{B_V}; P)$ has an equilibrium point $\hat{x} \in K$; that is, there exists a point $x_V \in K$ such that $x_V \in \overline{B_V}(x_V)$ and $A(x_V) \cap P(x_V) = \emptyset$, where $B_V(x) = (B(x) + V) \cap X$ for each $x \in X$.

**Proof.** Suppose the conclusion does not hold, then there exists an open convex neighborhood $V$ of zero in $E$ such that for each $x \in X$, we have either $x \notin \text{cl}_X(B_V(x))$ or $A(x) \cap P(x) \neq \emptyset$. Define $A_V : X \to 2^X$ by $A_V(x) = (\text{co}(A(x))) + V \cap X$ for each $x \in X$. Then $A_V$ has an open graph in $X \times X$ by Lemma 4.3.8 and by Lemma 4.1 of Chang in [14] such that for each $x \in X$, $A_V(x) \subset B_V(x)$. Let $M_V = \{x \in X : x \notin \overline{B_V}(x)\}$. Define $G_V : X \to 2^X$ by

$$G_V(x) = \begin{cases} A(x) \cap P(x), & \text{if } x \notin M_V, \\ A_V(x), & \text{if } x \in M_V. \end{cases}$$

Suppose $C$ is a nonempty compact subset of $X$ and $x \in C$ such that $C \cap G_V(x) \neq \emptyset$.

Case 1. If $x \in M_V$, then $G_V(x) = A_V(x)$. Hence $A_V(x) \cap C = G_V(x) \cap C \neq \emptyset$. Take any $s \in A_V(x) \cap C$. Since $A_V$ has an open graph, $A_V^{-1}(s) \cap C$ is open in $C$. Since $x \in M_V$, there is an open neighborhood $N(x)$ of $x$ in $X$ such that $N(x) \subset M_V$. Take...
$N_1(x) = N(x) \cap A^{-1}_V(s) \cap C$, then $N_1(x)$ is an open neighborhood of $x$ in $C$ such that for any $z \in N_1(x)$, $s \in A_V(z) = G_V(z)$. Therefore $x \in \text{int}_C(G^{-1}_V(s) \cap C)$.

Case 2. If $x \notin M_V$, then $A(x) \cap P(x) \cap C \neq \emptyset$. By (ii), there is $s \in C$ such that $x \in \text{int}_C(A^{-1}(s) \cap P^{-1}(s) \cap C)$. Note that

$$G^{-1}_V(s) = [(P^{-1}(s) \cap A^{-1}(s)) \cap (X \setminus M_V)] \cup [A^{-1}_V(s) \cap M_V]$$
$$\supset A^{-1}(s) \cap [(P^{-1}(s) \cap (X \setminus M_V)) \cup M_V]$$
$$= A^{-1}(s) \cap (P^{-1}(s) \cup M_V)$$
$$\supset A^{-1}(s) \cap P^{-1}(s).$$

Hence $x \in \text{int}_C(G^{-1}_V(s) \cap C)$.

Finally, by (iii), there exist a nonempty compact convex subset $X_0$ of $X$ and a nonempty compact subset $K$ of $X$ such that for each $y \in X \setminus K$, $\text{co}(X_0 \cup \{y\}) \cap G_V(y) \neq \emptyset$.

Thus all the conditions of Theorem 4.3.5 are satisfied. By Theorem 4.3.5, there exists $\hat{x} \in X$ such that $\hat{x} \in \text{co}(G_V(\hat{x}))$. If $\hat{x} \in B_V(\hat{x})$, then $\hat{x} \in \text{co}(A(\hat{x}) \cap P(\hat{x}))$ which contradicts (i). If $\hat{x} \notin B_V(\hat{x})$, then $\hat{x} \in \text{co}(A(V(\hat{x})) = \text{co}(A(x)) + V \subset B_V(\hat{x})$ which is impossible. Therefore for any open convex neighborhood $V$ of zero in $E$, there must exist $x_V \in X$ such that $x_V \in B_V(x_V)$ and $A(x_V) \cap P(x_V) = \emptyset$; that is, $x_V$ is an equilibrium point for $(X; A, B_V; P)$. By (iii), $x_V$ is necessarily in $K$. ■

The following result is Lemma 5.3 in Tan and Yuan [77]:

**Lemma 4.3.10** Let $X$ be a topological space, $Y$ a nonempty subset of a topological vector space $E$, $B$ a fundamental system of open neighborhoods of zero in $E$ and $B : X \rightarrow 2^Y$ a nonempty valued correspondence. For each $V \in B$, let $B_V : X \rightarrow 2^Y$ be defined by $B_V(x) = (B(x) + V) \cap Y$ for each $x \in X$. If $\hat{x} \in X$ and $\hat{y} \in Y$ satisfy $\hat{y} \in \cap_{V \in B} B_V(\hat{x})$, then $\hat{y} \in \overline{B}(\hat{x})$.

**Theorem 4.3.11** In Theorem 4.3.9, if, in addition, $E$ is a locally convex topological vector space and the set $\{x \in X : A(x) \cap P(x) \neq \emptyset\}$ is open in $X$, then the one-agent abstract economy $(X; A, \overline{B}; P)$ has an equilibrium point in $K$. 
Proof. Let $B$ be a fundamental system of open convex neighborhoods of zero in $E$. For each $V \in B$, by Theorem 4.3.9 there exists $\hat{z}_V \in K$ such that $\hat{z}_V \in \overline{B}_V(\hat{z}_V)$ and $A(\hat{z}_V) \cap P(\hat{z}_V) = \emptyset$. It follows that the set $Q_V := \{ x \in K : x \in \overline{B}_V(x) \text{ and } A(x) \cap P(x) = \emptyset \}$ is a nonempty closed subset of $K$.

Now we shall prove $\{Q_V\}_{V \in B}$ has the finite intersection property. Let $\{V_1, \ldots, V_n\}$ be any finite subset of $B$. Let $V = \bigcap_{i=1}^n V_i$. Then $V$ is also an open convex neighborhood of zero in $E$ such that $\bigcap_{i=1}^n Q_{V_i} \supset Q_V \neq \emptyset$. Therefore, the family $\{Q_V : V \in B\}$ has the finite intersection property. Since $K$ is compact, $\bigcap_{V \in B} Q_V \neq \emptyset$. Now take any $\hat{x} \in \bigcap_{V \in B} Q_V$. We have $\hat{x} \in \overline{B}_V(\hat{x})$ for each $V \in B$ and $A(\hat{x}) \cap P(\hat{x}) = \emptyset$. By Lemma 4.3.10, $\hat{x} \in B(\hat{x})$. Thus $\hat{x} \in K$ is an equilibrium point of $(X; A, \overline{B}; P)$. ■

We point out that our results in this section are closely related to those in [23] and [77] and the references therein. Further applications to abstract economies with more than one agent (finite or infinite agents) can be done without difficulty.

4.4 Minimax Inequalities of the von Neumann Type

In this section, we shall develop some von Neumann type minimax inequalities. We begin with the following theorem:

**Theorem 4.4.1** Let $X$ and $Y$ be nonempty convex sets, each in a topological vector space and let $f, u, v, g$ be four real-valued functions on $X \times Y$ and $\rho \in \mathbb{R}$. Assume

(i) for each $x, y \in X$ with $f(x, y) > \rho$, we have

(i.1) $u(x, y) > \rho$;

(i.2) there exist some point $s \in X$ and some open neighborhood $N_Y(y)$ of $y$ in $Y$ such that $f(s, z) > \rho$ for all $z \in N_X(y)$;

(ii) for each $x, y \in X$ with $g(x, y) < \rho$, we have

(ii.1) $v(x, y) < \rho$;
(ii.2) there exist some point \( c \in Y \) and some open neighborhood \( N_X(x) \) of \( x \) in \( X \) such that \( g(z, c) < \rho \) for all \( z \in N_X(x) \);

(iii) there exist a nonempty compact convex subset \( K \) of \( X \times Y \) and \((\bar{x}_0, \bar{y}_0) \in X \times Y\) such that \( u(\bar{x}_0, y) > \rho \) and \( v(x, y) < \rho \) for all \((x, y) \in X \times Y \setminus K\).

(iv) for each \( A \in \mathcal{F}(X \times Y) \) and for each \((x, y) \in co(A)\), there is \((\bar{x}, \bar{y}) \in A\) such that either \( u(\bar{x}, y) \leq \rho \) or \( v(x, \bar{y}) \geq \rho \).

Then there exists a point \((x_0, y_0) \in K\) such that \( f(x, y_0) \leq \rho \) for all \( x \in X \) or \( g(x_0, y) \geq \rho \) for all \( y \in Y \).

**Proof.**

Define \( F, G : (X \times Y) \times (X \times Y) \to \mathbb{R} \) by

\[
F((\bar{x}, \bar{y}), (x, y)) = \begin{cases} 
1, & \text{if } f(\bar{x}, y) > \rho \text{ and } g(x, \bar{y}) < \rho, \\
0, & \text{otherwise}; 
\end{cases}
\]

\[
G((\bar{x}, \bar{y}), (x, y)) = \begin{cases} 
1, & \text{if } u(\bar{x}, y) > \rho \text{ and } v(x, \bar{y}) < \rho, \\
0, & \text{otherwise}
\end{cases}
\]

for each \((((\bar{x}, \bar{y}), (x, y)) \in (X \times Y) \times (X \times Y)\).

1. Note that by (i.1) and (ii.1), for each \(((\bar{x}, \bar{y}), (x, y)) \in (X \times Y) \times (X \times Y)\) with \( F((\bar{x}, \bar{y}), (x, y)) > 0 \), we have \( G((\bar{x}, \bar{y}), (x, y)) > 0 \).

2. If \( F((\bar{x}, \bar{y}), (x, y)) > 0 \), then by (i.2), there exist some \( s \in X \) and an open neighborhood \( N_Y(y) \) of \( y \) in \( Y \) such that \( f(s, z) > \rho \) for all \( z \in N_Y(y) \); by (ii.2), there exist some \( c \in Y \) and some open neighborhood \( N_X(x) \) of \( x \) in \( X \) such that \( g(t, c) < \rho \) for all \( t \in N_X(x) \). Then we have \( F((s, c), (t, z)) > 0 \) for all \((t, z) \in N_X(x) \times N_Y(y)\).

3. By (iii), we have \( G((\bar{x}_0, \bar{y}_0), (x, y)) > 0 \) for all \((x, y) \in X \times Y \setminus K\).

Suppose that the assertion of the theorem were false. Then for each point \((\bar{x}, \bar{y}) \in K\), there exists \((x, y) \in X \times Y \) such that \( f(x, \bar{y}) > \rho \) and \( g(\bar{x}, y) < \rho \) so that \( F((x, y), (\bar{x}, \bar{y})) > 0 \). Hence by Theorem 4.2.2, there must be some \( A \in \mathcal{F}(X \times Y) \) and some \((x, y) \in co(A)\) such that \( \min_{(\bar{x}, \bar{y}) \in A} G((\bar{x}, \bar{y}), (x, y)) > 0 \); but this would violate (iv).
Corollary 4.4.2 Let $X$ and $Y$ be nonempty compact convex sets, each in a topological vector space and let $f, u, v, g$ be four real-valued functions on $X \times Y$. Assume

(i) for each $x, y \in X$ and $\lambda \in \mathbb{R}$ with $f(x, y) > \lambda$, we have

(i.1) $u(x, y) > \lambda$;

(i.2) there exist some point $s \in X$ and some open neighborhood $N_Y(y)$ of $y$ in $Y$ such that $f(s, z) > \lambda$ for all $z \in N_Y(y)$;

(ii) for each $x, y \in X$ and $\lambda \in \mathbb{R}$ with $g(x, y) < \lambda$, we have

(ii.1) $v(x, y) < \lambda$;

(ii.2) there exist some point $c \in Y$ and some open neighborhood $N_X(x)$ of $x$ in $X$ such that $g(t, c) < \lambda$ for all $t \in N_X(x)$;

(iii) $u \leq v$ on $X \times Y$;

(iv) for each fixed $y \in Y$, $x \mapsto u(x, y)$ is quasi-concave on $X$ and for each fixed $x \in X$, $y \mapsto v(x, y)$ is quasi-convex on $Y$.

Then

$$\inf_{y \in Y} \sup_{x \in X} f(x, y) \leq \sup_{x \in X} \inf_{y \in Y} g(x, y).$$

**Proof.** We shall prove by contradiction. Suppose that there is $\rho \in \mathbb{R}$ such that

$$\sup_{x \in X} \inf_{y \in Y} g(x, y) < \rho < \inf_{y \in Y} \sup_{x \in X} f(x, y).$$

Then clearly condition (iii) of Theorem 4.4.1 is satisfied for $K = X \times Y$. We shall show that condition (v) of Theorem 4.4.1 is also satisfied. Suppose not, there is $A = \{(x_i, y_i) : i = 1, \ldots, n\} \in \mathcal{F}(X \times Y)$ and $(\bar{x}, \bar{y}) = \sum_{i=1}^n \lambda_i (x_i, y_i) \in \text{co}(A)$, where $\sum_{i=1}^n \lambda_i = 1$ and $\lambda_i \geq 0$ for each $i = 1, \ldots, n$ such that for each $i = 1, \ldots, n, u(x_i, \bar{y}) > \rho$ and $v(\bar{x}, y_i) < \rho$. Then by (v) we have $v(\bar{x}, \bar{y}) < \rho < u(\bar{x}, \bar{y})$, which contradicts (iii).

Now by Theorem 4.4.1, there exists a point $(x_0, y_0) \in X \times Y$ such that either $f(x, y_0) \leq \rho$ for all $x \in X$ or $g(x_0, y) \geq \rho$ for all $y \in Y$. This is a contradiction. $\blacksquare$

Suppose that $X$ is a nonempty convex subset of a vector space. Recall that a real-valued function $f$ on $X$ is quasi-convex if for each real number $\lambda$, $\{x \in X : f(x) < \lambda\}$ is convex. $f$ is quasi-concave if $-f$ is quasi-convex. By taking $f = u = v = g$ in Corollary 4.4.2, we have the following generalization of Theorem 3.1 of Sion in [74]:
Corollary 4.4.3 Let $X$ and $Y$ be nonempty compact convex sets, each in a topological vector space and let $f$ be a real-valued function on $X \times Y$. Assume

(i) for each $x, y \in X$ and $\lambda \in \mathbb{R}$ with $f(x, y) > \lambda$, there exist some point $s \in X$ and some open neighborhood $N_Y(y)$ of $y$ in $Y$ such that $f(s, z) > \lambda$ for all $z \in N_Y(y)$;

(ii) for each $x, y \in X$ and $\lambda \in \mathbb{R}$ with $f(x, y) < \lambda$, there exist some point $c \in Y$ and some open neighborhood $N_X(x)$ of $x$ in $X$ such that $f(t, c) < \lambda$ for all $t \in N_X(x)$;

(iii) for each fixed $y \in Y$, $x \longmapsto f(x, y)$ is quasi-concave on $X$ and for each fixed $x \in X$, $y \longmapsto f(x, y)$ quasi-convex on $Y$.

Then

$$\inf_{y \in Y} \sup_{x \in X} f(x, y) = \sup_{x \in X} \inf_{y \in Y} f(x, y).$$

Corollary 4.4.4 If the compactness of $Y$ in Corollary 4.4.2 is dropped, the conclusion of Corollary 4.4.2 still holds.

**Proof.** Suppose that there is $\lambda \in \mathbb{R}$ such that

$$\sup_{x \in X} \inf_{y \in Y} g(x, y) < \lambda < \inf_{x \in X} \sup_{y \in Y} f(x, y).$$

Then for each $x \in X$ there is $y \in Y$ with $g(x, y) < \lambda$. Thus by (ii.2) of Corollary 4.4.2, there exist some $c \in Y$ and some open neighborhood $N_X^c(x)$ of $x$ in $X$ such that $g(t, c) < \lambda$ for all $t \in N_X^c(x)$. Because $X$ is compact, we can find a finite subset $\{c_1, \ldots, c_n\}$ of $Y$ such that $\bigcup_{i=1}^n N_X^{c_i}(x) = X$. Take $N = \{c_1, \ldots, c_n\}$, then for any $x \in X$ there is $y \in N$ with $g(t, y) < \lambda$, for all $t \in N_X^y(x)$ so that $\sup_{x \in X} \inf_{y \in N} g(x, y) \leq \lambda$.

Take $g' = g|_{X \times \text{co}(N)}$ and $f' = f|_{X \times \text{co}(N)}$. Note that for any $(x, y) \in X \times \text{co}(N)$ with $f(x, y) > \lambda$, there exists some $s \in X$ and an open neighborhood $N_Y(y)$ of $y$ in $Y$ such that $f(s, z) > \lambda$ for all $z \in N_Y(y)$; thus $f'(s, z) > \lambda$ for all $z \in N_{\text{co}(N)}(y) = N_Y(y) \cap \text{co}(N)$ which is an open neighborhood of $y$ in $\text{co}(N)$. By Corollary 4.4.2,

$$\sup_{x \in X} \inf_{y \in \text{co}(N)} g'(x, y) \geq \inf_{y \in \text{co}(N)} \sup_{x \in X} f'(x, y).$$

But

$$\sup_{x \in X} \inf_{y \in \text{co}(N)} g'(x, y) \leq \sup_{x \in X} \inf_{y \in N} g(x, y) \leq \lambda$$

$$< \inf_{x \in X} \sup_{y \in \text{co}(N)} f(x, y) \leq \inf_{y \in \text{co}(N)} \sup_{x \in X} f'(x, y).$$
This is a contradiction. ■

The following is a generalization of Theorem 1 of Tan and Yu [80].

**Theorem 4.4.5** Let $X$ be a nonempty compact convex subset of a topological vector space $E$ and $Y$ a nonempty convex subset of a topological vector space $F$. Suppose that the real-valued function $f : X \times Y \rightarrow \mathbb{R}$ and the set-valued map $T : X \rightarrow 2^Y$ satisfy the following conditions:

(i) for each $(x, y) \in X \times Y$ and $\lambda \in \mathbb{R}$ with $f(x, y) > \lambda$, there exist some point $s \in X$ and some open neighborhood $N_Y(y)$ of $y$ in $Y$ such that $f(s, z) > \lambda$ for all $z \in N_Y(y)$;

(ii) for each $(x, y) \in X \times Y$ and $\lambda \in \mathbb{R}$ with $f(x, y) < \lambda$, there exist some point $c \in Y$ and some open neighborhood $N_X(x)$ of $x$ in $X$ such that $f(t, c) < \lambda$ for all $t \in N_X(x)$;

(iii) for each fixed $y \in Y$, $x \mapsto f(x, y)$ is quasi-concave on $X$ and for each fixed $x \in X$, $y \mapsto f(x, y)$ quasi-convex on $Y$.

(iv) for each $x \in X$, $T(x)$ is compact convex and there is $y \in T(x)$ such that $f(x, y) \leq 0$.

(v) for each $x \in X$ with $\{u \in X : f(u, y) > 0 \text{ for all } y \in T(x)\} \neq \emptyset$, there is $\bar{x} \in X$ such that $x \in \text{int}_X\{v \in X : f(\bar{x}, y) > 0 \text{ for all } y \in T(v)\}$.

Then there exists $(\hat{x}, \hat{y}) \in X \times Y$ with $\hat{y} \in T(\hat{x})$ such that $f(x, \hat{y}) \leq 0$ for all $x \in X$.

**Proof.**

Define $F : X \rightarrow 2^Y$ by

$$F(x) = \{u \in X : f(u, y) > 0 \text{ for all } y \in T(x)\}$$

for each $x \in X$. Fix an $x \in X$. Let $u_1, u_2 \in F(x)$ be given, then $f(u_1, y) > 0$ and $f(u_2, y) > 0$ for all $y \in T(x)$. By (iii), for each $\lambda \in [0, 1]$ and each $y \in T(x)$,

$$f(\lambda u_1 + (1 - \lambda) u_2, y) \geq \min\{f(u_1, y), f(u_2, y)\} > 0$$
so that $\lambda u_1 + (1 - \lambda)u_2 \in F(x)$. Thus $F(x)$ is convex for each $x \in X$.

By (iv), $x \not\in F(x)$ for all $x \in X$. By (v), if $F(x) \neq \emptyset$, there is $\bar{x} \in X$ such that $x \in \text{int}_X F^{-1}(\bar{x})$.

By Corollary 4.3.4, there exists $\hat{x} \in X$ such that $F(\hat{x}) = \emptyset$. Thus, for each $u \in X$, there is $y_u \in T(\hat{x})$ such that $f(u, y_u) \leq 0$. It follows that $\inf_{y \in T(\hat{x})} f(u, y) \leq 0$ for all $u \in X$.

Since all the conditions of Corollary 4.4.3 hold, we have

$$\inf_{y \in T(\hat{x})} \sup_{x \in X} f(x, y) = \sup_{x \in X} \inf_{y \in T(\hat{x})} f(x, y) \leq 0.$$  

Fix an arbitrary $\varepsilon > 0$. Let $A_\varepsilon = \{ y \in T(\hat{x}) : \sup_{x \in X} f(x, y) \leq \varepsilon \}$, then clearly $A_\varepsilon$ is nonempty. We shall prove that $A_\varepsilon$ is also closed in $T(\hat{x})$. Indeed, if $y_0 \in T(\hat{x})$ and $y_0 \not\in A_\varepsilon$, we have $\sup_{x \in X} f(x, y_0) > \varepsilon$. Then by (i), there exist $s \in X$ and an open neighborhood $N(y_0)$ of $y_0$ in $Y$ such that $f(s, z) > \varepsilon$ for all $z \in N(y_0)$. Let $N_0(y_0) = N(y_0) \cap T(\hat{x})$, then $N_0(y_0)$ is an open neighborhood of $y_0$ in $T(\hat{x})$ such that $f(s, z) > \varepsilon$ for all $z \in N_0(y_0)$, i.e. $N_0(y_0) \cap A_\varepsilon = \emptyset$. Hence $A_\varepsilon$ is closed in $T(\hat{x})$.

Since the family $\{ A_\varepsilon : \varepsilon > 0 \}$ has the finite intersection property, $\cap_{\varepsilon > 0} A_\varepsilon \neq \emptyset$ by the compactness of $T(\hat{x})$. Choose any $\hat{y} \in \cap_{\varepsilon > 0} A_\varepsilon$, then $\hat{y} \in T(\hat{x})$ and $\sup_{x \in X} f(x, \hat{y}) \leq \varepsilon$ for all $\varepsilon > 0$; i.e., $f(x, \hat{y}) \leq 0$ for all $x \in X$. ■

Let $X$ be a topological space such that $X = \cup_{n=1}^\infty C_n$ where $C_n$ is an increasing sequence of nonempty compact sets. Then a sequence $\{x_n\}_{n=1}^\infty$ is said to be escaping from $X$ relative to $\{C_n\}_{n=1}^\infty$ if for each $n \in \mathbb{N}$, there exists $M \in \mathbb{N}$ such that $y_k \not\in C_n$ for all $k \geq M$. The concept of escaping sequences was introduced by Border in [13], page 34.

**Theorem 4.4.6** Let $X$ be a nonempty subset of a topological vector space $E$ such that $X = \cup_{n=1}^\infty C_n$ where $\{C_n\}_{n=1}^\infty$ is an increasing sequence of nonempty compact convex subsets of $X$ and $Y$ be a nonempty convex subset of a topological vector space $F$. Suppose that the real-valued function $f : X \times Y \to \mathbb{R}$ and the set-valued map $T : X \to 2^Y$ satisfy the following conditions:
(i) for each \( n \in \mathbb{N} \), each \((x, y) \in C_n \times Y\) and \( \lambda \in \mathbb{R} \) with \( f(x, y) > \lambda \), there exist some point \( s \in C_n \) and some open neighborhood \( N_Y(y) \) of \( y \) in \( Y \) such that \( f(s, z) > \lambda \) for all \( z \in N_Y(y) \);

(ii) for each \((x, y) \in X \times Y\) and \( \lambda \in \mathbb{R} \) with \( f(x, y) < \lambda \), there exist some point \( c \in Y \) and some open neighborhood \( N_X(x) \) of \( x \) in \( X \) such that \( f(t, c) < \lambda \) for all \( t \in N_X(x) \);

(iii) for each fixed \( y \in Y \), \( x \mapsto f(x, y) \) is quasi-concave on \( X \) and for each fixed \( x \in X \), \( y \mapsto f(x, y) \) quasi-convex on \( Y \).

(iv) for each \( x \in X \), \( T(x) \) is compact convex and there is \( y \in T(x) \) such that \( f(x, y) \leq 0 \);

(v) for each \( n \in \mathbb{N} \) and each \( x \in C_n \) with \( \{ u \in C_n : f(u, y) > 0 \text{ for all } y \in T(x) \} \neq \emptyset \), there is \( \bar{x} \in C_n \) such that \( x \in \text{int}_{C_n} \{ v \in C_n : f(\bar{x}, y) > 0 \text{ for all } y \in T(v) \} \);

(vi) for each sequence \( \{ x_n \}_{n=1}^{\infty} \) in \( X \), where \( x_n \in C_n \) for each \( n = 1, 2, \ldots \), which is escaping from \( X \) relative to \( \{ C_n \}_{n=1}^{\infty} \), and each sequence \( \{ y_n \}_{n=1}^{\infty} \), where \( y_n \in T(x_n) \) for each \( n = 1, 2, \ldots \), there exist \( n_0 \in \mathbb{N} \) and \( x'_n \in C_{n_0} \) with \( f(x'_n, y_n) > 0 \).

Then there exists \((x^*, y^*) \in X \times Y\) with \( y^* \in T(x^*) \) such that \( f(x, y^*) \leq 0 \) for all \( x \in X \).

**Proof.**

For each \( n \in \mathbb{N} \), by Theorem 4.4.5, there is \((x_n, y_n) \in C_n \times Y\) with \( y_n \in T(x_n) \) such that \( f(x, y_n) \leq 0 \) for all \( x \in C_n \).

Suppose that the sequence \( \{ x_n \}_{n=1}^{\infty} \) were escaping from \( X \) relative to \( \{ C_n \}_{n=1}^{\infty} \). By (vi), there exist \( n_0 \in \mathbb{N} \) and \( x'_n \in C_{n_0} \) with \( f(x'_n, y_n) > 0 \) which is a contradiction. Therefore the sequence \( \{ x_n \}_{n=1}^{\infty} \) is not escaping from \( X \) relative to \( \{ C_n \}_{n=1}^{\infty} \), so that some subsequence of \( \{ x_n \}_{n=1}^{\infty} \) must lie entirely in some \( C_{n_1} \). Since \( C_{n_1} \) is compact, there exist a subnet \( \{ z_\alpha \}_{\alpha \in \Gamma} \) of \( \{ x_n \}_{n=1}^{\infty} \) in \( C_{n_1} \) and \( x^* \in C_{n_1} \) such that \( z_\alpha \rightarrow x^* \). Denote \( z_\alpha = x_{n(\alpha)} \), where \( n(\alpha) \rightarrow \infty \).

If \( \{ u \in X : f(u, y) > 0 \text{ for all } y \in T(x^*) \} \neq \emptyset \), there exists \( n_2' \geq n_1' \) such that \( \{ u \in C_{n_2'} : f(u, y) > 0 \text{ for all } y \in T(x^*) \} \neq \emptyset \). By (v), there is \( \bar{x} \in C_{n_2} \) such that \( x^* \in \text{int}_{C_{n_2}} \{ v \in C_{n_2'} : f(\bar{x}, y) > 0 \text{ for all } y \in T(v) \} \). Since \( z_\alpha \rightarrow x^* \), there is \( \alpha_0 \) such that
\[ n(\alpha_0) \geq n'_2 \text{ and } f(\bar{x}, y) > 0 \text{ for all } y \in T(z_{\alpha_0}). \] Since \( y_{n(\alpha_0)} \in T(x_{n(\alpha_0)}) = T(z_{\alpha_0}) \), we have \( f(\bar{x}, y_{n(\alpha_0)}) > 0 \) which contradicts the fact that \( \bar{x} \in C_{n(\alpha_0)} \) and \( f(\bar{x}, y_{n(\alpha_0)}) \leq 0 \). Therefore \( \{ u \in X : f(u, y) > 0 \text{ for all } y \in T(x^*) \} = \emptyset \); i.e., \( \inf_{y \in T(x^*)} f(u, y) \leq 0 \) for all \( u \in X \).

By Corollary 4.4.4, we have

\[
\inf_{y \in T(x^*)} \sup_{x \in X} f(x, y) = \sup_{x \in X} \inf_{y \in T(x^*)} f(x, y) \leq 0.
\]

Similar to the last step in the proof of Theorem 4.4.5, we can prove that there exist \( y^* \in T(x^*) \) such that \( \sup_{x \in X} f(x, y^*) \leq 0 \); i.e., \( f(x, y^*) \leq 0 \) for all \( x \in X \).

### 4.5 Applications to Variational Inequalities and Related Problems

Let \( E \) be a topological vector space, \( X \) a nonempty subset of \( E \) and \( T : X \to 2^E^\prime \).

Then \( T \) is said to be (1) almost monotone if for each \( x \in X \), \( \sup_{u \in T(x)} Re(u, y - x) \geq 0 \) implies \( \inf_{w \in T(y)} Re(w, y - x) \geq 0 \) and (2) monotone if for each \( x, y \in X \),

\[
\sup_{u \in T(x)} Re(u, y - x) \leq \inf_{w \in T(y)} Re(w, y - x).
\]

Clearly if \( T \) is monotone, then \( T \) is almost monotone. The converse is not true in general as the following example illustrates:

**Example 4.5.1** Let \( A = [1, \infty) \). Define \( T : A \to 2^R \) by \( T(x) = [1, x+1] \) for all \( x \in A \). Suppose \( x, y \in A \) such that \( x < y \). Choose \( u = x+1 \in T(x) \) and \( w = 1 \in T(y) \). Then

\[
\langle u - w, x - y \rangle = x(x - y) < 0, \text{ which shows that } T \text{ is not monotone.}
\]

On the other hand, let \( x, y \in A \). Clearly, if \( \sup_{w \in T(y)} \langle w, x - y \rangle \geq 0 \), then \( x \geq y \) so that \( \inf_{w \in T(x)} \langle u, x - y \rangle \geq 0 \). Hence \( T \) is almost monotone.

Recall that if \( y \in E \), the set

\[
I_X(y) = \{ x \in E : x = y + r(u - y) \text{ for some } u \in X \text{ and } r > 0 \}
\]

is called the inward set of \( y \) with respect to \( X \) [38].
As an application of Theorem 4.2.5, we have the following generalized variational inequality for almost monotone operators.

**Theorem 4.5.2** Let $E$ be a Hausdorff topological vector space and $X$ a nonempty convex subset of $E$. Let $T : X \to 2^{E'}$ almost monotone and upper semicontinuous from line segments in $X$ to the weak* topology of $E'$ such that each $T(x)$ is weak* compact. Further suppose that there exist a nonempty weakly closed and weakly compact subset $K$ of $X$ and $x_0 \in X$ such that $\inf_{w \in T(y)} \text{Re}(w, y - x_0) > 0$ for all $y \in X \backslash K$. Then there exists $\hat{y} \in K$ such that $\inf_{w \in T(\hat{y})} \langle w, \hat{y} - x \rangle \leq 0$ for all $x \in I_X(\hat{y})$. If, in addition, $T(\hat{y})$ is convex, then there exists a point $\hat{w} \in T(\hat{y})$ such that $\text{Re}(\hat{w}, \hat{y} - x) \leq 0$ for all $x \in c_{\mathcal{E}}(I_X(\hat{y}))$.

**Proof.** Define $f : X \times X \to \mathbb{R}$ by $f(x, y) = \inf_{w \in T(y)} \text{Re}(w, y - x)$ for all $x, y \in X$. Then:

(i) For each fixed $y \in X$, $x \mapsto f(x, y)$ is concave.

(ii) For any $x, y \in X$ with $f(x, y) \leq 0$, that is, $\inf_{w \in T(y)} \text{Re}(w, y - x) \leq 0$, we have $\sup_{w \in T(y)} \text{Re}(w, x - y) \geq 0$. Since $T$ is almost monotone, $\inf_{u \in T(x)} \text{Re}(u, x - y) \geq 0$, i.e., $f(y, x) \geq 0$.

(iii) Fix any $x \in X$ and $\lambda \in \mathbb{R}$, let $A_\lambda = \{ z \in L : f(x, z) \leq \lambda \}$ where $L = \{ tu + (1 - t)v : 0 \leq t \leq 1 \}$ and $u, v \in X$. We shall show that $A_\lambda$ is closed in $L$. Let $(z_{t_\alpha})_{\alpha \in \Gamma}$ be a net in $A_\lambda$ converging to $z_{t_0} \in L$ where $z_t = tu + (1 - t)v$, $t \in [0, 1]$. Fix an arbitrary $\varepsilon > 0$, then for each $\alpha \in \Gamma$, there is $w_{t_\alpha} \in T(z_{t_\alpha})$ such that

$$\lambda + \varepsilon > \text{Re}(w_{t_\alpha}, z_{t_\alpha} - x)$$

$$= t_\alpha \text{Re}(w_{t_\alpha}, u - x) + (1 - t_\alpha) \text{Re}(w_{t_\alpha}, v - x).$$

Since $T$ is upper semicontinuous from line segments in $X$ to the weak* topology on $E'$ and each $T(z_t)$ is nonempty weak* compact, $\cup_{t \in [0, 1]} T(z_t)$ is weak* compact in $E'$. Thus there is a subnet $(w_{t_{\alpha'}})_{\alpha' \in \Gamma'}$ of $(w_{t_\alpha})_{\alpha \in \Gamma}$ such that $w_{t_{\alpha'}}$ converges to $w_0 \in E'$ in weak* topology. Since for each $z \in L$, $T(z)$ is weak* closed and $T$ is upper semicontinuous, $w_0 \in T(z_{t_0})$. Thus we have

$$\lambda + \varepsilon \geq t_0 \text{Re}(w_0, u - x) + (1 - t_0) \text{Re}(w_0, v - x).$$
\[ = \text{Re}(w_0, z_0 - x) \]
\[ \geq \inf_{w \in T(z_{i_0})} \text{Re}(w, z_{i_0} - x). \]

Since \( \varepsilon \) is arbitrary, we have \( \inf_{w \in T(z_{i_0})} \text{Re}(w, z_{i_0} - x) \leq \lambda \). Therefore for any fixed \( x \in X \), \( y \mapsto f(x, y) \) is lower semicontinuous from line segments in \( X \) to the weak* topology on \( E' \).

Clearly, for each \( x \in X \), \( f(x, x) = 0 \).

(iv) If \( f(y, x) = \inf_{u \in T(x)} \text{Re}(u, x - y) < 0 \), then there exists \( u_0 \in T(x) \) such that \( \text{Re}(u_0, x - y) < 0 \). Thus there is an weakly open neighborhood \( N_X(y) \) of \( y \) in \( X \) such that \( \text{Re}(u_0, x - z) < 0 \) for all \( z \in N_X(y) \). Hence \( f(z, x) = \inf_{u \in T(z)} \text{Re}(u, x - z) < 0 \) for all \( z \in N_X(y) \).

(v) By assumption, there exist a nonempty weakly closed and weakly compact subset \( K \) in \( X \) and \( x_0 \in X \) such that \( f(x_0, y) = \inf_{w \in T(y)} \text{Re}(w, y - x_0) > 0 \) for all \( y \in X \setminus K \).

Equip \( E \) with the weak topology, then all conditions of Theorem 4.2.5 are satisfied. Hence there is \( \hat{y} \in K \) such that \( f(x, \hat{y}) = \inf_{w \in T(\hat{y})} \text{Re}(w, \hat{y} - x) \leq 0 \) for all \( x \in X \). Let \( x \in I_X(\hat{y}) \), then \( x = \hat{y} + r(u - \hat{y}) \) for some \( u \in X \) and \( r > 0 \). Thus \( \hat{y} - x = r(u - \hat{y}) \) so that
\[
\inf_{w \in T(\hat{y})} \text{Re}(w, \hat{y} - x) = r \inf_{w \in T(\hat{y})} \text{Re}(w, \hat{y} - u) \leq 0.
\]

If \( T(\hat{y}) \) is convex, then by Kneser's minimax theorem [53],
\[
\min_{w \in T(\hat{y})} \sup_{x \in I_X(\hat{y})} \text{Re}(w, \hat{y} - x) = \sup_{x \in I_X(\hat{y})} \inf_{w \in T(\hat{y})} \text{Re}(w, \hat{y} - x) \leq 0.
\]
Therefore there exists a point \( \hat{w} \in T(\hat{y}) \) such that \( \text{Re}(\hat{w}, \hat{y} - x) \leq 0 \) for all \( x \in I_X(\hat{y}) \). Since \( \hat{w} \) is continuous, we conclude that \( \text{Re}(\hat{w}, \hat{y} - x) \leq 0 \) for all \( x \in \text{cl}_E(I_X(\hat{y})) \).

If \( X \) is a cone in a topological vector space \( E \), we shall denote by \( \hat{X} \) the set \( \{ w \in E' : \text{Re}(w, x) \geq 0 \text{ for all } x \in X \} \), then \( \hat{X} \) is also a cone in \( E' \), called the dual cone of \( X \) in \( E' \). A result of S. C. Fang (e.g. see [18]) can be easily modified to give the following:
Lemma 4.5.3  Let $X$ be a cone in a vector space $E$ and $T : E \rightarrow 2^{E'}$. Then following statements are equivalent:

(a) There exist $\hat{y} \in X$ and $\hat{w} \in T(\hat{y})$ such that $Re\langle \hat{w}, \hat{y} - x \rangle \leq 0$ for all $x \in X$.

(b) There exist $\hat{y} \in X$ and $\hat{w} \in T(\hat{y})$ such that $Re\langle \hat{w}, \hat{y} \rangle = 0$ and $\hat{w} \in \hat{X}$.

By using Lemma 4.5.3, we have the following existence theorem of a generalized complementarity problem:

Theorem 4.5.4  Let $E$ be a Hausdorff topological vector space and $X$ a cone in $E$. Let $T : X \rightarrow 2^{E'}$ be almost monotone and upper semicontinuous from line segments in $X$ to the weak* topology on $E'$ such that for each $x \in X$, $T(x)$ is weak* compact convex. Suppose there exist a nonempty weakly closed and weakly compact subset $K$ of $X$ and $x_0 \in X$ such that $\inf_{w \in T(y)} Re\langle w, y - x_0 \rangle > 0$ for all $y \in X \setminus K$. Then there exist $\hat{y} \in K$ and $\hat{w} \in T(\hat{y})$ such that $Re\langle \hat{w}, \hat{y} \rangle = 0$ and $\hat{w} \in \hat{X}$.

Theorem 4.5.5  Let $(E, \| \cdot \|)$ be a reflexive Banach space and $X$ be a nonempty closed convex subset of $E$. Let $T : X \rightarrow 2^{E'}$ be upper semicontinuous along line segments in $X$ to the weak topology on $E'$ such that each $T(x)$ is weakly compact convex and $T$ is almost monotone. Suppose there is $x_0 \in X$ such that

$$\lim_{\|y\| \to \infty} \inf_{y \in X} Re\langle w, y - x_0 \rangle > 0. \quad (5.1)$$

Then there exist $\hat{y} \in X$ and $\hat{w} \in T(\hat{y})$ such that $Re\langle \hat{w}, \hat{y} - x \rangle \leq 0$ for all $x \in cl_E(I_X(\hat{y}))$.

Proof. Let $\alpha = \lim_{\|y\| \to \infty} \inf_{y \in X} Re\langle w, y - x_0 \rangle$. Then by (5.1), $\alpha > 0$. Let $M > 0$ be such that $\|x_0\| \leq M$ and $\inf_{w \in T(y)} Re\langle w, y - x_0 \rangle > \frac{\alpha}{2}$ for all $y \in X$ with $\|y\| > M$.

Let $K = \{x \in X : \|x\| \leq M\}$; then $K$ is a nonempty weakly compact subset of $X$. Note that for any $y \in X \setminus K$, $\inf_{w \in T(y)} Re\langle w, y - x_0 \rangle > \frac{\alpha}{2} > 0$. The conclusion now follows from Theorem 4.5.2. □
If $H$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and the corresponding induced norm $\| \cdot \|$ and $X$ is a nonempty subset of $H$, we shall denote by $bcc(X)$ the family of all nonempty bounded closed convex subsets of $X$.

Now we shall give an existence theorem for a variational inequality in Hilbert space. It can be reduced to a fixed point theorem under suitable conditions.

**Theorem 4.5.6** Let $H$ be a Hilbert space and $X$ a nonempty convex subset of $H$. Let $T : X \to bcc(H)$ upper semicontinuous from line segments in $X$ to the weak topology on $H$ such that $I - T$ is almost monotone. Suppose that there exist a nonempty weakly compact subset $K$ of $X$ and an $x_0 \in X$ such that $\inf_{w \in T(y)} \Re \langle y - w, y - x_0 \rangle > 0$ for all $y \in X \setminus K$. Then there exist $\hat{y} \in K$ and $\hat{w} \in T(\hat{y})$ such that

$$\Re \langle \hat{y} - \hat{w}, \hat{y} - x \rangle \leq 0 \text{ for all } x \in \text{cl}_{E}(I_{X}(\hat{y})).$$

Moreover, if either $\hat{y}$ is an interior point of $X$ in $H$ or $p(\hat{y}) \in \text{cl}_{E}(I_{X}(\hat{y}))$, where $p(\hat{y})$ is the projection of $\hat{y}$ on $T(\hat{y})$, then $\hat{y}$ is a fixed point of $T$, i.e., $\hat{y} \in T(\hat{y})$.

**Proof.** Equip $H$ with the weak topology. Since $T$ is upper semicontinuous from line segments in $X$, $I - T : X \to bcc(H)$ is also upper semicontinuous along line segments in $X$. Now $I - T$ satisfies all the hypotheses of Theorem 4.5.2. Thus by Theorem 4.5.2, there exist $\hat{y} \in K$ and $\hat{w} \in T(\hat{y})$ such that

$$\Re \langle \hat{y} - \hat{w}, \hat{y} - x \rangle \leq 0 \text{ for all } x \in \text{cl}_{E}(I_{X}(\hat{y})).$$

Now if $\hat{y}$ is an interior point of $X$ in $H$, then above inequality implies that $\hat{y} = \hat{w} \in T(\hat{y})$. Next suppose that $p(\hat{y}) \in \text{cl}_{E}(I_{X}(\hat{y}))$. Note that the projection $p(\hat{y})$ of $\hat{y}$ on $T(\hat{y})$ has the property, and in fact is characterized by (e.g., see Theorem I.2.3 in [51], Page 9.

$$p(\hat{y}) \in T(\hat{y}) \text{ and } \Re \langle p(\hat{y}) - \hat{y}, w - p(\hat{y}) \rangle \geq 0 \text{ for all } w \in T(\hat{y}).$$

Since $\hat{w} \in T(\hat{y})$, we have

$$0 \leq \Re \langle p(\hat{y}) - \hat{y}, \hat{w} - p(\hat{y}) \rangle.$$
\[ = \text{Re}(p(\hat{y}) - \hat{y}, \hat{w} - \hat{y} + \hat{y} - p(\hat{y})) \]
\[ = \text{Re}(p(\hat{y}) - \hat{y}, \hat{w} - \hat{y}) - \|\hat{y} - p(\hat{y})\|^2. \]

Therefore, \(\|\hat{y} - p(\hat{y})\|^2 \leq \text{Re}(p(\hat{y}) - \hat{y}, \hat{w} - \hat{y}) \leq 0; \) thus \(\hat{y} = p(\hat{y}) \in T(\hat{y}).\) ∎

The following fixed point theorem, closely relates to Theorem 7 in [9], is an immediate consequence of Theorem 4.5.6.

**Theorem 4.5.7** Let \(H\) be a Hilbert space and \(X\) a nonempty convex subset of \(H\). Let \(T : X \rightarrow \text{bcc}(H)\) be upper semicontinuous from line segments in \(X\) to the weak topology on \(H\) such that \(I - T\) is almost monotone. Suppose that there exist a nonempty weakly compact subset \(K\) of \(X\) and \(x_0 \in X\) such that

(i) for each \(y \in K \cap \partial_H(X),\) \(p(y) \in \text{cl}_E(I_X(y)),\) where \(p(y)\) is the projection of \(y\) on \(T(y)\) and

(ii) for each \(y \in X \setminus K,\) \(\inf_{w \in T(y)} \text{Re}(y - w, y - x_0) > 0.\)

Then \(T\) has a fixed point in \(K.\)

**Corollary 4.5.8** Let \(H\) be a Hilbert space and \(X\) a nonempty bounded convex subset of \(H.\) Let \(T : X \rightarrow \text{bcc}(H)\) be upper semicontinuous from line segments in \(X\) to the weak topology of \(H\) such that \(I - T\) is almost monotone. If for each \(y \in \partial_H(X),\) \(p(y) \in \text{cl}_E(I_X(y))\) where \(p(y)\) is the projection of \(y\) on \(T(y),\) then \(T\) has a fixed point in \(X.\)

**Corollary 4.5.9** Let \(H\) be a Hilbert space and \(X\) a nonempty bounded closed convex subset of \(H.\) Let \(T : X \rightarrow \text{bcc}(X)\) be upper semicontinuous from line segments in \(X\) to the weak topology of \(H\) such that \(I - T\) is almost monotone. Then \(T\) has a fixed point in \(X.\)
Chapter 5

A Note on Fixed Point Theorems for Semi-continuous Correspondences on [0,1]

5.1 Introduction

A function either continuous or nondecreasing from [0,1] to itself has a fixed point. What are common points between these two results? This problem has been investigated independently by Milgrom and Roberts [58] and Guillerme [36]. Their findings can be summarized as:

**Theorem 5.1.1** Suppose that the real function \( f : [0,1] \rightarrow [0,1] \) is upper semicontinuous on the right and lower semicontinuous on the left, then it has a fixed point.

On the other hand, Strother [75] asserted that a continuous multivalued function on [0,1] has a fixed point. This is a surprising result in the sense that a fixed point theorem for a multivalued function usually requires the function to have convex values. For example, the Kakutani theorem, or some theorems involving a continuous selection (for which Michael's [56] result is often needed). Do we have an analogy to Theorem 5.1.1 for multivalued functions? The answer is positive. Strother's result
was proved also by constructing a continuous selection. But our result is not. Moreover, we shall give an example to show that correspondences satisfying the hypothesis of our theorem may not allow a continuous selection. Also some simple applications to game theory are included.

5.2 Fixed Point Theorems

First we give some definitions. Let \( T : \mathbb{R} \to 2^Y \) be a correspondence, where \( Y \) is a metric space. \( T \) is said to be \textit{upper semicontinuous on the right (RUS)} if for any \( \bar{x} \in \mathbb{R} \) and any sequence \( (x_n) \) such that \( x_n \downarrow \bar{x} \), and every sequence \( y_n \) converging to \( \bar{y} \) such that \( y_n \in T(x_n) \) for every \( n \), then \( \bar{y} \in T(\bar{x}) \); \( T \) is said to be \textit{lower semicontinuous on the left (LLS)} if for any sequence \( x_n \uparrow \bar{x} \) and every \( \bar{y} \in T(\bar{x}) \), there is a sequence \( (y_n) \) converging to \( \bar{y} \) such that \( y_n \in T(x_n) \) for every \( n \).

Now we are ready to prove an intermediate value theorem.

**Proposition 5.2.1** Let \( T : [0,1] \to 2^\mathbb{R} \) be an RUS and LLS correspondence. Suppose that \( T([0,1]) \) is contained in some bounded set in \( \mathbb{R} \) and for any \( y \in T(0) \) (if there is such \( y \)), \( y \geq 0 \); for any \( y \in T(1) \neq \emptyset, y \leq 0 \). Then there exists \( x \in [0,1] \) such that \( 0 \in T(x) \).

**Proof.**

Part (I). We first prove that for any \( x \in [0,1] \), \( T(x) \neq \emptyset \). Suppose not, let \( x_0 = \sup \{x : T(x) = \emptyset\} \).

(1) We claim that \( T(x_0) \neq \emptyset \). If \( x_0 = 1 \), \( T(x_0) \neq \emptyset \) by hypothesis. If \( x_0 < 1 \), take any \( x_n \downarrow x_0 \). Then \( T(x_n) \) is not empty. Take any \( y_n \in T(x_n) \), we can assume that \( y_n \) converges to some \( y_0 \). Then \( y_0 \in T(x_0) \neq \emptyset \).

(2) If \( x_0 = 0 \), by (1), the conclusion of Part (1) holds. If \( x_0 > 0 \), we can find \( x_n \uparrow x_0 \) and \( T(x_n) = \emptyset \). This is not possible for \( T(x_0) \neq \emptyset \).

Part (II). Define \( x_L = \inf \{x : \text{there exists some } y \in T(x) \text{ such that } y \leq 0\} \). Obviously \( x_L \) exists. If \( x_L = 1 \), we have \( 0 \in T(1) \), for otherwise, take any \( y_L \in T(1) \).
Then $y_L < 0$. Now take any sequence $(x_n)$ in $[0,1]$ such that $x_n \uparrow x_L$. Since $T$ is LLS, we can find $(y_n)$ such that $0 \leq y_n \in T(x_n)$ for each $n$ and $y_n \to y_L$. This is a contradiction. In fact, $T(1) = \{0\}$ in this case.

Now suppose that $0 \leq x_L < 1$. Then there is a sequence $(x_n)$ in $[0,1]$ such that $x_n \downarrow x_L$ and there is a sequence $(y_n)$ such that for each $n$, $y_n \in T(x_n)$ and $y_n \leq 0$. Since the set $T([0,1])$ is bounded, we can have a subsequence $(y_{n_i})$ of $(y_n)$ converging to some $y_L = \lim y_{n_i} \leq 0$. Since $T$ is (RUS), we have $y_L \in T(x_L)$. If $x_L = 0$, then $y_L = 0$. If $x_L > 0$, we can find a sequence $(x_n)$ in $[0,1]$ such that $x_n \uparrow x_L$. Since $T$ is LLS, there exists $(y_n)$ such that for each $n$, $y_n \in T(x_n)$ and $y_n \to y_L$. Since for each $n$, $y_n > 0$, we have $y_L \geq 0$. So $y_L = 0$, i.e., $0 \in T(x_L)$.

**Theorem 5.2.2** Let $T : [0,1] \to 2^{[0,1]}$ be an RUS and LLS correspondence with $T(1)$ nonempty. Then $T$ has a fixed point.

**Proof.** Define $G : [0,1] \to 2^\mathbb{R}$ by $G(x) = \{y - x : y \in T(x)\}$, then $G$ satisfies all conditions of Theorem 1. So there is an $\bar{x}$ such that $0 \in G(\bar{x})$ which means that $\bar{x} \in T(\bar{x})$.

**Example 5.2.3** Let $F : [0,1] \to 2^{[0,1]}$ be defined by

$$F(x) = \begin{cases} 
[1/3 - (x + 1)/8, 2/3 + (x + 1)/8] & x < 1/2; \\
[1/3, 2/3] \cup \{3/4\} & x = 1/2; \\
[2/5, 3/5] \cup \{3/4\} & x > 1/2.
\end{cases}$$

It is easy to check that $F$ is RUS and LLS, but it is neither upper semicontinuous nor lower semicontinuous. Moreover, it has non-convex values. Therefore the usual Kakutani fixed point theorem cannot be applied.

In [75], Strother proved the result we mentioned in Section 5.1 by constructing a continuous selection of the continuous correspondence. We give an example to show that our conditions may not allow a continuous selection.
Example 5.2.4 Let $F : [0, 1] \to 2^{[0,1]}$ be defined by

$$F(x) = \begin{cases} 
[0,1] & x \leq 1/2; \\
\{|\sin(1/(x - 1/2))|, |\cos(1/(x - 1/2))|\} & x > 1/2.
\end{cases}$$

Then $F$ is RUS and LLS, but it is not possible that $F$ has a continuous selection. For if it had, we denote it by $f$ and suppose $f(1/2) = a \in [0, 1]$. If $a = \sin(\pi/4) = \cos(\pi/4)$, we take $x_n = 1/2 + 1/(n\pi)$, then $F(x_n) = \{0, 1\}$, $d(a, F(x_n)) = (1 - \sin(\pi/4))$. If $a \neq \sin(\pi/4)$, take $x_n = 1/2 + 1/(n\pi + \pi/4)$, then $d(a, F(x_n)) = |a - \sin(\pi/4)|$. So $F(x)$ has no continuous selection. This also demonstrates that $F$ is not continuous for otherwise $F$ would have a continuous selection by Strother's Theorem. ■

Again, since $F$ is not convex-valued, the Kakutani fixed point theorem cannot be applied.

Theorem 5.2.2 does not contain Theorem 5.1.1, that is, for a monotone multivalued function in the usual sense, it is easy to show that it has a fixed point. We give another simple result in which the meaning of monotonicity is defined as follows.

A multivalued function $F : [0, 1] \to 2^{[0,1]}$ is said to be monotone if for any $x < y$, and any $u \in F(x), v \in F(y)$ we have $\min\{u, v\} \in F(x)$ and $\max\{u, v\} \in F(y)$.

Theorem 5.2.5 Let $F : [0, 1] \to 2^{[0,1]}$ be monotone with nonempty closed values, then it has a fixed point.

Proof.

Let $f : [0, 1] \to [0, 1]$ be defined by $f(x) = \min F(x)$. Then $f$ is non-decreasing. For any $x < y$,

$$f(x) = \min F(x) \leq \min F(y) = f(y).$$

Otherwise we have $\min\{f(x), f(y)\} = f(y) \notin F(x)$. Thus $f$, and hence $F$, has a fixed point by Theorem 5.1.1. ■
5.3 Applications to Game Theory

Consider a two-person game in which the two players are identified as Player 1 and Player 2. The strategy spaces for them are sets $X_1$ and $X_2$, respectively. The best responses of Player 1 and Player 2 are defined by correspondences $T_1 : X_2 \rightarrow 2^{X_1}$ and $T_2 : X_1 \rightarrow 2^{X_2}$, respectively. Let $T : X_1 \times X_2 \rightarrow 2^{X_1} \times 2^{X_2}$ be defined by $T(x) = T_1(x_2) \times T_2(x_1)$ for $x = (x_1, x_2) \in X_1 \times X_2$. The set of Nash equilibrium points of this game is defined as the set of fixed points of $T$. Note that such a game has a non-empty set of equilibria if and only if the composite correspondence $T_1T_2 : X_1 \rightarrow 2^{X_1}$ or $T_2T_1 : X_2 \rightarrow 2^{X_2}$ has a fixed point.

**Theorem 5.3.1** For a two-person game on $[0, 1] \times Y$ where $Y$ is a compact metric space, let $T_1(y)$ be the best response of Player 1 and $T_2(x)$ the best response of Player 2. We suppose that $T_1$ is continuous with nonempty closed values and $T_2$ is RUS and LLS with nonempty closed values, then there is a Nash equilibrium for this game.

**Proof.**

We define $T : [0, 1] \rightarrow 2^{[0,1]}$ by $T = T_1T_2$. If $T$ has a fixed point $\hat{x}$, then there is $\hat{y} \in T_2(\hat{x})$ such that $\hat{x} \in T_1(\hat{y})$. So $(\hat{x}, \hat{y})$ will be a Nash equilibrium of the game.

Now we prove that $T$ is RUS. Suppose that $x_n \downarrow x$ and $z_n \in T(x_n) \rightarrow z$. Then there is $y_n \in T_2(x_n)$ such that $z_n \in T_1(y_n)$. Since $Y$ is compact, without loss generality, we suppose that $(y_n)$ converges to $y$. Then $z \in T_1(y)$ since $T_1$ is continuous with nonempty closed values (hence it is closed). But $y \in T_2(x)$ since $T_2$ is RUS. Therefore $z \in T_1T_2(x) = T(x)$. That is, $T$ is RUS.

Next we shall prove that $T$ is LLS. Suppose that $x_n \uparrow x$ and $z \in T(x)$. First there is $y \in T_2(x)$ such that $z \in T_1(y)$. Since $T_2$ is LLS, there is $y_n \in T_2(x_n)$ such that $y_n \rightarrow y$. Since $y_n \rightarrow y$ and $z \in T_1(y)$, there is $z_n \in T_1(y_n)$ such that $z_n \rightarrow z$ since $T_1$ is lower semicontinuous. Now we have $z_n \in T_1T_2(x_n)$ such that $z_n \rightarrow z \in T(x)$. Thus $T$ is LLS.

So by Theorem 5.2.2, there is a fixed point $\hat{x} \in T(\hat{x})$, i.e. there is a Nash equilibrium for the two person game. ■
Corollary 5.3.2 For a two-person game on $[0,1] \times Y$ where $Y$ is a Banach space, let $T_1(y)$ be the best response of Player 1 and $T_2(x)$ the best response of Player 2. We suppose that $T_1$ is lower semicontinuous with nonempty closed convex values and $T_2$ is RUS and LLS with nonempty closed values, then there is a Nash equilibrium for this game.

Proof. In fact, by Theorem 3.2'' in Michael [56] there is a continuous selection of $T_1$. So the result follows. ■
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