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Abstract 

Finding the conditions under which quantitatively reliable hyperfine structures can 

be obtained is one of the challenges of theoretical chemistry. The hyperfine structure of 

the l4NH2 radical is investigated by means of multireference single and double 

configuration interaction techniques. Particular attention is paid to the dependence of 

the coupling constants on the reference space, the configuration selection energy 

threshold and the basis set. It has been found that the convergence can be reached at a 

high level of theory and excellent agreement with experiment is obtained. In order to 

reduce the computational cost with the minimum loss of accuracy, the basis set 

contraction is explored with respect to the hyperfine structure. Three popular contraction 

schemes are examined and it is found that all three contraction schemes yield 

convergence to the uncontracted one with a triple-zeta contraction, whereas the atomic 

natural orbital approach provides the smoothest and fastest convergence. Density 

functional theory calculations of isotropic couplings of the atoms B to 0 are also carried 

out with a variety of functional forms and basis sets. It is shown that the atomic 

isotropic coupling constants are very dependent on the functional form, the auxiliary 

basis set and the orbital basis set. 

A great deal of attention has been paid experimentally and theoretically to alkaline-

earth hydroxides (MOH). Previous studies have stressed the ionic bonding between the 

metal and the hydroxide group as an ligand. By means of high-level theoretical 

calculations, it is shown that another structure, HMO, exists. It has two low-lying 

electronic states: 2n and 2£+ . The studies have been carried out at several levels with 

a basis set of at least triple-zeta plus double polarization quality. Analysis of the 

electronic structures suggests that HBeO has two polarized covalent bonds formed from 

the sp hybrids of Be; HMgO has one covalent bond (between H and Mg) and one ionic 

bond and can be viewed as (HMg)+0~; HCaO has two ionic bonds represented by H' 

Ca2+0". 

The thesis concludes with a general proof that it is possible to achieve O(NP) time 

scaling formally with respect to the size of the molecule (N), as opposed to OtN4) with 

the conventional self-consistent-field methods. 
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Chapter 1. 

Introduction 

Chemistry is about molecules. Molecules are composed of atoms, and atoms are 

composed of electrons and nuclei. Electrons and nuclei have substructures which usually 

do not change during a chemical process which typically involves the rearrangement of 

atoms. Physicists early in this century have found the natural laws - quantum mechanics 

- governing the interactions among electrons and nuclei. Thus, from the divide-and-

conquer point of view, the chemistry is already well understood as we know the exact 

behaviour of a system composed of two particles, either electrons or nuclei or one of 

each kind. But nature does not give up that easily; no one has found the way to solve 

analytically the equations that the physicists have provided for a system which has more 

than two particles, i.e. we cannot, predict with infinite precision the behaviour of a 

molecule (the system composed of many electrons and nuclei), let alone its changes. 

The branch of science dealing with this problem is quantum chemistry. Its goal 

is to develop a quantum mechanical theory which not only is able to predict molecular 

properties and chemical processes with the desired accuracy, but also provides a clear 

physical picture and concepts to make the quantities and their changes meaningful. With 

many years of development, the role of quantum chemistry has grown enormously, from 

one of explanation to one of quantitative prediction. A system of theories from rough 

approximation to rigid calculations is being established so that chemists can use these 

1 
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tools to predict, verify or explain experimental results with increasing confidence. 

This thesis reflects my learning experience in quantum*96Xchemistr£hapter 2 

introduces the fundamental principles on which this thesis is based. Chapter 3 describes 

the major methods of quantum chemistry. Efforts have been made to present not only 

the mathematical formulae but also the physical concepts and pictures the formulae stand 

for. Although the computational quantum chemistry software packages are becoming 

more and more automatic, a fundamental understanding of concepts and theories is still 

crucial if meaningful results are desired. 

Chapters 4 and Chapter 5 are composed of my work in this field. Chapter 4 deals 

with one of the major difficulties in quantum chemistry - quantitative prediction of the 

spin polarization effect. The conditions for obtaining converged results are explored with 

a vigorous theoretical treatment. Chapter 5, on the other hand, shows the power of the 

state-of-the-art theoretical methodologies. A new series of isomers of the alkaline earth 

monohydroxides has been predicted and their structural and electronic properties are 

discussed. 

In Chapter 6, a new theoretical method is proposed to obtain the wave function for 

a large molecular system in a much more efficient and physically more meaningful way 

than by means of current standard methods. Chapter 7 concludes the thesis by outlining 

the directions of future work. 

I 
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Chapter 2. 

The Basics of Quantum Mechanics 

2.1. The Schrodinger Equation 

Quantum mechanics postulates that the state of any system is completely 

determined by its wave function Y, which is the solution of the Schrodinger equation: 

W¥ - ih^- (1) 
dt 

where H is the Hamiltonian operator, t is the time and h is Planck's constant divided 

by 2TT . For most problems in chemistry including those in this thesis, H is independent 

of time and the Schrodinger equation can be rewritten as an eigenvalue problem: 

HY - £Y (2) 

where E, the eigenvalue of the Hamiltonian operator, is the total energy of the system 

under study. The corresponding state of the time-independent Hamiltonian, the 

eigenjunction Y, is called a stationary state. Usually the wave function is normalized 

to unity: fa'Vdx - 1, 



I 

4 

Chemistry problems involve two kinds of particles: electrons and nuclei. In the 

absence of an external field, the total energy is the sum of the kinetic energy of the 

electrons and nuclei, and the Coulomb energy between the electrons and the nuclei. The 

corresponding Hamiltonian operator can be written as: 

H-fN+ft + V(rJ + V(rj + V(rm) (3) 

%2 

where f represents the operator for kinetic energy and has the form —iL-V2 for each 
2m 

particle with the mass m. y , the operator for Coulomb energy, has the form f > which 
r9 

depends on the distance r. between the two particles and their charges q., q,. The 

subscripts jv and e stand for the nuclei and the electrons, respectively. 

Since electrons are much lighter and thus move much faster than nuclei, one can 

assume (Born-Oppenheimer approximation) that the nuclei do not move when the 

electrons are studied. Thus f can be neglected and y becomes a constant. The 

Hamiltonian for the electrons in the atomic units'" becomes: 

* Atomic units are used throughout this thesis. In atomic units, fi, m and q are all equal to 1. 
The atomic unit of energy is the hartree and the unit of length is the bohr. One hartree equals 
4.35954X1018 J and one bohr equals 5.29167x10" m. 

I 
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where j , j are the indices for electrons, a, ft the indices for nuclei, and z is the nuclear 

charge. The first term is the single electron contribution which contains no electron-

electron interaction and is usually abbreviated as Y)ti-
iee 

One of the most important consequences of Equation (2) is that the change of the 

state can be scattered, i.e. Y _ v , Y2, ••• The discrete states usually exist for the 

systems in which the particles are limited in space. The boundary conditions for the 

wave function make it dependent on discrete m-mbers. These numbers are called 

quantum numbers. The electrons in an atom or molecule can only move around the 

nuclei due the attraction of the latter and therefore have discrete states. This explains 

atomic and molecular spectroscopy and leads to the molecular orbital model which is the 

basis of quantum chemistry. 

The physical interpretation of the wave function is thzty (7 ^-^Y^F./^drJ-" 

is the probability of finding particle i in (F f + dr) = particle 2 in (r„ r2 + dr), etc. 

In quantum chemistry, the concept of electron density is used more frequently. It is 

proportional to the probability of finding an electron around a point in space. 
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2.2. Observables and Operators 

In addition to the discrete states, quantum mechanics takes a different view of the 

physical world. Unlike classical mechanics which allows one to easily visualize the 

dynamics of a system defined by the coordinates and momenta of the particles, from 

which physical properties of the system can be directly obtained, a quantum state is 

completely defined by a wave function. The properties have to be obtained by 

"observing1, the wave. That is, measurable physical properties, called observables, are 

obtained by applying the corresponding operators to the wave function. 

When an operator o for the observable O is applied to a normalized wave 

function Y, two situations can occur. If the wave function is an eigenfunction of the 

operator, the eigenvalue will be the observed quantity for every measurement at different 

times. If not, then one may obtain different values that are the eigenvalues of o when 

measuring at different times and the ideal average or the expectation value of the 

measurements will be: 

O - j V o Y d t - (Y|0|Y) (5) 

In the last equality, the Dirac bracket notation is used to symbolize the integration. The 

condition for two operators being able to share the same eigenfunction is that they must 

commute: 
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A A A A A A t£\ 

[A, B] - A3 - BA - 0 W 

The probability of obtaining each eigenvalue of o can be calculated; the formula will 

be given in the next section. 

Quantum mechanics states that an operator for an observable is linear and 

Hermitian. When an operator is Hermitian, for any function q>, it has the property: 

< < p | d | < p > - (<p|0|q>>* W 

The immediate result of Equation (7) is that any eigenvalue of 6 is real, as 

required since it is an observable. The Hamiltonian operator defined in Equation (4) is 

an example of a linear Hermitian operator whose eigenvalues, the energies, are always 

real. Two other important properties of a linear Hermitian operator are: (i) its 

eigenfunctions, (h , are orthogonal to each other: 

and (ii) the eigenfunctions form a complete linear space. That means any well-behaved 

function f can be expanded as a linear combination of the eigenfunctions : 

/-£<*,l/to>< (9) 



I 

8 

where ($.\f> is the expansion coefficient. 5.. in Equation (8) is the Kronecker delta, 

sometimes also denoted as 6(y). It is equal to l when i - j and o otherwise. 

2.3. The Principle of Superposition 

The uncertainty due to the fact that each measurement to the same system may be 

different is "completely opposed to classical ideas, according to which the result of any 

observation is certain" (Dirac1). In quantum mechanics, a state A may be formed by 

a linear combination of states B and c . and the result of an observation on A can be 

either £ or c with a finite probability. This principle is called the principle of 

superposition, which "forms the foundation of quantum mechanics" (Dirac1). This 

principle gives the physical meaning to Equation (9). 

The probability of a given result can be calculated. Suppose the set of $ . are the 

eigenfunctions of a linear Hermitian operator d with eigenvalues 0. and f is the 

normalized wave function of a state which is a linear combination of the (h.: 

/ - E c ^ do) 
i 

then one can derive from Equations (5), (8) and (9) that the probability of obtaining 0. 

is: 

I 



p(o) - Cf* - \c. 

Since/ is normalized, l e c t 

in quantum chemistry, the concept of state superposition has been widely used to 

interpret the molecular wave function. 

2.4. Variation Principle 

Due to the completeness of a Hermitian operator (Equation (9)), any well-behaved 

function can be the function f in Equation (10). If we take y in Equation (5) as / in 

Equation (9), we can obtain the expectation value (Y|0|Y) as: 

(YlOlY) - Y \c\2o. - \c • \2o . + •• + \c.\2o. + •• + |c \2o (12) 
I I Z_/ I n I I nun I nun I n i I mail max v-1-"/ 

i 

The direct result of the above equation is that the expectation value of any function 

to an Hermitian operator is between the smallest and the largest eigenvalues of the 

operator. Since the Hamiltonian is Hermitian, this conclusion leads to the variation 

principle: the expectation value of any normalized trial function is an upper bound to the 

exact ground state energy. The ground state is the state with the lowest energy. That 

is: 

9 

(11) 
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(Y|# |Y>^£ 0 (13) 

The variation principle is the mathematical foundation of quantum chemistry. 

Most chemical processes, as other things in nature, occur in the electronic ground state 

of the system. The best approximation of the wave function can thus be obtained by 

varying the parameters of a trial function to minimize the energy expectation value 

(referred to hereafter as simply the energy). 

In the following section, several important properties pertaining to atomic and 

molecular systems will be introduced. 

2.5. Some Important Operators 

2.5.1. Angular momentum and spin 

In addition to energy, angular momentum M due to the distribution of particles in 

space is another basic observable. The commutation rules for M , M J M > M2 are: 
x y z 

[Mx, My] - ihMz d4) 

[Mf2, M J - 0 (15) 
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In addition: 

[&, M,} - 0 (16) 

A A h . n (17) [H, Ml - 0 

The possible eigenvalues of M, and M1 can be derived from the above 

relationships: 

M\bn-l{l* l)Jf>fa a - 0 , j , 1, | , •••) (18) 

^<P/ffl " mh(Cin, On - - / , - / + 1, • • - , / - 1, 0 <19) 

where / is the angular momentum quantum number and /« the magnetic quantum 

number. Since 3/ , M1 and jy commute with each other, for each energy and angular 
z 

momentum magnitude, there are 2/ + 1 states with different m, i.e. 2/ + 1 degenerate 

states with the same energy and magnitude of the angular momentum. These quantum 

numbers are particularly useful for defining the state of an atom. For example, the 

energy of the hydrogen atom is determined by the principal quantum number «. For 

each n, / can be o, 1, ... H - 1 , and the degree of degeneracy is n
2. The 

I 
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eigenfunctions for jfr and M2 can be shown to be the spherical harmonics y/"(9,<j)) • 

Therefore, the angular momentum operators provide a great deal information about the 

wave function even before the Schrodinger equation is solved. 

2.5.2. Spin 

The electron itself has an intrinsic angular momentum s, called spin. In 

nonrelativistic quantum mechanics, electron spin is introduced by means of a postulate. 

The spin operators S , S2 have exactly the same commutation rules as M and M2 • A 

single electron only has two possible states, usually denoted as a and p , with magnetic 

quantum numbers m - — or - i . and the angular momentum quantum number, called 
J 2 2 

the spin quantum number, s - — • As in the case of the eigenfunctions of other 
2 

Hermitian operators, a and p are orthogonal to each other and assumed to be 

normalized. 

Generally speaking, one more term will arise in Equation (3) due to the interaction 

between the angular momentum of an electron system and the spins of the electrons, but 

it is very small and usually treated as a perturbation. Thus, a wave function will be a 

simple product of two parts - the spatial part and the spin part - to make itself an 
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eigenfunction of both the Hamiltonian and the spin operators. 

In a many-electron system, most of the electrons have opposite spins. The totals 

of the system is the sum of the S for each electron. That is: 

4 - E i, (20) 

The calculation of the total s2 for the. system is a bit more involved, but can be done by 

using the commutation relationship for the angular momentum. A system whose s is 

zero is called a closed-shell system. Otherwise, it is called an open-shell system. 

2.5.3. Antisymmetry of electron systems 

When one observes the state of a quantum system composed of the same kind of 

particles, such as electrons in a molecule, the observation, (or the operator,) is made on 

the wave function, i.e. the system as a whole, not each individual particle. Therefore, 

each individual particle is not distinguishable from the others. That is to say that the 

Hamiltonian commutes with the permutation operator p.. which exchanges the positions 

of particles j and j . 

p has two possible eigenvalues l and - 1 . An electron system is found to be the-l 

state. That is the wave function Y ( - y y y y ) for an atom or molecule should have the 
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following property: 

Y(v7v>") - -Y(v>,F,,") (2D 

which is also a general expression for the Pauli principle. 

t 
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Chapter 3. 

The Foundations of Quantum Chemistry 

Quantum chemistry applies quantum mechanics to a molecular environment. It has 

two goals: one is to build up a system of concepts to interpret observations or to provide 

foundations for chemical concepts, the other is to predict quantitatively physical and 

chemical properties. 

There are two major difficulties in quantum chemistry. Qualitatively, since 

molecules are made of atoms, it is natural to attempt to understand chemical phenomena 

in terms of the properties of atoms. But as far as quantum mechanics is concerned, 

electrons in a molecule are not distinguishable and thus belong to all the atoms. This 

implies that there are no clear boundaries among the atoms in a molecule. 

Quantitatively, the general mathematical procedure to solve a multidimensional 

problem like Equation (2) is to break it down into one-dimensional problems. But 

unfortunately, this approach cannot be used without making an additional approximation 

because — is not separable. Therefore, quantum chemistry, by nature, is approximate. 
r i2 

Its development can be seen as the efforts to define the dominant factors affecting the 

chemical and physical properties of a system so that these properties can be understood 

and calculated. 

15 
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The theories and mathematical formulae this thesis is based on are part of so-called 

ab initio methods which do not include any empirical parameters, as opposed to 

semi-empirical methods that include parameters chosen on the basis of experimental data. 

In ab initio methods, the parameters of a trial wave function are obtained by the 

optimization of the energy according to the variation principle (Equation (13)). The trial 

function is usually a linear combination of some limited one-electron and multi-electron 

basis functions. 

Hartree-Fock theory is central to quantum chemistry and will be covered in detail 

in the following sections. Special attention has been given to the restricted open-shell 

method which is usually not covered in detail in standard quantum chemistry textbooks. 

Major correlation methods are also presented with the emphasis on the configuration 

interaction and multiconfiguration self-consistent-field algorithms upon which the research 

in this thesis is based. 

3.1. Molecular Orbitals and Self-Consistent Field Methods 

3.1.1. Unrestricted Hartree-Fock method 

The simplest approximation for a wave function is to assume that the function for 

each electron is independent and the total wave function is the product of one-electron 

wave functions. Since electrons have spin, the one-electron function is a product of a 

spatial part y(f) and a spin part, which is either a or p . Thus, the one-electron 



17 

function can be represented as iji(F)a or \jr(r)p (see Section 2.5.2). A trial function for 

a many-electron system then becomes: 

Y = i|f1(l)a(l)i|r2(2)p(2)i|r3(3)a(3)- (22) 

The spatial function is called an orbital, or molecular orbital (MO) if the system under 

study is a molecule, and the one-electron function is called a spin-orbital. The numbers 

of a and p spin orbitals are determined by the total spin of the system. 

According to the antisymmetry principle (Section n *> 3), the wave function should 

change sign when two electrons exchange their positions. A Slater determinant1 has this 

property and can be represented as: 

(nl) -1/2 

i|r,(l)«(l) i|r2(l)P(l) 
1r,(2)«(2) i|r2(2)P(2) 

tyy(n)a(n) ty2(n)a(n) 

1rl,(2)«(2) 

t„(«)a(/z) 

(23) 

where (n\)~iiz is the normalization factor and n is the total number of electrons. 

Equation (23) is often abbreviated as det[ijr1(l)a(l) i|r2(
2)P(2) * ' * ^„(n)ct(n)]. 

For mathematical convenience, the spin-orbitals are usually assumed to be 

orthogonal to each other. That means that since the spins « and p are orthogonal to 

each other, the orbitals associated with the same spin are constrained to the following 

condition: 
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^ 1 * , . } - 5ry O n S i - m J (24) 

where m and m are the spin quantum numbers. The energy of the trial function 
S, Sj 

<Y|Jf|Y) (see Section 2.1 for the expression of the Hamiltonian) under the orthogonal 

conditions then is: 

E - <Y|tf|Y) - $ > , | % , > + ^ E {(ilr.^.lilr^; - 5 ( /» ,mJOl i^ l^ , ) ) ( 2 s ) 

< *• ij 

where 

ft in i A rr l^^*M2Ml^ w (2© 
r i 2 

In Equation (25), the first term is the one-electron part that includes the kinetic 

energy of the electrons and the potential energy of attraction to the nuclei. In the second 

summation, (^.^ ,|i|r.i[r.) is the repulsion energy between electrons in orbitals Tjr. and 

ijf.. The (ijr .\jr .|\|r .i|r.) term is due to the antisymmetry requirement which does not have 

any classical interpretation. Because the integration is over spins, (\|r i[r.|i|r.i}r.) will 

vanish if the / th and j th spin-orbitals have different spins. The nuclear repulsion 

energy (the third term in Equation (4)) is omitted because it is a constant and will 

disappear during the variation procedure. 
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According to the variation principle, the best approximation to the exact wave 

function for the ground state can be obtained by varying the orbitals y. under the 

orthogonal constraint (Equation (24)). This is an optimization problem and can be solved 

using Lagrange's method of undetermined multipliers: 

b(E - £ e.Gjr.ltJr; - £ e^^fi - 0 (27) 

where the e.. are the undetermined multipliers. (Please note 5 in the above equations 

means variation). By substituting Equation (25) into Equation (27), the optimization 

problem becomes: 

0 - £ « H ,•!%;> + E K H . t / l ' W - HmsmJ(6iJ;ii|//|ij//|f,-)} 
' J ' (28) 

- E^K/V^-IV* 

Since each 8\jj* is independent of all others, the above equation leads to the following/* 

simultaneous equations for the orbitals with spins a and p : 

& + E J) - E 4 > W - ^ W - Eefflv/> a e«) (29) 
/'eaVp jea jea 

and 

1 I 
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<fi+ E I - E ^ W - **A*) - E«J*,> ('6 P) (3°) 
jeoVp ;ep ;ep 

in which /?* and /?? are called Foci' operators. The Coulomb operator j and the 

exchange operator K. are defined as follows: 

r i2 

fi|r* (2)\|r(2) , „ . 

r i2 

The Coulomb operator j . is the Coulomb potential from the electron in orbital ^ . . The 

exchange operator jt, arising from the antisymmetry requirement, does not operate 

locally like J., but rather it is defined in terms of the function upon which it operates. 

Similarly, there is another set of equations which are conjugates to Equations (29) 

and (30) arising from varying Equation (27) by 5^*. The two equations are as follows: 

<i|r,|F' - E e A I (*"ea) (33) 
jsa 
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and 

(i|r,|Fp - $>;i<T|r | (i e P) (34) 
;ep 

Since the Hamiltonian is Hermitian, one can show that the Fock operators are Hermitian. 

By taking the conjugate of Equations (33) and (34) and comparing the new equations with 

Equations (29) and (30), one can find that the solutions of Equations (33) and (34) 

guarantee that the matrix [e..] is Hermitian: 

(35) 

In order to solve Equations (29), (30) and (35), two observations should be noted. 

First, Equations (29) and (30) involve only the g . with j and j belonging to the same 

spin. Therefore the e . with j and j belonging to different spins can be assumed to be 

zero and the matrix can be divided into two diagonal blocks, one for each spin. 

Diagonalization of [e..] then can be done within each block. Secondly a determinant has 

the property that adding one column to another results in no change. That means a 

unitary transformation of the orbitals within each spin does not change the trial wave 

function and, thus, the Fock operators do not change. Therefore, it is always possible 

to transform the orbitals so that [G ..] becomes diagonal and thus to write Equations (29) 

and (30) in a form similar to the eigenvalue problem: 
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F"\y) - ejijr,} (z e w - a or P) (36) 

Since the Fock operators depend on their eigenfunctions, an iterative calculation 

process must be carried out until the Fock operators have the same eigenfunctions as 

those from which the operators are formed. The eigenvcuue e . , commonly denoted as 

e., is real since it is Hermitian. It has the unit of energy and is interpreted as the orbital 

energy. In addition to the occupied orbitals, the eigenfunctions which are used to 

construct the Fock operators, there are many other eigenfunctions that are solutions of 

Equation (36). These eigenfunctions are called unoccupied orbitals or virtual orbitals. 

The orbital energies of the occupied orbitals are always lower than those of the virtual 

orbitals in order to ensure the minimum total energy. 

The concept of an orbital originated from Bohr's study of the hydrogen atom, 

which helped to shape the quantum mechanics. Hartree3 first proposed the simple 

product of one-electron functions (similar to Equation (22) but without the spin) as a trial 

function for the study of atoms. Later Fock4 and Slater5 independently introduced 

antisymmetry into the product of orbitals and established the Hartree-Fock (HF) method. 

In the HF method, an electron moves in a ime-averaged electric field produced by all 

the other electrons as expressed by the Coulomb and exchange operators. The function 

or orbital for the electron is the eigenfunction of an effective Hamiltonian (the Fock 

operator). The eigenvalue of the effective Hamiltonian becomes the energy of taking a 

electron from the orbital to infinity, i.e. the ionization energy (Koopmans' theorem6). 
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Since the average field and the orbitals depend on each other, the final orbitals should 

yield a field that will produce themselves. This method is called the self-consistent-field 

(SCF) method. 

Despite its simplicity (or due to its simplicity, depending on the point of view), the 

HF method, or the orbital model, is the core of quantum chemistry for both qualitative 

analyses and quantitative predictions. Although the orbitals change whenever there is a 

change of physical or chemical conditions, the variations have often been found to be 

small and the orbitals can be assumed to remain the same for qualitative analysis or even 

semiquantitative calculations such as frontier MO analysis. Quantitatively, it can be 

easily shown that a determinant which is formed by substituting an occupied orbital with 

a virtual orbital will not interact with the ground state determinant (Brillouin's theorem): 

(Y*|H|Y> - 0 (37) 

where *p?> called a singly-excited configuration, is the normalized determinant with the 

i th occupied orbital replaced by the ath virtual orbital. Brillouin's theorem leads to the 

conclusion that the HF wave function is correct to the first-order if it is taken as the 

zeroth-order approximation for a perturbation treatment7. 

The equations given so far belong to the unrestricted-HF (UHF) method, 

formulated by Pople and Nesbet8. For a closed-shell system, the numbers of a andp 

electrons are the same and may lead to the same p" and pf . This in turn results in the 
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same set of orbitals for the & and p electrons, or in other words, all the orbitals are 

doubly occupied by two electrons with opposite spins. In an open-shell system, however,/8 

and j?? are not the same, resulting in different spatial distributions of a and p orbitals, 

i.e. all the orbitals are singly-occupied. Because of this, the UHF method can describe 

the spin-polarization effect which will be discussed in the next chapter. 

3.1.2. Restricted open-shell Hartree-Fock method 

A UHF wave function for an open-shell system generally is not an eigenfunction 

of the spin operator s2. A single determinant trial function is an eigenfunction ofs2 

only when all the occupied orbitals are either doubly occupied, or singly occupied by the 

electrons with the same spin. This observation leads to the establishment of the 

restricted open-shell HF (ROHF) method. In the ROHF method, a trial wave function 

is composed of two types of orbitals. The closed-shell orbitals are doubly occupied and 

can be shown to have zero contribution to s2- The open-shell orbitals are singly 

occupied by either an a or a p electron. The open-shell part may contain more orbitals 

than electrons. For example, it is commonly known that the electronic configuration of 

the ground state of the boron atom is (ls)2(2s)2(2py • (ls)2(2s)2 is the closed-shell part. 

The 2p shell has three orbitals ip , 2p and 2p , from which six determinants or 
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Yj - det[l*(l)a(l)lsC2)p(2)2j(3)o(3)2s(4)p(4)2pJt(5)a(5)] 
2p/5)a(5)] 
2pz(5)a(5)] 
2^(5)P(5)] 

Y2 - det[ 
Y3 - det[ 

* 4 

Yc 

det[ 
det[ 

Y6 - det[ 

closed-shell 
closed-shell 
closed-shell 
closed-sehll 
closed-shell 

(38) 

2py(5)P(5)] 
2pI(5)P(5)] 

Since an atom has spherical symmetry, the two trial functions corresponding to the 

two spin states should be: 

Y, 
2 

Y I 

_ l 

I 

- 3_2(Y4 

+ Y2 

+ Y5 

+ y3) 

+ ^ 

(39) 

where the subscripts indicate the S value of the functions. It is obvious that the two 

functions will give the same energy: 

E - £2^1%; - E i ^ W + 4E w ,*,#,*,) 
ieC ieO •> A'̂ 'eC (40) 

- 20jr.i|r.|,J/.,},.)} + 1 £ {2(1^1 t|f , 1 ^ - ( i l / ^ l ^ / ) } 

Compared with the energy expression for an UHF wave function (Equation (25)), 

the energy expression for the ROHF wave function has a few main differences. First, 

the ROHF energy expression is more conveniently divided into the closed-shell part and 

open-shell part and the interactions between them, as opposed to dividing the UHF one 
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into different spins. Secondly, the coefficients of the one-electron and two-electron terms 

depend on the type of orbitals in ROHF, rather than being the same for all the orbitals. 

Unlike a UHF trial function where all the orbitals are singly occupied, the orbitals in an 

ROHF trial function can have occupancies of 2, 1 or a fraction. As shown in the above 

equation, the Coulomb energy between doubly occupied closed-shell orbitals is foui cimes 

that of two singly occupied orbitals. The exchange energy, on the other hand, is two 

times since only the interactions between the electrons with opposite spin are included. 

When a doubly occupied orbital interacts with a singly occupied orbital, both the 

Coulomb part and the exchange part are half the value of those in the case of two doubly 

occupied orbitals. Since the occupancy for the three p orbitals is one-third, i.e. the 

unpaired electron is shared equally among the three orbitals, the coefficients 1/3 and 1/6 

appear for the one-electron part and the Coulomb and exchange parts. 

This unsymmetrical representation of the orbitals in the energy expression reflects 

the fact that an ROHF Slater determinant will be changed by a unitary transformation 

that mixes closed-shell and open-shell orbitals. For example, a unitary transformation 

between 2s and 2p orbitals in the determinant Y, will result in a new determinant 

det[closed-shell- 2p a2p p2^a] which will yield a different energy expression when 

Equation (40) is applied. This means the Fock operators for an ROHF wave function 

will change under a unitary transformation and an eigenequation (Equation (36)) cannot 

be assumed. However, it is desirable to transform the problem to an eigenvalue equation 

since the methods of solving these equations have been well developed. 

The standard method to solve this problem originated with Roothaan9. He 
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realized that a unitary transformation within the open-shell orbitals does not change the 

energy expression in most cases and a diagonalization can be assumed within the open-

shell and closed-shell, respectively. The cross terms then can be cast into the Fock 

operators to obtain a pseudo-eigenequation. In many cases, the energy expression for 

an open-shell system can be written as: 

E - 2 £ < i | r t | % ; + £ ( 2 ^ t | / , | T | r ; - tyk\&t\*2) 

+ 2£<i|rJ./jt|i i l) - (yk\Kjyj))] (k,l e C, m,n e O) 

where a, b and f are numerical constants depending on the specific case, f is the 

occupation fraction, e.g. it is _ when the open shell is half-full, a and b are chosen 
2 

so that the trial function is an eigenfunction of § and s2 and has the symmetry of the 

system. For example, in the case of the boron atom, a - b - 0, and f _ -I. 
6 

By virtue of the variation principle and Lagrange multiplier method, optimizing 

the trial function is equivalent to solving the following variational problem: 

b(E - £ 2e,.(i|/,.|i|/,» - 0 (42) 
ijeC+O 

which results in the simultaneous equations: 
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(h + £(2i, - K) +f£&H-ijM - J M * ; - Ee«i*P+ E^w 
i n / w 

(43) 

fific +/£<?*!, - bKjWj - />„,> - i » ; + X>j*m> (44) 

and the Hermitian condition for the multipliers e..: 

e,/ " e;v 
(45) 

jp and p are the Fock operators for the closed-shell orbitals and open-shell orbitals, 

respectively. 

So far, this procedure is similar to the one for an UHF trial function (Equations 

(27) to (35)). But since the energy generally will change with a unitary transformation 

of the orbitals, the Fock operators will change accordingly and the matrix [g..] cannot 

be assumed to be diagonal without modification of the Fock operators. Therefore, the 

Equations (43), (44) and (45) cannot be simply reduced to an eigenvalue problem like 

Equation (36). However, one can assume that [g ] is partially diagonalized within the 

closed-shell orbitals or open-shell orbitals and Equations (43) and (44) become: 

^ W - e * k * > + EeJY«> (46) 

I 



^oW-E^W + e-W 

Here one can see that: 

Then the Hermitian condition (Equation (45)) results in: 

Upon combining this equation with Equation (46) one obtains: 

/» 

which can be rewritten as a pseudo-eigenequation: 

( ^ c - E l * > . ^ o ) l * * > - e * l * * > (52) 
n. 

It can be easily shown that the Hermitian condition of [e..] is satisfied. To make the left 

side of the above equation Hermitian, one can add a zero term and change it to: 

[Fc - £ ( / ? 0 | * > J + \* J* m\*J\\* } - ^ c l t ; - e , W (53) 
m 

Similarly one can obtain a pseudo-eigenequation for the open-shell orbitals: 

29 

(47) 

(48) 

(49) 

(50) 

(51) 
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&o - EctfcWnl+ W ^ C ) ] W - KWJ - *mWJ (54) 
k 

The problem has thus been changed to an eigenvalue one by absorbing the cross terms 

into the diagonal terms using the projection operators y \y Xijr | for the closed-shell 

and open-shell orbitals. Equations (53) and (54) can be solved by an iterative procedure 

similar to the case of UHF and the method described is therefore a SCF method. 

There are many ways to write the pseudo-eigenequations. In fact, it is possible 

to make the pseudo-operators p' and p' the same9. It should be noted however that 

Brillouin's and Koopmans' theorems do not apply to the ROHF solutions. 

The energy expression of an ROHF wave function in Equation (41) is applicable 

to most cas Davidson10 has proposed a more general energy expression: 

E - En^jAin/,) + ^ E ^ M W - ^fi\*,\*ft + TE P W W 
I l iJ l ^ij>K 

(55) 

The trial wave function is written as a linear combination of Slater determinants of 

orthogonal orbitals: 

Y - Es d e t tV*iP"M^iXi / -4w^} (56) 

n. is the orbital occupation number. The last term in Equation (55) adjusts the exchange 

I 
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energy according to the distribution of spins among the open-shell orbitals of all 

determinants: 

Pv - hi - 1 ~ 2EW&iMM^M (57) 
p,q Irij 

The [e .] pertaining to those open-shell orbitals among which p.. is - l can be 

assumed to be diagonalized and the orbitals are grouped into diagonal sets. The cross 

terms between the sets were handled in the same fashion as Roothaan's method. 

Davidson's method covers most open-shell cases. Most generally, the energy 

expression11 for an arbitrary linear combination of Slater determinants can be written 

as: 

E - E W*iMvj> + E^t i t , - !^ , ) - PtfOlr̂ liMr,)) (58) 
u u 

where the parameters are decided by the specific state and the symmetry of the system 

under study. A general form of the pseudo-eigenequation can be given using projection 

operators. 

So far, we have seen that solving a ROHF problem is much more complicated than 

a UHF one. Davidson12 pointed out, however, that it is actually possible to obtain an 

ROHF solution for many systems by using the UHF procedure. It is because for these 

systems, such as the atoms B to F, the open-shell orbitals have different symmetry, i.e. 

belong to different symmetry representations from the closed-shell orbitals. The 
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orthogonal conditions between the closed-shell and open-shell orbitals thus become 

redundant and can be removed. The e „ connecting them can be assumed to be zero. 

Under this circumstance, the variation of the orbitals will be in the same symmetry 

representation and no mixture with the closed-shell orbitals, which belong to a different 

symmetry representation, will occur. 

Consider the case of the boron atom as an example. If the Y, configuration is 

used as a trial function for a UHF procedure, the resulting energy £ will be the same 

as £ when Y4 is used as a UHF trial function. In addition, the resulting a orbitals 

and p orbitals in Y will be the same as the p orbitals and a orbitals, respectively, in 

Y. . When the spin of the electron in the p orbital of Y, changes from a top 

without a change of the orbitals, the resulting energy will be higher oecause the two 

orbitals in each closed-shell are not equal to each other, although the configuration is the 

same as Y , . If — (E. + E^) is optimized instead of E. and E4 separately, the a andp 

orbitals in the two determinants will be averaged to the same set, resulting in an ROHF 

representation. 

Obviously, the equivalence of orbitals can be treated in the same way. Using the 

same example, we know that the three orbitals 2p , 2p and 2» are equivalent due to 
x y z 

the spherical symmetry. Equivalence can be achieved by averaging all six configurations 

which would give the same energy under the UHF scheme. 
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3.2. LCAO Method and Basis Sets 

The HF equations are a set of integro-differential equations and can be in principle 

solved exactly by numerical methods and the energy obtained is called the HF limit. 

The calculations of the HF limit are mainly for the purpose of calibration and are too 

computationally demanding to implement for most cases. In this section, methods which 

lead to approximate solutions of the HF equations by the techniques of linear algebra are 

introduced. 

3.2.1. Roothaan equations 

The contemporary methods for solutions of the SCF equations are rooted in 

Roothaan's stuay13 in 1951 in which he suggested that the SCF equations be solved in 

the space of a finite basis set. 

Suppose that an orbital ^ . is a linear combination of a set of basis functions 

{4vl : 

* , -£>„ , • , (59) 

where N is the nurber of basis functions. A pseudo-eigenequation then becomes a 
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secular equation: 

EC\„ - «Wcw • ° (60) 
V 

where F is the Fock matrix (§ \p\$ ) and s is the overlap matrix {$ \§ ). 

77?e Roothaan equations (Equation (60)) define the main theme of quantum 

chemistry in which the Schrodinger equation is solved approximately by the methods of 

linear algebra. 

3.2.2. Basis set functions 

The Roothaan equations are not necessarily approximations to the original HF 

eigenvalue equations. They are accurate if the space of the basis function set is 

complete. Unfortunately, a complete set usually has an infinite number of functions and 

is generally not applicable. Instead, a great deal of effort has been spent on searching 

for efficient finite basis sets which yield as little loss of accuracy as possible. 

It is natural to choose atom-centred functions for two reasons. First, a molecule 

is composed of atoms and can only be dissociated into them in a chemical process. It 

would make a qualitative explanation easier if a wave function of a molecule is made of 

atomic functions too. Secondly, it has been found that the total atomization energy of 

a molecule is a very small fraction of the total energy. Therefore using atomic functions 

can yield a good quantitative approximation. 
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The exact wave function for the simplest atomic system - the hydrogen atcn - has 

been found to have the form R Jr)Y\(B,§)- R ,(r) is expressed as follows: 

_L n-l-l 

R^" r'e " £ c/ (6D 
1-0 

where «, / and m are the principal and angular momentum quantum numbers (see 

Section 2.5.1). Slater proposed that an analogous type of function should be the trial 

function for atomic orbitals of other atoms: 

Snlm « r»-le-<r Y,mM) (62) 

where f is to be determined by a variational procedure. This type of orbital function 

is called a Slater-type orbital (STO). 

Each STO is characterized by the quantum numbers «, / and m- The orbitals 

with the same n are in the same shell. In each shell, there are 2/ + 1 orbitals with the 

same / which form a subshell. The subshells are named conventionally as s, p, d,f... 

for / equal to 0, 1, 2, 3, etc. The exponential factor £ controls the decay of the radial 

function. The inner shells - the shells that have small « and are closer to the nucleus -

have larger £ and therefore lower orbital energies. The outer shells have smaller f and 

higher orbital energies. The differences between a STO and a wave function of hydrogen 

} 
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are that the radial function of the former does not possess the nodal property of the latter 

and that the subshells of a many-electron atom yield different orbital energies (the larger 

the I, the higher the orbital energy). A STO can also be expressed in Cartesian 

coordinates. Y *(&,$) is a polynomial of sin0. cosO and cosc|> and can be transformed 

into x{, y1 and z
k or their linear combinations by multiplying by /•'• That is: 

Smjk " * y Z V ,"VC r (63) 

where i + j + k - I-

The following are some examples of atomic STOs for is, ip and 3d shells: 

5, « r e ' C l / (64) 
IS 

5 cc x e " V (65) 

5 M « J C V C 5 / (66) 

These real functions are not the eigenfunctions of M and M2, but their linear 
z 

combinations are. This change is allowed for energy calculations because the states with 

the same m are degenerate and their energy will not be changed by a unitary 
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transformation within them. In the above representation, there are six d functions with 

$ + 5 + 5 equivalent to 5 . This is redundant and, thus, five linear combinations 

of these d functions are often used i istead: d , d . d , d i-d i and w ,_</ , - J , . 
xy xz yz x y* 2z * y* 

STOs closely resemble the atomic orbitals and are able to yield results near those 

obtained from the numerical HF method. The problem is that the multicentre integrals 

are extremely hard to evaluate. The Fock matrix for a closed-shell system has the 

following form: 

FVii " <*vl%> + E ^,x[2(vu|aA) - <v*|au)] (67) 

When the basis functions are from different atoms, the integral (j//x|crX) becomes too 

complicated to calculate analytically. Despite tremendous efforts to develop methods for 

the evaluation of these integrals, the use of STOs is primarily restricted to the study of 

diatomic or linear molecules. 

The Gaussian-type orbital (GTO), proposed by Boys14 is almost exclusively the 

choice of basis function type for ab initio quantum chemistry calculations. A GTO has 

the following form: 

GHk «*yz**'Cr* (68) 

in which the exponents are obtained usually by optimizing the atomic HF wave function 

of the ground state of an atom. 
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The advantage of the Gaussian function is that a multi-centre integral can be 

reduced to a two-centre integral which can be calculated analytically. This has great 

importance for the application of quantum chemistry methods as it makes calculations on 

polyatomic molecules feasible. Please note that GTOs do not include the shell numbers 

because they do not have the preexponential part as in STOs. Instead, each atomic shell 

is reflected by its exponential factor. 

On a one-to-one basis, the performance of a GTO does not match that of a STO. 

In particular, a GTO does not possess the cusp of a true wave function, i.e. a true wave 

function has a slope proportional to the function value at the nucleus whereas a GTO 

gives zero slope at the nucleus. GTOs are competitive, however, because a STO or an 

atomic orbital can be well fitted by a number of GTOs. Although less efficient than 

STOs in terms of the number of functions, GTOs have made quantum mechanical 

calculations feasible for polyatomic systems. The inefficiency incurred by the increase 

in the number of basis functions can also be reduced by basis set contraction, i.e., the 

GTOs are grouped together in a linear combination: 

VEV» (69) 
x 

where the (j> are the basis functions to be used in the formation of MOs as in Equation 

(59). These functions are also called contracted Gaussian functions as opposed to the 

uncontracted Gaussian functions g (also called primitive Gaussians). "Hie contraction 

coefficients are taken from HF atomic orbitals. 
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3.2.3. Basis set contractions 

The basis set contraction is an important concept. As mentioned above, a single 

GTO does not converge well to the true orbital and thus more Gaussian functions are 

needed, which increases the size of basis sets. From Equation (38) one can see that the 

construction of a Fock matrix element involves four basis functions, which means the 

computing time for the SCF part is proportional to jv4. When the basis functions are 

used for a molecule which contains K identical atoms, the time scales as (KN)4-

Therefore, it is very important to limit the number of basis functions while minimizing 

the loss of accuracy. 

The concept of basis set contraction also makes physical sense. When atoms form 

a molecule, the atomic orbitals are deformed or polarized by the molecular environment, 

but are not destroyed completely. The closed-shell atomic orbitals, in fact, remain 

largely unchanged so that the atoms are still distinguishable in a molecule. It has been 

found in calculations with uncontracted primitive Gaussians that the primitives are 

divided into several groups and the ratios of the coefficients in a group remain relatively 

constant. Also, the dissociation energy is usually only a few percent of the total energy, 

indicating that the atomic functions do not change much in a molecule. 

Dunning15 proposed some rules-of-thumb for the contraction of primitive 

Gaussians. First, functions of greatest importance in regions between the nuclei should 

be left uncontracted. This is because these GTOs are in the valence region and they take 

part in bonding. As a result, flexibility is obtained which is needed to describe the 
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molecular environment. Secondly, functions spanning two different orbital spaces (e.g. 

h' and 2s orbitals of an atom) should also be allowed to vary freely because their 

contributions to the atomic orbitals may change with the molecular environment. These 

rules have guided the development of basis sets. 

3.2.4. Additional basis functions 

When the basis sets are used for molecular calculations, some extra considerations 

must be taken into account. In a molecular environment, the atom is no longer in its 

ground state. Instead, its "state" can be understood as the superposition of the atomic 

ground state and excited states. Therefore, using the basis functions optimized in the 

atomic ground state may cause large quantitative errors. To correct this deficiency, 

additional functions, whose exponents are usually obtained by HF calculations for atomic 

excited states, are added to the basis set. 

One type of additional function is the polarization function. A polarization 

function has a higher angular quantum number than that of the occupied orbitals of the 

ground state of the atom, e.g. a d function for the nitrogen atom. Polarization functions 

are designed to help describe the distortion of the atomic orbitals in a molecular 

environment. A well-known example is the NH, molecule, which is predicted to be 

planar if a large (s, p) set is used. The addition of d functions to the N basis set corrects 

the problem. 

Diffuse functions, which have extra small exponents, are sometimes added to a 

W 
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basis set. They are particularly important for anions which generally have diffuse 

electron clouds. The charge distribution in a molecule is not even among the atoms. 

Some atoms may have more electrons around them than when they are separated, i.e. 

they become "larger" by attracting electrons from other atoms. 

Recent advances in the development of basis sets will be discussed in the next 

chapter. 

3.3. Atomic Charges and Bond Orders 

With the exception of core orbitals, the molecular orbitals obtained through the HF 

equations generally do not belong to a particular atom or to a pair of atoms. Instead they 

are delocalized, i.e. spread around the whole molecule. A chemist, however, would like 

to think of a molecule in terms of the properties of the atoms and the bonds between 

them. One of the popular concepts is that of atomic charge. The atoms are said to gain 

or lose electrons in a molecule. 

The atomic charge is not an observable and therefore its definition is arbitrary. 

The most widely used definition is due to Mulliken. He proposed that the total number 

of electrons can be formally decomposed into the sum of the contributions from each 

atom in the following way: 

I 
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occupied occupied 

if- E P,<*,\*)- E *E<\,r*AW 
«.* (70) 

occupied 

- E E w^*ol**>" E^oAx - E ™ „ 

where p is called orbital density matrix" and s is the overlap matrix of basis functions. 

We therefore can take ^2 ( ^ 0 a a s t n e number of electrons belonging to the atom^ 
oa4 

and the atomic charge then can be defined as: 

1A-ZA-T (**>.. (71) 
oeA 

Another useful concept is bond order. For a diatomic molecule, a single bond is 

formed when two valence electrons form an orbital, such as in a H2 molecule. This is 

also called a bond because it does not change when the axis system rotates along the 

bond. A double bond is also possible if two p electrons from each atom form a ir bond 

which changes sign when the axis system rotates 180°. Similar to the definition of the 

atomic charge, the definition of the bond order is arbitrary too. The one used in this 

thesis is due to Mayer16: 

BAB- E (PS)aX(PS)kt> (72) 
oeA.leB 

* This density matrix is referred to in the context of basis functions. The density matrix for the total 
wave function will be introduced later in this chapter. 
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It can be shown that this bond order has integer values equal to those predicted by the 

classical valence picture in the specific case of some homonuclear diatomics treated at 

the minimal basis level. 

3.4. Electron Correlation 

Although the HF theory and molecular orbital model provide a simple and clear 

explanation of the electronic wave function, it is only an approximation. The energy 

difference between the exact solution and the HF limit is called the correlation energy 

and the associated effect is called the correlation effect. 

(H - E^\9) - EcJ$) (73) 

The correlation energy is a very small fraction of the total energy, but so are the 

dissociation energy and other energies associated with chemical processes. Furthermore, 

many molecular properties depend mainly or even solely on the correlation effect. 

Qualitatively speaking, the HF method overestimates the probability that two 

electrons with opposite spins are close to each other. This happens because the electrons 

are formally assumed to be independent of one another. It can be understood through 

a probability interpretation of the wave function. For example, for a two-electron 

closed-shell system, the probability of finding an electron at position f with a HF wave 

function is: 

I 
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p(r) - r<?wO) (74) 

where ^ is the only occupied orbital. The probability of finding the two electrons at 

points r. and f2 respectively is: 

P(f^ - $*(r1/2)$(F1/2) - r^mfjrfrMr-j - / K F ^ Q (75) 

which means the probability distribution of the electron 2 does not depend on the 

position of electron 1 . But in reality two electrons tend to stay away from each other 

because of the Coulomb repulsion between them and it should be less probable to find 

other electrons close to each other. Therefore each electron creates a hole, called the 

Coulomb hole, around itself. 

In the next few sections, the methods of obtaining the correlation effect, variational 

and nonvariational, will be introduced. All these methods are based on the logical 

extension of the molecular orbital model by including many configurations instead of just 

one. The nonvariational methods are more efficient but they may lead to overestimation 

of the correlation energy. 

3.4.1. Configuration interaction 

Given a set of JV basis functions for an «-electron system, c2N distinct 

determinants or configurations can be formed. The HF configuration is only one of them 
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and it is the one with the lowest possible energy for a single configuration. Since the HF 

orbitals, including both occupied and virtual, are just a unitary transformation of the 

basis functions, we can use the HF orbitals as the reference to index the configurations. 

A new configuration can be formed by moving or "exciting" a certain number of 

electrons from the occupied orbitals to the virtual orbitals. Thus, the singly-excited 

configurations Y ? are formed by exciting one electron from an occupied orbital j to a 

virtual orbital a- The doubly-excited configurations, Y ^ , are constructed by exciting 

two electrons. This process can be repeated until the number of excited electrons or the 

number of virtual orbitals is exiiausted. The configurations constructed this way are then 

transformed to become the eigenfunctions of the spin operator, which is called spin-

adaption. A trial wave function is then expanded in the space of these configurations: 

$ - c0Y + 5>X + £ cfvf + £ CyfY?// • • - 5 X Y „ (76) 
ifi i<j,a<b i<jk,a<b<c m 

A secular equation is obtained by the virtue of the variation principle under the 

normalization condition ($ |$)»i : 

E (",„„ - Ecr) " 0 (77) 
n 

The last equation is also the Schrodinger eigenvalue equation in a linear space and 

can be solved by diagonalizing the Hamiltonian matrix H - (Y |//|Y )• An element 
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of the Hamiltonian matrix has a form similar to Equation (58). Since the base vectors 

are many-electron functions, each eigenfunction whose eigenvalue is above the lowest 

one is an approximation to an excited state. 

The method described above is called configuration interaction (CI). In a CI wave 

function, the orbitals are no longer formally independent of each other and an electron 

cannot be viewed as moving in the average potential field of the other electrons. Instead, 

the electrons, or the orbitals, are correlated. The CI expansion which includes all 

possible configurations with the proper space and spin symmetries is called full-CI. The 

completeness of a full-CI wave function is only limited by the completeness of the basis 

functions. The maximum recovery of correlation energy for a given basis set is the 

difference between the full-CI energy and the HF energy. 

The CI method is conceptually simple and its energy is a vigourous upper-bound 

to the true wave function. Its drawback is that the number of configurations increases 

very rapidly with the excitation level. Even with today's computing power, a full-CI 

calculation is only possible for a system with a few electrons and a moderately-sized 

basis set. Progress needs to be made in two obvious directions: (i) solving the CI 

problem efficiently, and (ii) reducing the dimensionality by choosing only the important 

configurations. 

Formally, the solution of Equation (77) involves the following steps: (i) obtaining 

HF orbitals, (ii) transforming the atomic orbital integrals into molecular orbital integrals 

as defined in Equation (58), (iii) selecting configurations and makiu6 the configurations 

symmetry and spin adapted, (iv) constructing the Hamiltonian matrix elements, and (v) 
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solving the eigenvalue problem. This creates two major computational bottlenecks for 

the CI method - the storage of the matrix elements and the solution of the eigenvalue 

problem. 

The Hamiltonian matrix is usually very large (the square of the number of 

configurations can easily exceed hundreds of thousands) and the direct diagonalization 

is impossible in practice. On the other hand, only the few eigenfunctions (also called 

roots) with the lowest eigenvalues (low-lying electronic states) are normally of interest. 

Nesbet17 showed that the burden of finding the lowest roots is far less than that of 

finding all the roots. His approach, which does not contain explicit diagonalization, is 

based on the minimization of Rayleigh quotient: 

q(Q - - ^ (78) 
CTSC 

It is stationary if, and only if, the vectorc is an eigenfunction of the matrix /f. An 

iterative optimization procedure is designed such that a trial vector is corrected for each 

step until q(Q does not change. Davidson18 proposed that a partial diagonalization 

can be used to accelerate convergence. Both of the Nesbet and Davidson's algorithms 

have been widely used in various CI methods. 

The effort of calculating and storing the Hamiltonian matrix elements can be 

reduced because it has been noted very early that most of the Hamiltonian matrix 

elements are zero due to the fact that configurations that differ by three orbitals yield 

zero. The number of non-zero elements is reduced further by symmetry. Therefore, 
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the storage requirement for the Hamiltonian matrix elements is not as great as it appears 

to be. Furthermore, Roos19 argued that the Hamiltonian matrix elements do not have 

to be calculated explicitly. After all, all that is need is the calculation of HC, which 

needs only the storage proportional to the number of configurations as opposed to the 

square and can be evaluated, in principle, directly from the molecular integrals since the 

matrix elements themselves are a combination of these integrals. The coupling constants 

have been given20 for the direct calculation of HC for CI wave functions with single 

and double excitations (CISD) with different spin states. The calculations of these 

coupling constants can be further simplified and generalized using the graphical unitary 

group approach21, which gives tremendous insights into the Hamiltonian matrix. 

The most convenient way to limit the number of configurations is to truncate the k. 

CI expansion at a certain excitation level. Since the reference HF configuration is 

already optimized and correct to the first-order (Brillouin theorem), it has been postulated 

that the highly excited configurations make only a negligible contribution. In reality, the 

CI expansion in most studies includes only the single and double excitations, i..e at the 

CISD level. The CISD energy accounts for more than 90% of the full-CI correlation 

energy for small molecules22 and gives significant improvement over the HF energy. 

The problem with the CISD method is that it is not size-consistent, which arises when 

molecular dissociation is studied. A CISD treatment for the separated fragments implies 

quadruple excitations for the system as a whole whereas the CISD wave function for the 

bound molecule does not include any excitations beyond doubles. This problem also 

leads to the decreasing effectiveness of the CISD method with the increasing size of the 
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system. It has been found that at least quadruple excitations have to be included to 

obtain near-zero size-inconsistency. 

Another way of limiting the CI expansion is to exclude some molecular orbitals 

from the excitations. Commonly, the doubly occupied core orbitals are not included if 

a valence property is desired. Also, the virtual orbitals with the highest orbital energies 

are often excluded from excitations because they are usually the antibonding orbitals for 

the core-shell orbitals. 

On the other hand, it is often desirable to go beyond the CISD level. Since 

including the excitatiuis higher than doubles is prohibitive, one way to include some 

higher excitations is to use configurations other than the HF one as the references, This 

approach is called the multireference CISD (MRCISD) method. A triple excitation is 

included in a MRCISD wave function by a double excitation from a singly-excited 

configuration and a quadruple excitation is obtained by a double excitation from a 

doubly-excited configuration. If the reference configurations are chosen properly, the 

most important triple and quadruple excitations can be included. More importantly, the 

full-CI limit can be approached by systematically expanding the reference space. The 

development of this method will be discussed in the next chapter. 

3.4.2. Natural orbitals 

A CI wave function can be qualitatively analyzed by using ti * coefficient of each 

configuration as a measure of its significance. The cost of this multiconfiguration picture 
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is that the simple single electron picture, the molecular orbital model in which the 

orbitals are either occupied or unoccupied, does not exist any more. Instead, every 

orbital included in the excitations is occupied at least once but not all the time. Its 

contribution is represented indirectly from the coefficients of the configurations which 

depend on the orbitals. 

In their classic paper23, Shull and Ldwdin proposed the concept of a natural spin 

orbital as an optimized one-electron function for a correlated wave function. The natural 

spin orbitals are obtained by diagonalizing the electron density matrix. The definition 

of the density matrix is as follows: 

p(F1o1,F(oi) - Nj^ J*(FlOjJF2o2>")$*(':Io/
1,F2a2,")dF2rfF3" (79) 

°2a3 

Since the wave function is a linear combination of Slater determinants which are products 

of HF spin orbitals, the first-order density matrix can be expressed in terms of these spin 

orbitals ^ (F)a: 

p(//) - 2>,(F)Y^V) (80) 

It can be shown that the matrix y is Hermitian and can be diagonalized so that Equation 

(80) is written in a diagonal form: 

1 The subscript on r is dropped because the electrons aie not distinguishable. 
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p( rT) -^n ( r l i ( r l r l I (F) (81) 

The one-electron functions n are called natural spin orbitals and the n. are the 

occupation numbers of the natural spin orbitals and are between o and \. If the sum 

in Equation (81) is over spin variables, the spinless natural orbitals will be obtained, 

which are also known simply as the natural orbitals which possess occupation numbers 

between o and 2-

The concept of natural orbitals provides a simple physical picture of correlated 

electronic structures. One only needs to imagine that the occupation numbers are no 

longer integers in a more accurate theoretical treatment. 

The concept also has a quantitative advantage. For a two-electron system, it can 

be shown that the number of configurations for a full-CI wave function with N spin-

orbitals can be reduced from N{N+1) t 0 ^_ p o r many-electron systems, it has been 

2 

verified by many calculations that the CI wave function with natural orbitals as one-

electron basis functions converges faster than HF MOs. Based on this observation, 

Bender and Davidson24 proposed an iterative CI calculation scheme which uses the 

natural orbitals from a truncated CI calculation as the basis for the next step of a CI 

calculation until convergence is reached. 88.7% of the correlation energy was recovered 

from a CI wave function of 45 configurations out of 270,000. Another method explicitly 

based on the natural orbital concept is the paired natural orbital CI (PNO-CI) method25. 

The natural orbitals are also used in almost all other correlation methods implicidy, 
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mainly for faster convergence and for choosing the important orbitals. 

3.4.3. Multi-configuration SCF method 

The Hartree-Fock method was originally used for atomic systems because of their 

high symmetry. A different formula was used for the first qualitatively satisfactory 

quantum-mechanical study of H3 by Heitler and London in 1927. Their trial function 

was based on the simple intuitive idea that the trial wave function should be composed 

of the atomic wave functions since a molecule is composed of atoms: 

* " c^a(inb(2) + ^ ( 2 ) 1 ^ ( 1 ) (82) 

where y and y are the wave functions of the ground state of the hydrogen atom on 

atoms a and b, respectively, c. and ^ are the variables to be determined by the 

variation principle. Due to the symmetry of the system, the solution is obvious: 

Y "" C(t|rfl(l)i|r6(2) + i|rfl(2)t|r,(l))(a(l)P(2) - a(2)P(l)) (83) 

where c is the normalization factor. The total energy can be expressed as: 

E -IE - J L L £ ( 8 4 ) 

<*"" 1 + S2 
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where 5 is the overlap integral, j is the total Coulomb energy and K is the exchange 

energy. The Heitler-London method gives the explanation of the origin of chemical 

bonding and the correct dissociation behaviour. At a short distance, e.g. around the 

equilibrium bond length, the electrons gain energy by moving in a larger area due to the 

exchange effect. In addition, each of them is attracted by the nucleus of the other atom. 

At infinity, J,K and 5 become zero and the trial function becomes the exact wave 

function of two infinitely separated hydrogen atoms, assuming ^ and y are the exact 

wave function of the ground state of the hydrogen atom. The H-H chemical bond is 

formed through the coupling of the electron from each atom and the identities of the 

atoms are maintained through the atomic valence orbitals shown in the final wave 

function. 

In contrast, a molecular orbital model would give a different picture. If the HF 

method is used with the basis functions ^ and r̂ , a doubly occupied orbital will be 

obtained: 

*i - Vfl + V4 (85) 

and the spatial part of the wave function becomes (with the spin function omitted since 
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it is the same as in Equation (83)a): 

* - C0h(l)il/6(2) + $a(mbW + ^ (1 )^ (2 ) + yb(mb(2)) (86) 

Compared with the Heitier-London wave function (Equation (83)), the HF wave 

function has two more terms corresponding to the H"H+ state of the two atoms. At 

infinite separation, it leads to an equal superposition of HH and H"H+, resulting in the 

wrong dissociation behaviour. The reason for this problem is not hard to understand: 

the HF method for a closed-shell system requires the two electrons to remain in the same 

orbital which is contrary to the reality of two separated atoms. 

If Equation (83) is rewritten in terms of the virtual HF orbital ^ - y - \|r, , 

its spatial part becomes: 

Y - c C - i - ^ d ) ^ ) - _L_,|r2(l),|r2(2)) (87) 
1 —ij 1 +»j 

* A false impression may arise that the spin function for a two-electron system is not important since it 
is separable from the spatial part and thus does not contribute to the evaluation of energy. Although a 

UHF-like trial function detfljl^aijr^p] would lead to the correct dissociation behaviour, it does uot 
have the right symmetry because the spin-orbitals on the two atoms are different. In fact, a symmetry 
adapted UHF procedure, as pointed out in Section 3.1.1, will always lead to a spin-restricted result for 

a system with equal numbers of U and p electrons. On the other hand, the Heitler-London wave 
function can be obtained using the ROHF method. In the ROHF method, the system has two open-
shell orbitals (i|ra and i}rfc) and zero total spin. To start, one can make the product 

i|ra(l)a(l)t|j fc(2)P(2) the eigenfunction of S and obtain 

ij/a(l)iJii(2)(0£(l)P(2) - a (2)P( l ) ) . To make it antisymmetric with respect to the exchange of 
the two electrons, one adopts the form of Equation (83). 

>: .. * 
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One can see that the Heitler-London wave function is a superposition of two HF 

configurations. The first one represents the attracting or bonding tendency of the two 

atoms and the second corresponds to the repulsive or antibonding tendency of the atoms. 

At a short distance, the overlap integral s is large and the bonding configuration is 

dominant, resulting in a chemical bond. At infinity, s vanishes and the wave function 

becomes an equal sum of the two configurations with the opposite effects, resulting in 

two equivalent valence orbitals. According to the principle of superposition (Section 

2.3), the bonding and antibonding states exist at the same time and their probabilities of 

happening depend on the distance between the two atoms. The molecular orbital model 

fails at the dissociation limit because it includes only the bonding configuration and 

cannot dissociate into two valence orbitals. 

To generalize the Heitler-London treatment of the hydrogen molecule, one can see 

that a chemical bond is formed from a pair of valence orbitals from different atoms 

involving electrons possessing opposite spins. This extended Heitler-London theory is 

called valence-bond theo/y (VB). The mathematical aspect of that theory is the general 

valence bond (GVB) theory26. A GVB trial wave function is similar to a HF one, 

closed-shell or open-shell, except that it involves one pair-function for each chemical 

bond with the form y. y («p - aP) instead of a simple product of a one-electron 

function. For mathematical convenience, an orthogonal form similar to Equation (87) 

is usually taken, leading to the following form of a trial function: 

I 
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Y - det[{core}{(c11i|r11i|r11 - c12i|r12i|rI2)ap(c21\|r2lT|r21 - c22ty22ty22)a$"}{open}] 

(88) 

The molecule orbital ty., which is a linear combination of basis functions, and the 

coefficients in the pair functions need to be optimized simultaneously. This is done by 

a SCF procedure. The energy expression of the above trial function is similar to 

Equation (41), only that the coefficients a, b and f contain variables c and c , • 

Thus, the orbitals can be obtained in a similar fashion to the ROHF methods and thenc 
pi 

and are optimized for each pair while the other orbitals remain unchanged. The 

whole process is repeated until self-consistency is reached. 

A GVB wave function (Equation (88)) can be expanded as a linear combination of 

determinants. Unlike a HF configuration where all the doubly occupied orbitals remain 

occupied all the time, there are more orbitals designated for double occupancy than the 

number of paired-electrons, from which the configurations corresponding to the 

dissociated °tates are chosen. In such a wave function, unlike a HF wave function, the 

orbitals are not formally independent of each other any more. Instead, they are 

correlated. 

The GVB method is a special case of a correlation theory known as 

multiconfiguration SCF (MCSCF). Similar to a CI wave function, an MCSCF wave 

function is a linear combination of a number of configurations. The difference is that 

the orbitals and the coefficient of each configuration in an MCSCF wave function are 

optimized simultaneously. Obviously, the MCSCF procedure will yield a lower energy 
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than the CI method at the same length of configuration expansion but the procedure will 

take a longer time because each step of it involves a CI calculation. The basic 

assumption of MCSCF theory is that most of the important chemical and physical aspects 

of interaction in a given system can be represented by a wave function consisting of a 

few terms when the single HF configuration is not adequate. It often happens that the 

HF methods do not give a qualitatively correct picture because the multiconfiguration 

nature of the chemical bond as described by valence-bond theory. One dramatic example 

is the F2 molecule. The one-configuration restricted HF method predicts that the energy 

of F2 is higher than the sum of two F atoms. The two configuration MCSCF wave 

function of Das and Wahl27 reverses that conclusion. 

Although there have been numerous MCSCF studies, selecting the few most 

important configurations for an MCSCF wave function is still more or less an art and a 

great deal of insight into the particular system is needed28. It is also quite possible that 

the significance of the configurations changes with the molecular rearrangements. On 

the other hand, from the valance-bond analysis we know that the low-lying states of a 

molecule can always be described as the coupling of atomic valence electronic structures. 

In other words, valence orbitals and valence electrons are dominant during molecular 

rearrangements. Based on this point of view, Roos et al29 and Ruedenberg et al30 

proposed independently that a full-CI expansion in the space of the valence orbitals of 

all the atoms be used as an MCSCF wave function. The advantage of this approach is 

that it allows the free interaction of all configurations which may become significant 

during molecular rearrangements so that all pertinant changes can be reflected without 
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bias in the calculations. This method is known as the complete active space SCF 

(CASSCF) or fully-optimized reaction space (FORS) method. 

3.5. Nonvariational Post-HF Methods 

3.5.1. Perturbation theories 

Since the correlation energy is only a small fraction of total energy, it can be 

naturally treated as a perturbation to the HF solution with the hope that it will cost less 

than the variational treatment. 

All quantum chemistry perturbation methods are based on Rayleigh-Schrodinger 

(RS) perturbation theory. In the RS theory, the configurations are organized by the 

magnitude of their contributions in proportion to the magnitude of the perturbation term 

in the Hamiltonian operator. Suppose that the total Hamiltonian jfj is the sum of the 

unperturbed Hamiltonian /f and the perturbation y . We can rewrite the Schrodinger 

equation as: 

(H0 + XF)|<E>) - £|<D> (89) 

where the parameter x is introduced to represent the magnitude of the perturbation. If 

the (2) were solved exactly, one would obtain the exact eigenfunctions and eigenvalues 

I 
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E - E® + XEm + X2E® + • • (9°) 

| * > - | $ ( 0 ) ) + A | $<'>> + ^ 2 | * « ) + • • (91) 

By substituting Equations (90) and (91) into Equation (89) and expanding the 

perturbation functions |$M) with the unperturbated eigenfunctions |$ (0)), one obtains 

the following perturbation energies and functions for the ground state by equating the 

terms with the same power of X '• 

2?« - (^SVK0*) (92) 

$(D . y ^ ' m * ° (93) 
^ EP - Ef 

L £f» - Ef" 
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The most widely used quantum chemistry perturbation method to recover the 

correlation effect originated from Moller and Plesset's work7 in 1934. They took the 

sum of the Fock operators for each occupied orbital as the zeroth-order approximation: 

i fr„-£Ao-<«y> lE-l*? ,> <95> 

where the second term takes away the double-count of Coulomb interactions between the 

occupied orbitals. Then the perturbation term becomes: 

V - H - Ha (96) 

This method is well known as Moller-Plesset perturbation theory, denoted as MPn 

in which n stands for the perturbation level. One important feature of the RS 

perturbation theory is that the energy obtained at any perturbation level is size consistent. 

This becomes obvious in terms of cluster expansions which are discussed in the next 

section. 

3.5.2. Cluster expansions 

The wave function of a supersystem consisting of two noninteractive subsystems 

is the multiplication of the wave functions of the two subsystems. A double excitation on 

the subsystems will result in a quadruple excitation of the supersystem. This type of 

excitation is called an unlinked cluster whose expansion coefficient is obtained by the 



i 

61 

multiplication of the coefficients of the two separate double excitations. Now, if we let 

the subsystems interact with each other, the unlinked clusters should still exist and the 

total excitations should be the sum of the unlinked clusters and linked clusters. The latter 

vanish when the supersystem is separated. 

If we use the concept of linked and unlinked clusters to analyze the CI expansion 

at the level of double excitation (C1D), we can see that the reason that it is not size-

consistent is that it does not contain unlinked quadruple excitations which are the 

simultaneous double exciuuions for the separated system. If we simply add the unlinked 

quadruple excitations to the expansion, the trial wave function becomes: 

* - 'o* + JE cf* t + ̂ E ̂  W * m m 

wnere p^d is the antisymmetry operator over the MO indexes. The above wave 

function contains nonlinear terms and is very difficult to optimize variational^. Instead, 

in the coupled cluster approximation (CCA), Equation (73) is integrated successively by 

Y, Y°b and Y"^d for both sides and the correlation energy and the expansion 

coefficients are obtained iteratively. Since the CCA equations are usually solved 

non-variationall^ it is possible to obtain more than 100% of the correlation energy. 

The approximation of excluding the linked quadruple excitations makes physical 

sense. The Hartree approximation assumes that the probability o.* finding one electron 

at a specific position is independent of the positions of the other electrons: 
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KFpFj/j/,,,") - P^rJp^rJp^rJp^rJ-- (98) 

so that the trial wave function has the form of a Slater determinant. The next logical 

improvement in the approximation is that the probability is dependent on the position of 

one of the other electrons, i.e. the correlation is paired: 

/>(F,,F2,F3)F4,") - p12(F1,F2)/734(F3,F4)" (99) 

Furthermore, the pair functions or orbitals can be written as a correction to the 

independent functions: 

4>(V2) - ^(F.tyjCFj) + un(7vF2) (100) 

By applying the antisymmetric operator to the paired products and expanding u..(r,r) 

in the MO space, one can obtain a function which includes all the unlinked clusters as 

the products of double excitations. The particular truncation in Equation (97) is called 

coupled clusters with doubles (CCD). 

3.6. Density Functional Theory 

All the quantum chemistry methods discussed in the previous sections are based 

on the orbital model. Since we know that an electron in an orbital does not have a 
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precise position at any time and an orbital is not a trajectory but rather extends 

everywhere in space, a picture of an electron cloud is probably more appropriate. The 

mathematical representation of such a cloud is the electron density. 

A reduced nth-order density matrix, which contains spin variables, is defined as": 

pCl',2',»y,l,2-vi) - Cfff-fQ'a',2',-,n,n+l',-yV)*(l,2," ",«+l,",N)d(n+l)d--dN 

(101) 

Obviously, a lower-order density matrix can be derived from a higher-order density 

matrix. When i is set to equal to [', the density matrix becomes the density with« 

variables, which is also the probability for simultaneously finding n electrons at the 

specified positions and spins according to the probability interpretation of the wave 

function (Section 2.1). For example, we can write symbolically the probability of 

finding one electron at position and spin i and another at position and spin 2 as a 

second-order density p(l,2,l,2) or simply p(l,2)- We have also seen the first-order 

density matrix in Section 3.4.2. 

As introduced in Chapter 2, the Hamiltonian with the Born-Oppenheimer 

approximation for an electronic system is composed of the kineuc energy operator 

f - yi., the electron-electron interaction y .= YV..""1 and an external electric field 
/ Kj 

' Note that the numbers 1, 2 , etc are used here to symbolize the space and spin coordinates of the 

electrons FjCJp ^^2' e t c ' P ' e a s e a ' s o n o t e m a ' t n e integration over the spin coordinates is actually 

summation. 

I 
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v(F), typically the Coulomb potential due to the nuclei. Equation (4) can be rewritten 

as follows: 

H - f + vee + v-(F) - yft + yr;l + v& (102) 

The energy expression can then be written in terms of the reduced density matrix": 

E-(y\yt\i) + ^r,;1
 + v(F)|Y) 

1 j>i 

- MY|r(l)|Y) + C$Y|r12|¥> + MY|v(r)|Y) ( 1 0 3 ) 

- /Wl)p(l/
>l))1,.1cfl + fr;lPaAl,2)dld2 + Jv(l)p(l,l)dl 

Although from the above equation it appears that the second-order density matrix 

is all that is needed, it turns out that such a matrix has to be derivable from the wave 

f- iction. This condition, called N-representability, is yet not known and one still has 

to obtain the wave function for an accurate solution. 

However, Hohenberg and 1̂ 011̂ ' were able to prove that none of the density 

matrices are needed to determine formally the energy of the ground state of an electronic 

system in an exiernal field. The energy is determined only by the first-order electronic 

density (defined as the density hereafter) of the system. They found that the external 

field has a one-to-one mapping to the density of the ground state. Since the external field 

determines the Hamiltonian, the latter is decided by the density and the variation 

* The first equal sign in Equation (103) is due to the i.idistinguishability of elections. 
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principle can be written as: 

£(P) * £0(Po) ( 1 0 4 ) 

in which p is the exact density of the ground state. These conclusions are called the 

Hohenberg-Kohn theorems, which form the basis of the density functional theory (DFT) 

which will be discussed in this section. 

Despite the fact that the proof of the Hohenberg-ICohn theorems is almost trivial, 

they are truly remarkable because any well-behaved density function is N-representable. 

As evidenced from the discussions in the preceding sections in this Chapter, so much 

effort has been spent on obtaining the accurate many-body wave function, but all that is 

actually needed is an accurate density, which is a one-particle function. 

The major challenge for DFT is to obtain the energy from the density. Although 

the density is ultimately the only variable needed, the energy expression in Equation 

(103) shows that the calculation of the kinetic energy depends on the first-order density 

matrix and that of the electron-electron interaction energy on the second-order density. 

Only the energy due to interaction with the external field can be calculated directly from 

the density. It is not yet known how to obtain the exact N-representable first-order 

density matrix and secund-order density from an exact ground state density although a 

one-to-one map between the two does exist. Therefore, approximations have to be made. 

In order to find a way to approximate the relationship between these quantities, the 

Slater determinant, the simplest trial wave function with the antisymmetry, should be 
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considered. One can show that the second-order density of a unrestricted Slater wave 

function is determined by the first-order density matrix: 

p(l,2,l,2) - I(p(l,l)p(2,2) - p(l,2)p(2,l)) (105) 

where the first-order density matrix is expressed in terms of spin-orbitals: 

P(i',l) - E W M D (106) 

v then becomes: 
ee 

vee - ~[p(hDr'l2p(.2,2)dld2 - jjp(1,2)^^(2,1^1^2 - J * Ex (107) 

Comparing with the UHF energy expression in Equation (25), the quantity j is the 

Coulomb energy between electrons and £ is the exchange energy. This can be seen by 

realizing that in the expression for the first-order density matrix (Equation (106)), p(l,2) 

is zero if the two electrons have different spins. Now the total energy can be written 

formally as the sum of the HF energy and the correlation energy E using the density 

as the variable: 

i I HI 
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E(p) - Tip) + VJp) + fvpdF - 7XP) + J(p) + Ex(p) + Ec(P) + JvpJF 

(108) 

One approach is to approximate all the terms in the above equation by the density 

so that the energy is expressed in terms of the density only. This idea was pioneered by 

Thomas32, Fermi33 and Dirac3'1 in the 1920's and 1930's. Their approach is to 

approximate the electrons in an atom in the configuration space of a many noninteractive 

electron gas system. The result is that the kinetic energy, and also the total energy, may 

be assumed to be continuous and an approximate first-order density matrix is obtained 

in terms of the density. The problems with this model are the accuracy and the 

applicability to molecules. The early calculations showed that the energies of atoms are 

as much as 20% different from the HF results and the errors are mainly caused by the 

approximate kinetic energy functional. The least computational cost is obtained by using 

the density as the variable and, therefore, this area is still pursued vigorously35. 

The mainstream approach of DFT is to use the first-order density matrix as the 

variable, as first suggested by Kohn and Sham36. Instead of using the density as the 

variable, they loosened the requirement a bit and uscu the first-order density matrix, or 

the one-electron orbital as in Equation (106). By analogy with a many-electron system 

(such as atoms or molecules) to a non-interactive system with an effective field on each 

electron, it can be shown that it is possible in principle to obtain the exact kinetic energy 

with a Slater determinant composed of the orbitals. In DFT, these orbitals are called the 

Kohn-Sham (KS) orbitals. The KS orbitals are N-representable because they are 
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derivable from a Slater determinant. Comparing Equation (106) with the natural spin 

orbital expansion (Equation (81)) the occupation for each KS orbital is one. 

To obtain the KS orbitals, the variation principle is applied to the energy 

expression as in Equation (108): 

0 . £(MP) + §M . ^ 1 + ^W + v ) j£ . (109) 
, dp dp dp dp Stjf; 

under the condition that all the orbitals are normalized and orthogonal to each other as 

expressed in Equation (24). The relationship between the density and the orbital is 

defined as in Equation (106) by equalizing \ and \'. Following the procedure similar 

to the one in Section 3.1.1, one obtains the following effective one-electron eigenvalue 

equation: 

(f + v + I r\ dri + j — ^ c j ^ _ ej^) (IW) 
J jr-Fl dp dp 

which can be solved by a SCF procedure. 

From the practical point of view, the concept of KS crbitals makes DFT similar 

to the conventional ab initio methods. With KS orbitals, one may obtain the kinetic 

energy j and the Coulomb energy j with an accuracy similar to that of the HF level and 

leave the necessary adjustments to the exchange and correlation terms. Furthermore, the 

exchange energy can be obtained almost exacdy with the orbitals (with additioral 

computational costs), leaving the needed correction to the correlation term, which is 
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exactly what the conventional ab initio theories are designed to achieve. The difference 

is the computational cost. Since the correlation energy is parameterized with the density 

in DFT, it can be computed at the same cost as that of the HF methods. The low 

computational cost is the main advantage of DFT methods. Therefore, the greatest 

challenge in DFT is to obtain the correlation functionals —x a n d £ _ _ . 
dp 5p 

Finally, it should be noted that a similar method, called the Xa method, was 

proposed by Slater37 in the 1950's and has been applied widely in chemistry and 

physics. The Hohenberg-Kohn theorems put this idea on a solid theoretical foundation 

and establish the directions for further improvements. 



Chapter 4. 

Wave Functions for the Spin Density 

The electron spin density is the difference between the densities of a andp 

electrons and can be measured experimentally as the hyperfine structure (HFS). The 

accurate prediction of the HFS of a radical poses a major challenge to ab initio quantum 

chemistry. Even with today's state-of-the-art theoretical methods and computer power, 

there are often large discrepancies between theoretical predictions and experimental 

values. This chapter begins with a discussion of spin density and the experimental 

measurement of the HFS. A discussion of the current status of theoretical studies of the 

HFS is followed by the results of the present research which focuses on the study of the 

requirements placed on the wave functions and basis sets for accurate predictions of the 

HFS of a radical. 

4.1. Spin Density 

For a single de term i nan tal wave function such as a UHF or ROHF wave function, 

the spatial part of each spin orbital which is occupied by an electron is associated with 

a spin state and the electron density for a particular spin is just the sum of the orbital 

70 
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densities of the orbitals with that particular spin a , i e ' , 

P°0 -E^'w^ (111) 

which can be derived directly from the first-order density matrix (Equation (106)). 

Analogously, one can obtain the density for the spin 0 for a multi-determinantal wave 

function, such as a CI wave function, in terms of natural spin orbitals (see Equation 

(81)): 

p"tf-E'vitfWfi m2> 

Then the spin density becomes: 

P,M - P°W - pHr) <113) 

In order for the spin density to be an observable, a corresponding Hermitian 

operator should exist according to the basic principles of quantum mechanics. The 

following operator serves the purpose: 

p,(F) - 26(F' - r)S\ (H4) 

wheie S - Vs S and 8 is the Kronecker delta which is one when f1 - r and zero 
z z_/ a 

' The superscript is used here to emphasise that each orbital in the equation is. associated with a spin 
state. 
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To show that the p (F) will yield the spin density, we can use the first-order 

density matrix expanded in terms of the natural spin orbitals since the 5 is a one-

electron operator: 

(Y|pf(f)|Y> - E ^ ' ^ I P ^ h t ^ ) + E^.cW^h^p} 
- E»K(F.)|5(^r,)N>")) - yn^\{7x)\h{7 - 7,)\x\%)) 

- Ps(r) 

(115) 

More often, a normalized spin density is used, i.e. the spin density divided by the 

number of unpaired electrons which is equal to 2m • 

4.2. Spectroscopic Measurement of Spin Density 

Generally speaking, a spectroscopic measurement is an observation of the 

transitions between the discrete energy levels of a system. When the system changes its 

state from one energy level to another, it will yield or absorb energy by emission or 

absorption of light whose frequency v is determined by the difference between the two 

energy levels according to the following relationship: 

hv - AE (H6) 
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The inter-dependence between spectroscopy and theory is obvious. Theoretical 

results depend on spectroscopic measurements for verification, as the energy levels and 

the transition intensity can be calculated theoretically from solving the eigenvalue 

problem of the Hamiltonian operator. On the other hand, the interpretation of the 

spectrum replies on theoretical analysis of the interactions among different factors. 

4.2.1. Hyperfine interaction 

As mentioned in Section 2.5.2, the electronic spin is the intrinsic angular 

momentum of the electron. This angular momentum generates a magnetic moment ^ : 

where S, which is introduced for convenience, is a spin operator whose eigenvalue is 

the quantum number only, i.e. s « — S- Similarly, a nucleus may have spin and 
h 

generates the magnetic moment u - g^J- P ^ Pu a r e called magnetons, andg 

and g are the g factors, respectively, for electrons and nuclei. 

The two magnetic moments produce magnetic fields which interact with each 

other, resulting in an interaction, called the hyperfine interaction. The hyperfine 

interaction has two parts. One is the so-called Fermi contact interaction whose 

I I 
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Hamiltonian is: 

HUo - Y8^^N6(F ' ^ ( U 8 ) 

where 7N is the position of the nucleus. The Fermi contact interaction is a pure quantum 

mechanical effect. The other is the classical dipole-dipole interaction between two 

magnetic moments: 

H - ^'^ - 3(iVr),(M (119) 
r3 r5 

Since the hyperfine interaction is very small compared to the total energy of the 

system, it can be treated as a perturbation and the first-order RS perturbation energy can 

be obtained as in Equation (92). Then the hyperfine interaction Hamiltonian can be 

written as 

H - IA-S (120) 

where A is a matrix or tensor. The Fermi contact part of A . which is called the 

isotropic hypetfine coupling constant (ICC), is calculated as: 

A,D - f-^^/vc-;,) (m) 
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where p (F) is the normalized spin density at the nucleus. The anisotroDic part is 

calculated as: 

Ki - 8ef0^PNf(3n - r2)r-5ps(7)d7 (122) 

and is known as the anisotropic coupling tensor. The unit for HFS couplings is gauss 

(G) or hertz (Hz). 1 G is equal to 2.8025 MHz. 

4.2.2. Electron spin resonance 

There are only a finite number of electronic and nuclear spin states and the 

eigenfunctions and eigenvalues of the hyperfine interaction Hamiltonian can be solved 

easily in the linear space of these states38. A simple but useful case is that the 

anisotropic coupling is zero, which happens when the anisotropic effect is averaged to 

zero due to molecular motions, and the energy expression becomes: 

E - A^mp, (123) 

where m, and m are the eigenvalues of j and s , corresponding to the angular 
I S z z 

momentum along the z axis. In principle, one could obtain A. by directly observing 

the energy change between different m s and m s. But this energy change is too small 

to detect. Instead, they are obtained as the small splittings of other large frequencies. 
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One of these large frequencies is due to the electronic Zeeman effect. 

When an atom or a molecule is placed in a magnetic field jy, the Hamiltonian for 

the interaction between this external magnetic field and the nuclear and electronic 

magnetic moments generated from their spins becomes: 

H - gePeHS + IAS + g^fi-I <^) 

The first term in the above equation is the Zeeman interaction, which is the dominant 

term. The last term corresponds to nuclear magnetic resonance (NMR) spectroscopy and 

is normally too small to be considered here. 

The energy expression for the Zeeman interaction is: 

E-g$eHms (125) 

Not all the transitions between energy levels can be observed. The selection rule 

is that A/M„ - ±1. Therefore, the observed energy difference is 

AE-gePeH (126) 

This transition is the one of interest in electron spin resonance (ESR) spectroscopy. 

If no other effects are involved, a single energy transition or line would be 

observed in an ESR experiment which would provide little information other than the 

electronic g factor. However, from Equation (124), one can see that the transition 

' I ' I 
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between different electronic spin states is coupled with the nuclear spins through the 

hyperfine interaction. Therefore, the transition energy now depends on the nuclear spin 

state. For a pure isotropic coupling, for instance, the energy difference becomes: 

LE-gffifl + A^n, (127) 

which means 2/ + 1 different lines evenly spaced with the distance A. will be observed 

for tn,s from -i-i + 1, to / . This type of spectrum is also called hyperfine structure. 

4.2.3. Rotational spectroscopy 

ESR is not the only spectroscopic method to obtain the HFS. When a molecular 

rotational spectrum is studied, the splittings due to the hyperfine interactions can also be 

observed. This is because the rotational angular momentum jr, will generate a magnetic 

moment. This magnetic moment will interact with the nuclear magnetic moment. This 

interaction is further complicated due to the hyperfine interactions between the nuclear 

spin and the electronic spin. The hyperfine coupling constants are obtained by fitting the 

experimental data into a coupling model39. 
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4.3. Previous Theoretical Calculations of Spin Densities 

4.3.1. Simple models 

The simplest model to describe the spin density is the ROHF model in which the 

spin density is decided only by the singly-occupied orbitals since the doubly-occupied 

orbitals have two electrons with opposite spins. A simple example would be the lithium 

atom whose electronic configuration is (ls)\2s)1 and whose spin density is decided by 

the singly-occupied (2s) orbital. The anisotropic couplings obtained with ROHF are 

generally in good agreement with experiment, and are not strongly basis set dependent. 

The ROHF wave function, however, would yield a false zero spin density at the nucleus 

for the atom nitrogen. The electronic structure of the nitrogen atom is qualitatively 

described as (ls)2(2s)2(2px)
l(2py)

l(2pz)
1 with each p orbital occupied by one electron with 

the same spin. Since the spin density is from the three p orbitals that are zero at the 

nucleus, the ROHF wave function would predict a zero Fermi contact term. From 

experiment we know, however, that the nitrogen atom has a small isotropic coupling. 

In order to obtain a nonzero spin density at the nucleus, the s orbitals of the a electrons 

should be allowed to be different from those of the p electrons. This phenomenon is 

called spin polarization. The simplest wave function to obtain the spin polarization is 

UHF, in which no restriction is applied to the orbitals with different spins. For the same 

example, the UHF electronic structure of the nitrogen atom is 

(U) I(1^"(2^)1(2S)"(2A)1(2/J>) I(2A)1- The slight difference between each pair of s 

I 
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orbitals results in a net spin density at the nucleus. 

The UHF model also helps to understand the signs of isotropic coupling constants. 

For the NH2 radical, the singly occupied orbital is a nitrogen p orbital. From the UHF 

energy expression (Equatio.i (25)) one can see that the exchange term is favoured when 

two electrons with the same spin are close to each other. Therefore, when spin 

polarization happens, the electrons close to the nitrogen tend to have the same spin as 

that of the unpaired electron in the nitrogen p orbital, whereas the electrons around the 

hydrogens tend to have the opposite spin. This results in a positive sign for the isotropic 

coupling constant of nitrogen and a negative sign for the hydrogen atoms. 

For the open-shell systems whose singly occupied orbital(s) do not possess a nodal 

plane through the nuclei (that is, s-type orbitals), the spin polarization contribution to the 

Fermi contact term is much smaller than the contribution from the singly occupied 

orbital(s). The UHF method works well for this type of system quantitatively. An early 

study on the ground state of lithium40 showed that the correlation effects were found to 

be only about 0.5%. For the so-called ir molecules whose unpaired orbitals have nodal 

planes through the nuclei (that is, p-type orbitals), the UHF method tends to 

overestimate the spin polarization effect. The amount of overestimation can be very 

large. For example41, the A (!3Q for the planar methyl radical calculated with the 

UHF method and a contracted [631/41] basis set is 57.8 G, compared with the 

experimental value 27 G. This is largely due to the fact that a UHF wave function is not 

an eigenfunction of 5 2 , as pointed out in Section 3.1. It is a linear combination of the 
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current and higher spin states. After the contributions from higher spin states are 

eliminated, the calculations of the anisotropic coupling constants are improved in many 

cases but become worse for some other cases42,43. It is generally believed that the 

UHF method cannot give firm theoretical support for the calculation of spin densities41. 

Therefore, higher levels of theory, i.e. those dealing with correlated wave functions, 

must be used in order to obtain reliable predictions of the spin-polarization effect on the 

Fermi contact term. The main focus of this chapter is to obtain the Fermi contact term 

in quantitative agreement with experiment. 

4.3.2. MRCISD algorithms 

Since most of the rigorous studies on the HFS have been done with the MRCISD 

method, it is appropriate to introduce the MRCISD algorithms in detail. A sequence of 

MRCISD wave functions is generated through the following steps: (i) Transform the HF 

virtual orbital space to K orbitals44, which are closer to natural orbitals, to improve CI 

convergence, (ii) Select a list of reference space configurations, starting with the 

Hartree-Fock configuration, (iii) Generate all single and double excitations from each 

configuration in the reference space and extract the lowest eigenvector from the resulting 

Hamiltonian matrix, (iv) Order the configurations in terms of the magnitude of the 

contributions to the energy or expansion coefficients, (v) From the ordered list choose 

a set of the most important configurations outside the current reference space to augment 

the reference space for the next calculation, (vi) Repeat the process until convergence 
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has been reached. To the extent that this sequence proves efficient in recovering the 

important correlation contributions to the properties of interest, the enormous number of 

higher order excitations which compose the bulk of a full CI wave function can be 

avoided. 

Because the number of single and double excitations generated in step (3) may still 

be too numerous to include the entire set in a variational calculation, second-order, 

Raleigh-Schrodinger perturbation theory is used to select the energetically most important 

double excitations45. Configurations whose estimated energy contribution to the CI 

wave functions is greater than some threshold, TE, are kept and all others are discarded, 

except that all single excitations frcm each of the reference configurations are retained 

in the MRCISD wave function. 

4.3.3. Correlated wave functions for the HFS 

The simplest ROHF-based wave function to incorporate spin polarization effects 

is the CI with single excitations (CIS). In a CIS wave function, the spin polarization is 

realized through the configurations in which there are some singly-occupied .y-type 

orbitals. It has been found that the CIS method sometimes gives results often in rather 

good agreement with experiment. For example41, the A. (13C) for the planar methyl 

radical calculated with the CIS method and a [631/41] basis set is 26.6 G, compared with 

the experimental value 27 G. Its performance, however, is not reliable. A 33% 

underestimate of the large values at the ^-hydrogen has been found in the CIS 
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calculations of the H2CN radical42 although the results at nit.ogen and hydrogen are fairly 

good. Further analysis has shown that the good results at the CIS level are due to a 

fortuitous cancellation between the effects of double and higher-order CI excitations46. 

One of the first extensive CI calculations on the HFS was carried out in 1.983 by 

Feller and Davidson47. They studied ten small radicals for which experimental 

measurements exist. The levels of theories were CISD and MRCISD with perturbation 

selection of configurations (see the previous section) with large basis sets. One can ree 

from their results that the CISD results tend to underestimate the Fermi contact term. 

For example, the CISD A. (13C) of CH3 is 16.3 G versus the experimental value 27 G. 

In order to include excitations higher than doubles, the MRCISD method48 was used. 

At the highest level of theory, the calculated ICCs of six radicals are within 10% of the 

experimental values. For the other four radicals, the results were rather poor. The same 

authors also reported later some cases for which the agreement with experiment remains 

poor in spite of considerable efforts at correlation recovery49. Apparently, the CI 

calculations on some molecules done to that date had not converged. 

In order to find out how much effort was needed to get converged and, therefore, 

reliable theoretical results, Feller and Davidson carried out systematic studies46 on the 

atoms B-F with respect to the convergence of the expansion of the uncontracted basis 

functions including polarization functions, the size of the reference space in the MRCISD 

calculations and the energy threshold TE for selection of configurations with up to 

200,000 configurations selected. From this study, the following conclusions can be 

drawn: (i) It is possible to get "good" results using small basis sets, or a small reference 
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space or a large energy threshold TE or some combination of them, (ii) TE has to be at 

least 5 x 10"9 hartree for the results to converge. The best theoretical results for 14N agree 

very well with the experimental value but differ from experiment by about 10% for !70 

and 19F and 50% for UB. They also studied two difficult molecules B2 and H2CO+ and 

gave results in poor agreement with experiment. The authors warned50 that any 

theoretical HFS studies without extensive recovery of correlation effects will be subject 

to fortuitous cancellations. Since the HFS is sensitive to geometry, many studies have 

been done on the effect of vibrational averaging. It is generally agreed that vibrational 

averaging is negligible for ground states but can be significant for excited states51. 

The reason for the slow convergence of the ICC is not yet completely known. 

Engels, Peyerimhoff and Davidson52 made a detailed analysis of the CI calculations of 

the ICC of nitrogen. Since the ICC is from the .y-type orbitals, they calculated the 

contributions from (Is) electrons and (2s) electrons separately by freezing the electrons 

in each shell alternatively during CI excitations. The contributions from the two shells 

are found to be large and opposite in sign to each other (cf. -54 MHz from Is and 58 

MHz from 2s). The final ICC was a subtle balance between the two. A similar pattern 

was found later in the study53 of the HFS of NH. 

4.3.4. Recent developments of basis sets 

It is evident from the above discussion that the correlation recovery is extremely 

crucial for obtaining reliable predictions of the ICC. The accuracy of molecular 
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electronic structure calculations is limited by the truncation of the expansion of the basis 

set and the expansion of configurations. It is still an a ;t to keep a balance between these 

two expansions. With increasing computing power, it is getting easier to approach the 

full-CI limit and the accuracy of ab initio predictions is limited more by the basis sets 

developed in early years54. 

The most widely used contraction schemes are segmented contraction schemes 

since each contracted basis function contains primitive Gaussians which are different 

from those used to form each of the other basis functions. Dunning's double zeta plus 

polarization basis set15 is an example of a segmented basis set. Segmented basis sets 

work well for calculations at the HF level as the basis set can be easily saturated at this 

level of theory. For properties dependent on correlation effects, large primitive sets 

including high angular momentum polarization functions are often needed to achieve 

quantitatively good results as evidenced by Feller and Davidson's study of atomic HFSs 

discussed above. The same authors' study of the electron affinity of the oxygen atom55 

with the same spirit revealed a similar requirement of the basis set. Obviously, such 

large primitive sets cannot be used for calculations on larger systems and general 

contraction schemes are desirable to reduce the size of basis sets while minimizing the 

loss of accuracy. 

In contrast with segmented contractions, each basis function of a contracted basis 

set with a general contraction scheme contains almost all the primitive Gaussians. 

Raffenetti56 first proposed a general contraction scheme using HF atomic orbitals (AO) 

as the minimum basis set to which uncontracted primitive Gaussians can be added for 

n 



85 

flexibility. Although Raffenetti's approach was shown to be more accurate57 than the 

segmented contraction schemes, it was not widely used due to the inefficiency of the AO 

integral evaluations. With the rapid development of computer hardware and software, 

the calculations of AO integrals are not the time-determining step any more, at least for 

molecular property studies, and Raffinetti's idea of general contraction was revisited for 

the improvement of basis sets for correlation calculations. Almlof and Taylor58 

suggested using the most populated atomic natural orbitals (ANO) as the basis functions 

to incorporate correlation effects in the basis functions since natural orbitals tend to give 

a much shorter CI expansion with the same accuracy (see Section 3.4.2). This approach 

is especially suitable for reducing the size of a potentially large primitive set and 

preserving the atomic correlation effect at the same time. It has been shown59 that 

ANO-based contractions minimize the total CI energy loss compared with other HF-based 

contraction schemes, especially at a high degree of contraction. Their atomic HF energy 

losses are also much less than those obtained with the segmented contraction scheme 

although the latter uses the atomic HF coefficients. 

On the other hand, Dunning maintained60 that the contraction coefficients based 

on atomic HF calculations can be used if the exponents of the Gaussian primitives, 

especially polarization functions, are optimized in atomic correlated calculations. His 

study led to three observations, (i) Basis sets which include functions with high angular 

momentum (df,g) are required to reduce the error in the correlation energy to 1 kcal/mol 

or less, (ii) The basis functions could be grouped into sets with each function in the set 

lowering the correlation energy by an approximately equal amount or falling within a 



I 

86 

given range of occupation numbers, (iii) Basis functions optimized to describe 

correlation effects in atoms also describe molecular correlation effects well. From 

atomic correlation calculations Dunning found that the incremental energy lowering due 

to the successive addition of correlation functions falls into distinct groups. Thus, the 

(lslp) set and the (Id) function both decrease the correlation energy by comparable 

amounts, the incremental lowerings for the (2s2p),(2d),and (Ij) sets are similar, and so 

on. Dunning's study emphasized the importance of polarization functions for correlation 

calculations. For example, a basis set with (\2s6p) primitives for first-row atoms 

requires (3d2f[g) polarization functions and (UsSp) requires (4d3f2glh). 

4.3.5, The effect of the basis set on the HFS 

It has been realized from very earl) on that the ICC is greatly dependent on the 

basis set. One of the potential problems with GTOs could be that they do not possess 

the right cusp condition. Feller and Davidson47 compared the total electron density at the 

nuclei with the exact values for atoms at the HF level and found that an error within 5% 

percent could be reached by an extended Gaussian basis set. An earlier study using the 

STO basis set, which has the right cusp showed that the minimum basis set does not give 

the right Fermi contact term61. Therefore, it seems the problems with the basis 

functions ar~ ~ot due to the cusp condition as the density, not the slope, is desired for 

the calculations of the ICC. An exact density at a nucleus can be reached when the 

number of GTOs is sufficiently large. 

file:///2s6p
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To find out the requirement of the basis set for the accurate prediction of the ICC, 

Feller and Davidson46 made a thorough survey of the dependence of the ICC of nitrogen 

on the primitive Gaussians. First the (sp) space of the primitive Gaussians was saturated 

by extending the space until the calculated ICC at the MRCISD level does not change 

any more. Then d polarization functions were added until convergence was reached. 

The convergence of the /and g polarization functions was also studied in the same 

fashion. The largest primitive set examined was (I9sl0p8d4f2g). They found that the 

ICC only starts to converge from a primitive set as large as (6s4p2d). When a small set 

is used, one may get a number in good agreement with experiment for the wrong reason, 

i.e. by using a large energy threshold and a small reference space. The d polarizatior 

functions are also found to be essential in order to make a quantitative prediction. 

On the other hand, Chipman41,62'63 has tried to construct a basis set which is as 

small as possible and yet able to yield reasonably good results. He started out from 

Huzinaga's (9s5p) primitive set64 by contracting it to various degrees. The basis set 

contractions were segmented and the coefficients were taken from the innermost atomic 

ROHF orbitals. The correlated wave function used was a small scale MCSCF one 

developed by choosing carefully the significant configurations on the basis of numerical 

MCSCF results. He found that semiquantitative results (10% or less difference from 

numerical values) could be obtained for the first-row atoms except carbon with a 

contracted set [6s3p]a plus a diffuse (sp) shell. 

The importance of diffuse functions for calculations of HFS was also underscored 

* A pair of square brackets represents the contracted basis set. 
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by Bauschlicher et al6S who studied the HFS of the nitrogen atom at high levels of 

theory including full-CI. They also found that the contraction coefficients taken from 

ANOs yield the same results as those from HF AOs with a segmented contraction 

scheme. Other people also studied the basis set effect for the assurance of the quality 

of the basis sets they chose. For instance, in their study of the HFS of NH, Engels and 

Peyerimhoff66 found that a contraction of (13sSp/Ssy to [8s5pf5s] caused little loss of 

accuracy of the iCCs of N and H. Feller et al51 in their study of the HFS of NO 

investigated the variation of the ICCs as a function of the contraction length for the (sp) 

functions of Dunning's correlation-consistent-polarized-valence-triple-zeta (CC-PVTZ) 

basis set60 at the CISD level. They found that further decontraction of the CC-PVTZ set 

is necessary to increase the flexibility in the core region. Fernandez et al67 carried out 

a basis set mvestigation for their calculations of the HFS of B3. The basis set 

contractions of all these studies, however, are segmented. 

4.4. MRCISD studies of the hyperfine structure of 14NH2
68 

The HFS of N, NH, anc. NH2 have been subjected to extensive theoretical and 

experimental studies. With large basis sets and high correlation recovery, the 

experimental isotropic coupling constant for the nitrogen atom was obtained theoretically 

by several groups using ab initio methods such as SCF(CASSCF)/MRCISD65, 

* A slash "/" in the basis set notation separates the basis sets for each atom. Usually the basis set for 
the heavy atom appears first. 
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MRCISD46,52, and coupled cluster with single and double substitutions (CCSD) including 

noniterative treatment of triples69, although the results for other atoms varied and were 

not as close as for nitrogen. In particular, the study by Feller and Davidson46 showed 

that the good numbers from previous theoretical studies of atomic and molecular HFS 

arose from a largely fortuitous cancellation of errors due to insufficient correlation 

recovery and inadequate basis sets. The HFS of the molecule NH was studied with the 

many-body perturbation theory (MBPT)70, numerical multiconfiguration self-consistent 

field (MCSCF)63 and MRCISD66 methods. The MRCISD study by Engels and 

Peyerimhoff53 showed a deviation of a few MHz from experiment for the isotropic 

coupling constants on both N and H. 

Among the studies of the HFS of NH2
71'72,73, the most systematic study on NH2 

was carried out by Funken, Engels, Peyerimhoff and Grein73. They used a contracted 

basis set (I3s%p2d contracted to %s5p2d) and a reference space of up to 23 configurations 

in their MRCISD calculations, with an energy threshold of 2xl0"7 hartree. Their 

calculated hyperfine couplings (24.1 MHz for N and -63.4 MHz for H) are in good 

agreement with the microwave rotational spectroscopic experiment74 (27.9 MHz for N 

and -67.2 MHz for H). Their results were, however, not converged with respect to the 

energy threshold for the multireference calculations. A further study by the same 

research group75 revealed that the effect of vibrational motion is negligible. A more 

recent study76 used STO-expanded GTOs for the CI calculations and then obtained the 

Fermi contact terms with the original STOs. The numbers were not as close to the 

experimental ones as those in the study by Funken et aP. 

I 
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The question addressed in this section relates to the previous MRCISD work by 

Funken et af3 and Engels et afs: can convergence of the HFS of NH2 be achieved in 

the MRCISD calculations, and if so, does the converged result still differ from 

experiment. The problem is explored in three dimensions: the basis set, the size of the 

reference space and the energy threshold TE for selecting configurations. The Gaussian 

primitives were left uncontracted as it has been shown in previous studies that the impact 

of basis set contraction can be very strong. 

4.4.1. Methodology 

The calculated HFS is sensitive to the wave function form and the basis set. 

Various correlation recovery techniques such as CCSD including noniterative treatment 

of triples, MRCISD, MCSCF, Moller-Plesset perturbation theory with orders from 

second to fifth, quadratic single and double CI and MBPT have previously been used 

with varying degrees of success. Feller et al51 compared different correlation recovery 

algorithms based on ROHF and UHF. In this work ROHF based MRCISD is used 

because its wave function has the right symmetry and provides a systematic way to 

improve the accuracy to the full-CI limit46-77,78. Since one cannot include all the singly 

and doubly excited configurations generated with a certain reference space, the strategy 

is to reach converged results for a certain size of the reference space with respect to the 

energy threshold for configuration selection. This is taken as a good estimate of the limit 

in which all single and double excitations are included. The size of the reference space 
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is increased until the results converge with respect to both the size of the reference space 

and TE, which is assumed to be a good estimate of the full CI limit for the given basis 

set. The same procedure is repeated for a larger basis set to see if improvement can be 

achieved. The calculations were carried out by using the MELDF-X program48. The 

geometry of NH2 was optimized at the MP2/6-31G** level, yielding a bond length of 

1.023A and a bond angle 102.7' (experimentally 1.024A and 103.3° 79). 

Since correlation recovery is extremely important to spin polarization, there have 

been some studies67,80 of HFS using Dunning's correlation-consistent basis sets60,81 

which were designed to yield a good description of valence correlation. Recently Feller 

et al51 used Dunning's triple zeta basis set augmented with (Islpldlf) diffuse functions 

to study the HFS of the molecule NO. The best results obtained with more than two 

million configurations included in the variational step were about 4 MHz too small for 

14N and 2 MHz too large for 170 compared with experiment. In the same study, no 

converged results could be obtained with respect to the reference space, due to too many 

configurations. It is believed that more configurations have to be included to achieve 

convergence with respect to the energy threshold and/or the size of the reference space. 

On the other hand, atomic HFS calculations40 with uncontracted primitive Gaussians show 

that polarization functions with angular momentum higher than d functions have only a 

marginal effect on the result, e.g. about 0.2 MHz for nitrogen, and it is reasonable to 

expect that they have even less effect in molecular calculations, as the basis functions on 

the other atoms will automatically be used for polarization. Besides, che core electrons 

were frozen when Dunning's basis set was obtained and this may be a further source of 
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error, since it is well-known that the Fermi contact term is the cancellation between core 

correlation and valence correlation. In his development of semi-quantitative basis sets 

for HFS calculations, Chipman41,62 also showed the fluctuation of the HFS with respect 

to the contraction scheme. In the present study, the sets of primitive Gaussians derived 

from atomic SCF calculations are left uncontracted and two sets of d-type polarization 

functions are used on nitrogen and two sets of p-type polarization functions on hydrogen 

from Dunning's basis set60. The s andp primitives are from atomic SCF calculations by 

van Duijneveldt82 and one more diffuse s and a set ofp functions are add. d as they are 

known to be important for HFS. 

4.4.2. Results and discussion 

Figure 4.1 displays the change of the isotropic constant Abo (14N) with respect to 

the size of the reference space and the energy threshold TE for selecting configurations 

with the (Ilslp2dlls2p) basis set. The size of the reference space is denoted by the 

number of spin-adapted configurations in that space. The sizes of the reference spaces 

are 10, 20, 30, 40 and 50, respectively, before spin-adaption. The corresponding 

numbers are given in Table 4.1. It can be seen that Ah0 (14N) converges with TE, after 

TE is smaller than 10'7 hartree and converges with respect to the size of the reference 

space if a sufficiently small TE is used. If a large TE is used, however, one might get 

the wrong conclusion about the effect of the increase of the size of the reference space. 

This is illustrated in Figure 4.2 which describes the Ab0 (14N) versus the size of the 
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Figure 4.1. /i|„(MN) versus the energy threshold TE with the {\\slp2dns2p) basis set. The 

number of reference configurations is denoted by 1 (•), 27 (A), 50 ( • ) , 83 (•), 111 (+) and 

126 (»). The experimental value is indicated by the dashed line. The line denoted by • 

coincides with the one denoted by • with TE smaller than 10'7 hartree. 

reference space at TE=10"6 hartree (which has been widely used, mainly because of 

hardware limitations) and TE=3.3 x 10"9 hartree. From Figure 4.2 one might conclude 

that a reference space of 27 configurations is better than the one with 50 or more 

configurations because the former is closer to the experimental one. Only when TE is 

smaller than 10"7 hartree, does AUo show a steady trend as illustrated in Figure 4.3 and 

approach the experimental value. As pointed out by Feller and Davidson46, a sufficiently 

small TE is thus essential to obtain meaningful results, and a multireference approach 

may not make sense without taking this into consideration. Unlike the NO case studied 

file://{//slp2dns2p
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Table 4.1. Isotropic couplings, A^, (in MHz) of "N and H iu NH2 as a function of the energy 

threshold TE (in hartrees) and the size of the reference space with the (Ils7p2d/7s2p) basis set. 

Number of reference configurations 

LogTE 1 27 50 83 HI 126 ExptT 

H N 

-6.0 

-7.0 

-8.0 

-8.48 

H 

-6.0 

-7.0 

-8.0 

-8.48 

11.66 

13.43 

13.48 

14.36" 

-55.56 

-55.38 

-55.09 

-55.12b 

18.69 

19/ ' , 

18.57 

19.11 

-60.63 

-62.17 

-62.52 

-62.51 

7.87 

21.18 

20.53 

21.12 

-61.31 

-62.82 

-63.62 

-63.09 

15.78 

24.20 

25.19 

25.16 

-62.83 

-63.71 

-64.51 

-64.79 

18.71 

25.92 

26.83 

26.64 

-63.96 

-64.84 

-65.51 

-65.79 

17.96 

24.25 

25.19 

25.30 

-64.15 

-65.03 

-65.61 

-65.90 

27.9 

-67.2 

" Ref. 74. 
b All single and double excitations from the single reference are included. 

by Feller et af\ an exponential fit does not work in the present case for the curves with 

50, 83 or 111 reference configurations. Therefore, caution should be taken when 

introducing this kind of fitting. 

Similar to l4N, the Aho of hydrogen converges at TE=10-7 hartree given a certain 

size of reference space. Its behaviour is, however, more predictable in the sense that it 

decreases steadily with respect to a decrease of TE, and with an increase in the number 

of reference configurations, as shown in Figures 4.3 and 4.4 (the counterparts to Figures 

4.1 and 4.2 for 14N). It is also easier to obtain a semi-quantitative result for H than for 
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Figure 4.2. Plot of Abo (l4N) as a function of the size of the reference space by use of the 

{Us7p2d/7s2p) basis set. The energy threshold TE is denoted by W6 hartree (•) and 3.3 X10'9 

hartree (+). The experimental value is indicated by the dashed line. 

14N and even a single-reference CISD calculation recovers 80% of the experimental 

value. 

The best theoretical predictions of the isotropic couplings with this basis set are 

25.30 MHz for 14N and -65.90 MHz for the proton, which are slightly different from the 

experimental results of 27.88 to 28.11 MHz and -67.22 to -67.59 MHz, respectively, and 

somewhat better than the results of Funken et aP. 

The basis set was extended by adding two s and one set of p functions to nitrogen 

and one .s to hydrogen to see whether better agreement can be achieved. From Figures 

4.5 and 4.6 (the counterparts of Figures 4.1 and 4.2) it can be seen that similar to the 
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Figure 4.3. Plot of A,„ (H) as a function of the energy threshold TE by use of the (Us7p2dl7s2p) 

basis set. The number of reference configurations is denoted by I (•), 27 (A), 50 ( • ) , 83 (•), 111 

(+) and 126 (»). The experimental value is indicated by the dashed line. 

situation with the smaller basis set, Aho (14N) converges after including more than 83 

configurations in the reference space and using a TE smaller than 10'7 hartree. This 

time, however, the converged number is more than 1 MHz higher and essentially the 

same as the experimental one, considering experimental uncertainty which may be as 

large as 1 MHz for an accurate measurement. The best theoretical number is between 

28.45 MHz (111 reference configurations, TE=3.3xl0'9 hartree) and 27.44 MHz (126 

reference configurations, TE=10-8 hartree). 

A numerically large TE (> 10~7 hartree) still does not make sense. For example, 

one may conclude (cf. Figures 4.7 and 4.8) that one reference CISD is a very good 

n 
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Figure 4.4. Plot of AUo (H) as a function of the size of the reference space by use of the 

(Ils7p2d/7s2p) basis set. The energy threshold TE is denoted by 106 hartree (•) and 3.3 x 10-9 

hartree (+). The experimental value is indicated by the dashed line. 

simple model which recovers 75% of the experimental result, but it is actually due to 

fortuitous cancellation. 

From Figures 4.7 and 4.8 it can be seen that the A^ for hydrogen is also 

converged to the experimental value and the best theoretical number is between -65.57 

MHz (111 reference configurations, TE=3.3xlO-9 hartree) and -68.47 MHz (126 

reference configurations, TE=108 hartree). The number of configurations in the 

variational step is above 350,000. 

In contrast to the requirement of high correlation recovery for isotropic couplings, 

anisotropic couplings are very stable throughout all the correlation levels, as shown in 
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Figure 4.5. Plot of AUo (l4N) as a function of the energy threshold TE by use of the 

(13s8p2d/8s2p) basis set. The number of reference configurations is denoted by 1 (•), 27 (*), 50 

( • ) , 83 (•) , 111 (+) and 126 (T) . The experimental value is indicated by the dashed line. The 

line denoted by • coincides with the one denoted by • with TE smaller than 10'7 hartree. 

Table 4.2. The insensitivity of the anisotropic tensor with respect to basis set and form 

of correlation treatment has also been explored for NH2 in the DFT study which will be 

presented in Section 4.6, giving very similar results and conclusions. 

The convergence of the correlation energy, CI total energy - ROHF energy, and 

the sum of the squares of the expansion coefficients of configurations in the reference 

space are shown in Figure 4.9 for comparison. It is immediately apparent that both 

quantities converge more smoothly than the isotropic coupling constants. Therefore, the 

effect of a larger TE and smaller reference space is less predictable for the isotropic 

\ 
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Figure 4.6. Plot of A^ (MN) as a function of the size of the reference space by use of the 

(13s8p2d/8s2p) basis set. The energy threshold TE is denoted by 10"* hartree (•) and 3.3 X10'' 

hartree (+) . The experimental value is indicated by the dashed line. 

Table 4.2. The anisotropic coupling constant, Adip, (in MHz) of l4N calculated with the CISD 

and MRCISD (50 reference configurations) methods for different basis sets and configuration 

selection thresholds. 

Basis set 

(\\s7p2dl7s2p) 

(13s%p2dlSs2p) 

CISD 

42.52 

42.76 

lO6 

42.38 

42.56 

MRCISD 

io-7 

42.27 

42.51 

10"8 

42.23 

42.46 

ExptT 

43.85 

" Ref. 74. 

coupling constants than for the recovery of the correlation energy. 
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Figure 4.7. Plot of A,u (H) as a function of the energy threshold T6 by use of the 

(I3s$p2dl$s2p) basis set. The number of reference configurations is denoted by 1 (•), 27 (A), 50 

( • ) , 83 (•), 111 (+) and 126 (r). The experimental value is indicated by the dashed line. 

4.5. The convergence of basis set contractions 

In this section, comparison is made among the effects of the segmented and two 

general contracdon approaches (HF and ANO) on the calculations of the molecular 

hyperfine structure of NH2. More specif" !y, the isotropic hyperfine coupling constant 

of 14N in NH2 has been calculated at the MRCISD level with basis sets contracted at 

various degrees with the three contraction schemes. As it has been shown in the last 

section, an accurate prediction of the ICC can be obtained at the extended CI level. The 

w 
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Figure 4.8. Plot of Am (H) as a function of the size of the reference space by use of the 

(13s8p2d/8s2p) basis set. The energy threshold TE is denoted by lO-6 hartree (•) and 3.3 X10'9 

hartree (+). The experimental value is indicated by the dashed line. 

approach used in the last section, however, would be very difficult to extend to a larger 

system. The problem is the computational cost. From the calculations, it has been found 

that the number of selected configurations grows linearly with respect to the decrease of 

the energy threshold. The largest single job includes about 350,000 configurations in the 

final variational procedure, which takes all of the 3 gigabyte disk space available on the 

IBM RS/6000 Model 500 workstation. For the calculation with the energy threshold 10-7 

hartree, reference size of 83 and (13s&p2d/8s2p), at which the result starts to converge, 

the number of selected configurations is about 70,000. Davidson83 has argued that the 

computational cost grows like N\ with respect to the number of atoms at a fixed 

n 
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1.00 

0.94 
1 27 50 83 111 126 

Size of ref. space 

Figure 4.9. Plot of the correlation energy (in hartrees) (•) and the sum of the squares of the 

coefficients in the reference space £c,2 (•) as a function of the size of the reference space by use 

of the (Ils7p2d/7s2p) basis set. The energy threshold for selecting configurations is 10'7 hartree. 

accuracy. Thus, the workstations used for this research, which are probably more 

powerful than the most powerful supercomputei several years ago, cannot handle a 

system with even just one more hydrogen atom. The motivation of this study is to find 

a way of contracting the primitive basis set used in the last section such that the ICC can 

be predicted reliably and the computing cost can reduced substantially. 

In contrast to the previous ANO contraction studies which froze core electrons for 

CI calculations, full-electron correlation is essential for the calculation of the HFS and 

is included here in the construction of ANO basis functions. The ICC of 14N in NH2 is 

totally due to correlation effects because of the T symmetry of the singly occupied orbital 

of the ROHF wave function. It has been realized52-63'66'84 that the contribution of the core 
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electron correlation has the opposite sign to that of the valence electron correlation and 

that the ICC depends on a subtle balance between them. Therefore, the HFS provides 

a good test for the effectiveness of the ANO approach for the inclusion of the core-

electron correlation. 

4.5.1. Methodology 

As in the previous section, the MRCISD method has been used for all the 

hyperfine structure calculations on NH2. It has been shown in that study that the 

isotropic coupling constant of nitrogen converges with a reference space of 30 

configurations (83 spin-adapted configurations) and an energy threshold of 10"7 hartree. 

In this study, the same energy threshold and the 31 configurations (before spin-adaption) 

with the highest coefficient contributions are used as the reference configurations for the 

calculations of the HFS of NH2. The larger set of the two primitive sets used in Section 

4.4, (I3s8p2d/8s2p), is used as the uncontracted basis set, with the set of d functions 

being five instead of six. 

Since the ICC of hydrogen is much less sensitive to the change of basis functions, 

as shown in Section 4.4, the basis set for hydrogen has been contracted to [4s2p] for all 

the calculations except those with uncontracted basis sets. For the sake of conciseness, 

only the basis set for nitrogen will be mentioned in the discussion. 
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Table 4.3. The CISD populations of the atomic natural orbitals 

of the nitrogen atom. 

ANO J p 

1.998825 

1.982731 

0.012236 

0.000812 

0.000219 

0.000026 

0.000006 

0.000002 

(io-6 

0.995599 

0.005586 

0.000372 

0.000124 

0.000024 

0.000006 

0.000001 

(io-0 

The two general contraction schemes and one segmented scheme are compared in 

this section. The scheme denoted as ANO uses ANOs from an all-electron atomic CISD 

calculation, (the two sets of d polarization functions are not included in the atomic 

calculations). The ANOs are ordered by their populations and listed in Table 4.3. 

Unless noted otherwise, the contracted basis functions are the first few orbitals, i.e. the 

ones with the highest populations in the s and p spaces. 

The contraction scheme denoted as HFGen is the Raffenetti approach56 which uses 

all the occupied atomic HF orbitals, plus the most diffuse primitive Gaussians to add 

flexibility. HFSeg is the segmented contraction scheme used in Chipman's basis set 

I •RSI 
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study62. A contracted HFSeg basis set consists of the inner parts of the atomic Is and 

2p HF orbitals plus the remaining primitives. 

Table 4.4. The MRCISD ICC (in MHz) of '"N in NH, with different contraction schemes for 

the nitrogen atom*. 

Basis set ANO HFGen HFSeg 

[4s3p2J\ 

[5s3p2d] 

[6s3p2d\ 

[7s3p2d\ 

[Ss3p2d\ 

[7s3P2cr] 

[7s4p2d] 

[7s5p2d\ 

[7s6p2d\ 

' The (I3s$p2d) uncontracted basi<= set yields 21.57 MHz; the experimental value is 27.9 MHz. 

Table 4.4 lists the ICC of 14N in NH2 with various basis set contractions. The 

basis functions for nitrogen are enlarged first in the J space from [4s3p2d] to [Ss3p2d\. 

It can been seen that the ANO ICC starts to converge at [6s3p2d], a triple-zeta plus 

polarization (TZP) basis set, and the ICC of the HF contraction schemes starts to 

converge at \7s3p2d]. The results of the HF-based approaches are consistent with Feller 

and Davidson's conclusion46 that at least a TZP basis set is needed to achieve meaningful 

results. Chipman also found that the result of the [6s3p] contraction of Huzinaga's 

(9s5p) primitive set64 leads to better results than the [5s3p] contraction. The converged 

8.22 

15.82 

20.21 

22.71 

20.88 

22.71 

21.64 

20.48 

21.51 

59.32 

66.09 

14.10 

25.77 

25.69 

25.77 

23.64 

21.91 

21.30 

72.63 

82.52 

29.26 

26.86 

25.89 

26.86 

24.67 

22.75 

22.16 

file:///7s3p2d
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results of the two HF-based schemes lead to closer agreement with the experimental 

value than the uncontracted, indicating that one could obtain better agreement with 

experiment for the HFS using a contracted basis set rather than an uncontracted set of 

primitive Gaussians due to a fortuitous cancellation of errors. Expansion of thep space 

from [7s3p2d] to [7s6p2d] has a stronger effect on the HF-based schemes. The results 

of the ANO and the two HF-based approaches and that of ANO converge to the 

uncontracted one. Overall, the ANO scheme seems to converge faster, especially in the 

p space, and more smoothly than the other two schemes. For the basis sets with a higher 

degree of contraction, [4s3p2d] and [5s3p2d], the errors of the HF-based contractions are 

too large for them to be useful even for qualitative analysis. 

The different convergence behaviour of the ANO and HF approaches shows the 

differences in their abilities to recover the correlation effect of the core electrons relative 

to the correlation effect of the valence electrons. It has been shown52,63,66,84 that the 

contributions from tliese two correlation effects to the ICC have opposite signs and large 

magnitudes. The ICC is the result of the subtle compromise between them. The 

contribution from the valence electrons for 14N in NH2 with the uncontracted basis set is 

positive (65 MHz), suggesting that the contribution from the core electrons is negative, 

similar to the situation for N46'84 and NH63,66. At a high degree of basis set contraction 

([4s3p2d] or [5s3p2d]), the ANO scheme yields a small ICC, indicating that more core-

electron correlations are recovered than those of the valence-electrons. In contrast, the 

two HF based approaches recover more valence-electron correlation than core-electron 

correlation. A balanced description starts only after a contraction of [6s3p2d]. 

The difference can be understood in terms of the basis set diffuseness. 

i 
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Chipman's62 and Bauschlicher et al's65 atomic HFS studies have shown that the core 

correlation effect is always enhanced (the ICC is increased in the case of N) when a set 

of diffuse (sp) functions is added to either an uncontracted or a contracted basis set. The 

reason that the HF-based approaches at the high degree of contraction yield large ICC 

values is that the occupied HF AOs that are used as the basis functions are not 

sufficiently tight. Chipman62 found that only the first four innermost primitives of the 

(9s6p) set could be contracted in order to get a balanced description between the core and 

valance electron correlations. On the other hand, the ANOs are the eigenvectors of the 

atomic electronic density which decreases exponentially away from the nucleus. 

Therefore, they are less sensitive to the outer part of an atom and are considered tight. 

When only the first few ANOs are taken as basis functions, the basis set is not 

sufficiently diffuse and the correlation of the valence electrons is under-represented as 

indicated by the small ICC at the high degree of contraction. 

The insufficient recovery of valence-electron correlation for a small ANO basis set 

is contrary to the speculation58,59 about a possible full-electron ANO basis set. It is 

generally believed that the valence orbitals correlate mostly with the first few virtual 

orbitals whereas the core orbitals correlate with the outermost virtual orbitals. Similarly, 

the ANOs needed for core-electron correlations may have very small occupancies which 

are not included in a high-degree contraction, resulting in an insufficient description of 

the core-electron correlations. It is one of the reasons that the full-electron correlation 

has been avoided in previous studies of the ANO contraction approach. It has been 

thought that the desired orbitals for correlating core electrons are either most populated 

(corresponding to occupied core orbitals) or the nearly least populated (corresponding to 
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virtual orbitals for core electrons). The latter will be excluded in a procedure in which 

the most populated natural orbitals are chosen (as in the calculations of Table 4.3). 

Table 4.5. The effect of replacing the 5th s ANO (the outermost one) of the contracted 

[Ss3p2d] basis set with J ANOs 6 to 13. 

Replacement ANO ICC (in MHz) Energy loss 

(in mhartree) 

5 15.82 0.000 

6 20.89 0.950 

7 17.56 3.344 

8 12.11 3.567 

9 9.42 3.732 

10 8.74 3.806 

11 8.54 3.833 

12 8.39 3.840 

13 8.31 3.841 

To study further the effect of the less populated ANOs versus that of the more 

populated ANOs, the 5th s ANO, the least populated orbital of the five most populated 

s ANOs used in the basis set [5s3p2d] has been replaced with each of the rest of the six 

ANOs, the 6th to the 13th. Table 4.5 lists the ICC of ,4N and the total energy relative 

to that of the [5s3p2d] basis set for each replacement. Replacement with the 6th and the 

7th ANO shifts the balance more towards valence-electron correlation with the former 

having the strongest effect, raising the ICC by 5 MHz. This is hardly surprising since 
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the replacement orbitals are more diffuse. The replacements with the further less 

populated ANOs (8th - 13th) lower the ICC. The replacement with the 6th ANO also 

yields much less energy loss than that with others. The increase and then decrease of 

the ICC also shows that valence electron correlation will be under-represented if the 

outermost basis function is too diffuse. 

Table 4.6. The effect of replacing the 7th J- ANO (the outermost one) of the 

contracted [7s3p2(f] basis set with s ANOs 8 to 13. 

Replacement ANO ICC (in MHz) Energy loss 

(in mhartree) 

7 21.64 0.000 

8 19.76 -0.058 

9 19.74 0.210 

10 20.28 0.283 

11 20.05 0.309 

12 19.85 0.313 

13 19.73 0.314 

A similar replacement study was also carried out for the basis set [7s3p2d] and the 

results are listed in Table 4.6. Since the 6th and the 7th ANOs are included as basis 

functions, the replacement of a less populated ANO has much less effect on the ICC. 

One can see that the ICC is around 20 MHz, about 1 MHz smaller than the uncontracted 

and the contracted [7s3p2d] results. There are energy losses too except for the first 
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replacement which yields a slight energy gain. This indicates that the balance of the 

correlations of the core electrons and valence electrons is well represented by the first 

seven s ANOs. 

Table 4.7. The effect of using the outermost primitive Gaussian as the diffuse function. 

Basis set 

[3 + 1 s, 2 + lp,2d] 

[4+ls,2 + lp,2d] 

[5+ls,2+lp,2d] 

[6 + ls,2 + lp,2d] 

[7 + ls, 2 + lp,2d] 

ICC 

33.48 

12.83 

19.95 

23.49 

23.33 

Energy loss* 

(in mhartree) 

23.278 

20.742 

15.624 

18.861 

18.742 

* The energy difference between the total energy v.'ith the basis sets in this table and that with the 

basis set in Table 4.4 at the same size. 

Another way of increasing the diffuseness and the flexibility of a basis set, as done 

by Almlof and Taylor in their study58 of the ANO basis set, is to use the outermost 

primitives as basis functions. Thus, the [4+Is, 2+\p] basis set includes the first four 

s ANOs, first two p ANOs and the outermost s and p primitives. Table 4.7 lists the 

effect of using one set of the diffuse (sp) primitive Gaussians. The energy loss in the 

table is the difference between the energy with the current primitive-added basis set and 

that with the basis set in Table 4.4 of the same size, e.g. the energy with the [4+Lv, 

2+1/J] basis set minus the energy with the [5s3p] basis set in Table 4.4. 

Apparently, due to the diffuseness of the basis set, the ICC increases at both the 

low and high degrees of basis set contraction, especially for the small basis set [ 3 + 1 J , 
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2+lp, 2d] where the ICC is four times that of [4s3p2d]. In fact, the pattern of the 

numbers shifts towards the results of the HF-based ones, although the fluctuation is much 

less drastic. The ICC with the segmented contraction scheme and ANO coefficients is 

calculated and the results are very similar to those with the two HF-based contractions, 

analogous to the finding of Bauschlicher et al65. The energy loss found here is very 

large. In fact, the total energy with this revised ANO scheme is larger than that with the 

smallest size of the normal ANO approach. The energy loss is also much larger than 

that reported by Almlof and Taylor58. This may be due to two reasons: they 

decontracted the d and / polarization functions and they used valence CISD only. As 

pointed out by Almlof et al85, the good performance of the ANO basis set is due to its 

correct nodal structure and the errors introduced by compromising the nodal structure are 

several orders of magnitude larger than those due to inadequacies of the primitive set. 

A primitive Gaussian does not possess any nodal structure of the final natural orbital and, 

thus, bears much less correlation effect than an ANO. It may therefore not be advisable 

to add primitive Gaussians for the calculations of HFS. 

Finally, the numbers of configurations generated at the MRCISD level with and 

without perturbation selections are listed in Table 4.8. One can see that the numbers of 

configurations selected with the two HF contraction schemes are smaller than the ANO 

one and grow somewhat slower than the latter with the increase of contraction degree. 

This is especially obvious when the expansion is in the/? space. It can also be seen that 

the number with a contracted basis set is not so r.uch smaller than that with the 

uncontracted basis set whereas the number of configurations with the contracted basis sets 

before perturbation selection are three times smaller than that with the uncontracted basis 
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Table 4.8. The number of configurations selected versus the degrees of basis set contraction 

and contraction scheme*. 

Basis set Total ANO HFGen HFSeg 

[4s3p2d] 

[5s3p2dl 

[6s3p2d] 

[7s3p2d\ 

[8s3p2d\ 

[7s4p2d\ 

(13s&p2d) 

491 

564 

600 

662 

660 

699 

2077 

52 

31 

34 

60 

58 

62 

74 

43 

44 

46 

48 

50 

49 

40 

45 

46 

48 

50 

50 

'The total number of configurations is the number before perturbation selection which is similar 

among the three contraction schemes. 

set. It is a little surprising because one would expect a similar degree of reduction of the 

number of configurations. It seems that the basis set contraction is not as helpful as 

expected when a fixed accuracy is desired. But further studies are needed before such 

a conclusion can be made. 

4.6. Density Functional Theory as a Possible Alternative for HFS 

Studies86 

The MRCISD method and other ab initio correlation methods are so 

computationally demanding that they are not practical for the calculation of the HFS of 

the vast majority of the molecules of interest to chemists. It is therefore sensible to look 
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at the DFT method which is computationally more efficient, The linear combination of 

Gaussian-type orbitals version of DFT (LCGTO-DFT), may be a practical alternative 

because it yields results comparable to those obtained with conventional correlated ab 

initio treatments at a much lower computational cost. The DFT results for the hyperfine 

structures (HFS) of a large variety of molecules are similar to those calculated at the 

MRCISD level of theory87. This prompted us to examine the performance of the 

LCGTO-DFT approach to the prediction of HFS in terms of the dependence of the 

results on basis sets and functional forms. Atomic calculations have the advantage that 

no geometry effects, which are important in molecular HFS calculations, are involved. 

In the present study, calculations were also done on NH2 and NH3
+ to reveal the 

difference in behaviour between atoms and molecules, and that between the isotropic and 

the anisotropic couplings. NH2 and NH3
+ are selected because the HFSs of these radicals 

have been carefully determined experimentally and studied thoroughly with conventional 

correlation methods. 

4.6—. Methodology 

The LCGTO-DFT package deMon88 was used for the present study. There are 

two major variables in DFT: the functional form and the basis set. In addition to the 

local spin density approximation (LDA) (Dirac exchange term, and correlation correction 

by Vosko, Wilk and Nusair89), two widely employed correction algorithms to the 

exchange and correlation potential are used: Becke's exchange potential90 with 

Perdew's correlation functional91 (denoted BP), and the Perdew and Wang exchange 
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functional92 with the correlation correction by Perdew91 (PWP). The orbital basis set 

used here is the DFT modified Huzinaga (lls,7p) basis set93 with a contraction scheme 

designed for NMR calculations94, and to which two ^-functions with exponents 0.35 and 

1.4 have been added. This basis set is denoted by IGLO-III. A similar, but smaller, 

basis set with the contraction (9s5pld)/[6s4pld], denoted IGLO-II, is also used for 

comparison. Furthermore, auxiliary basis sets are utilized for the fitting of the Coulomb 

potential and the exchange and correlation potentials. Of the auxiliary basis sets 

available in deMon, the (4,4;4,4), (4,3;4,3) and (5,2;5,2) ones95 are used. The 

numbers before the semi-colon denote the auxiliary basis set used for the fitting of the 

Coulomb potentials and those after the semi-colon for the exchange and correlation 

potentials. The notation '4,4' means there are four j-type Gaussians and another four 

shells of s, p, d functions sharing the same exponents. *ne fitting of the Coulomb 

potential is done analytically, whereas for exchange and correlation potentials a numerical 

fitting procedure is used. For each atom, a grid is thereby constructed, consisting of 32 

radial shells with 6, 12, 26 or 194 angular points per shell (see below). Unless 

indicated, the grid used consists of 26 angular points per randomly oriented shell. 

4.6.2. Results and discussion 

The results of the atomic calculations, listed in Table 4.9, depend very strongly 

on the functional form. Changing the functional changes not only the magnitudes but 

also the signs of the atomic ICCs. This may be compared with ab initio calculations at 

different choices of theoretical models and basis sets (see the discussion in Section 
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Table 4.9. Atomic isotropic coupling constants (MHz). 

Functional 

LDA 

LDA 

LDA 

LDA 

LDA 

BP 

BP 

BP 

BP 

BP 

PWP 

PWP 

PWP 

PWP 

PWP 

Expt'l" 

Basis sets 

Orbital 

IGLO-III 

IGLO-II 

(lls,7p,2d) 

IGLO-III 

IGLO-III 

IGLO-III 

IGLO-II 

(lls,7p,2d) 

IGLO-III 

IGLO-III 

IGLO-III 

IGLO-II 

(lls,7p,2d) 

IGLO-III 

IGLO-III 

Numerical UHFC 

Numerical MCSCF" 

MRCISDC 

Auxiliary 

(4,4;4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4,3j4,3) 

(5,2;5,2) 

(4,4;4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4,3;4,3) 

(5,2;5,2) 

(4,4;4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4,3;4,3) 

(5,2;5,2) 

"B 

-6.23 

-20.73 

-7.18 

-15.80 

a 

-29.93 

-43.54 

-32.61 

-7.24 

a 

-56.73 

-68.48 

-70.10 

-32.37 

a 

11.6 

24.3 

22.5 

6.4 

,3C 

-1.65 

-44.43 

-7.79 

-4.10 

-9.10 

-23.84 

-52.35 

-28.05 

-29.73 

-25.15 

-37.46 

-47.82 

-47.40 

1.45 

12.66 

86.6 

26.6 

17.8 

MN 

-0.91 

-27.37 

-3.44 

-2.14 

-5.16 

-4.73 

-23.54 

-6.64 

-8.87 

-v.67 

7.71 

-8.81 

0.39 

15.70 

23.29 

10.45 

60.4 

10.9 

10.1 

170 

2.45 

55.47 

8.11 

0.35 

7.56 

-1.20 

1.89 

-3.52 

10.15 

14.03 

-46.12 

-36.25 

-50.00 

-17.77 

-43.20 

-34.5 

-118.2 

-27.6 

-30.2 

" The (5,2;5,2) auxiliary basis set is not available for boron. 
b Boron - ref. 96, nitrogen - ref. 97, oxygen - ref. 98. 
c Ref. 99. 
d Ref. 84. 
0 Ref. 46. 

4.3.3), which also show dramatic fluctuations. The values for boron, carbon and oxygen 
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generally decrease in the seiies LDA-^P-PWP when the (4,4;4,4) auxiliary basis set is 

employed. Using the (4,3;4,3) and the (5,2;5,2) auxiliary bases, the PWP calculations 

seem to generate results relatively close to experiment for carbon, nitrogen and oxygen. 

Similar observations have also been made for most molecular hyperfine structure 

calculations to date87. 

When the smaller basis set IGLO-II is used with the (4,4;4,4) auxiliary basis set, the 

values for B, C and N decrease by between 10 and 43 MHz, and that for O increases by 

between 2 and 53 MHz. With this choice of basis set, the value for oxygen obtained at 

the PWP level is very close to the experimental one, whereas the others become worse. 

A common practice among molecular orbital theories is to use contracted basis sets 

instead of Gaussian primitives to lower the computational demands and to assume that 

the error introduced is acceptably small. This approach is generally valid for most 

properties. The basis set (lls,7p,2d) listed in Table 4.9 is the uncontracted form of 

IGLO-III. We can see that when the uncontracted basis is employed, the values 

generally decrease somewhat, with the one exception of oxygen. The largest changes are 

observed using the PWP correction scheme. 

It should be emphasized that the observed changes in HFS parameters with the size 

of basis set and contraction are not unusual, and that ab initio calculations suffer the 

same problem. For an example, see Table 2 of ref. 62. 

It nas been found that molecular geometries and vibrational frequencies do not 

change significantly with auxiliary basis sets88. For atomic HFS calculations there is, 

however, a strong dependence on the size of the auxiliary basis set. The results in Table 

4.9 show that removing one shell from (4,4;4,4) to (4,3;4,3) gives large fluctuations in 
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isotropic couplings, especially when used in conjunction with the PWP functional. The 

third auxiliary basis set (5,2;5,2) further enhances the results. This time, the values for 

carbon are improved to be close to the MRCISD results, and that for oxygen is fairly 

close to the experimental number. 

Overall, the results obtained at the PWP/IGLO-III level with the (4,3;4,3) and 

(5,2;5,2) auxiliary basis sets are in fairly good agreement with experiment96,97,98 and 

previous MRCISD values46 and compare favourably with the UHF method99. The 

effects of the non-local gradient corrections have, e.g., been investigated by Ziegler et 

al'00. They found that the main difference relative to LDA is a removal of density 

from the core tail and valence tail regions, and an increase of the core density. This has 

also been observed directly in terms of densities and HFS couplings in other studies87. 

In particular it has been found that the PWP correction enhances this effect to a higher 

degree than does the correction scheme by Becke and Perdew. The fact that Gaussian 

functions do not satisfy the correct cusp condition at the nuclei can, at a high degree, be 

overcome by using a sufficiently large basis set with large core-region orbital 

coefficients. 

In Tables 4.10 and 4.11 the results for NH2 and NH3
+ are listed (MP2/6-31G** 

optimized geometries with C2v symmetry with bond length 1.023 A and bond angle 

102.7°, and D3h symmetry with bond length 1.020 A, respectively). It can be seen that 

the results, in particular for the isotropic coupling constants of 14N, still vary with the 

functional, but the changes are much more damped than in the atomic studies. The 

change of basis sets also has a much smaller effect on the ICC for the molecules than for 

the atoms, as does decontraction of the IGLO-III basis set. For the two molecules under 

I 
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Table 4.10. Isotropic coupling constants (MHz) of l4NH2 and ,4NH3
+. 

Functional Basis sets 

LDA 

BP 

PWP 

PWP 

PWP 

PWP 

PWP 

expt'l* 

UHFb 

MRCISD' 

Orbital 

IGLO-III 

IGLO-III 

IGLO-III 

IGLO-II 

(lls,7p,2d) 

IGLO-III 

IGLO-III 

Auxiliary 

(4,4;4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4,3;4,3) 

(5,2;5,2) 

N 

7.91 

17.23 

23.21 

18.12 

21.11 

25.57 

27.38 

27.9 

42.0 

'"NHj 

H 

-48.91 

-51.91 

-46,85 

-57.01 

-50.84 

-42.62 

-50.50 

-67.2 

-101.6 

24.1 

N 

16.57 

29.40 

35.82 

30.57 

33.40 

35.92 

41.38 

54.6 

86.0 

-63.4 

,4NH3
+ 

H 

-56.14 

-63.47 

-59.18 

-69.88 

-64.73 

-56.52 

-63.44 

-76.8 

-135.5 

50.12-/9.58 

* Ref. 74 for NH2 and ref. 101 for NH3
+. 

b Ref. 102 for NH2 and ref. 103 for NH3
+. 

c Ref. 73 for NH2 and ref. 104 for NH,\ 

study, the combination of the PWP functional and the IGLO-III + (5,2;5,2) basis set 

gives overall HFS in closest agreement with experiment74'101'102'103 and MRCISD 

values73,104, especially for NH2. 

The anisotropic coupling tensors for the nitrogen and hydrogen atoms of the two 

molecules have also been calculated and listed in Table 4.11. For the orientation of the 

principal elements for the nitrogen, X is the symmetry axis and Z is perpendicular to the 

molecular plane. Since the singly occupied nitrogen p orbital is along Z, a large 

magnitude is found. For the hydrogens, the picture is different. The smallest principal 



Table 4.11. Anisotropic coupling constants (MHz) of l4NH2 and l4NH3
+. X.Y.Z are the 

eigenvalues of the anisotropic coupling tensors. 

Functional Basis sets 

Orbital 

LDA IGLO-III 

BP IGLO-III 

PWP IGLO-III 

PWP IGLO-II 

PWP (lls,7p,2d) 

PWP IGLO-III 

PWP IGLO-III 

Auxiliary 

(4,4;4,4) 

(4,4;4,4) 

(4,4:4,4) 

(4,4;4,4) 

(4,4;4,4) 

(4.3;4,3) 

(5,2;5,2) 

X 

Y 

Z 

X 

Y 

Z 

X 

Y 

Z 

X 

Y 

Z 

X 

Y 

Z 

X 

Y 

Z 

X 

Y 

,4NH, 

N 

-43.40 

-43.36 

86.75 

-44.99 

-43.94 

88.93 

-45.64 

-44.30 

89.94 

-45.17 

-43.55 

88.72 

-45.17 

-43.55 

88.72 

-45.45 

-44.20 

89.65 

-45.09 

-43.95 

H 

-54.87 

-8.66 

63.54 

-54.65 

-7.54 

62.19 

-54.19 

-7.54 

61.73 

-54.24 

-9.27 

63.51 

-54.24 

-9.27 

63.51 

-53.57 

-6.83 

60.40 

-54.02 

-7.17 

14NH3
+ 

N 

-48.13 

-48.13 

96.26 

-49.13 

-49.13 

98.25 

-49.59 

-49.59 

99.18 

-48.53 

-48.53 

97.05 

-49.52 

-49.52 

-99.85 

-49.16 

-49.16 

98.31 

-49.23 

-49.23 

H 

-56.05 

-13.30 

69.35 

-56.58 

-12.24 

68.81 

-56.05 

-12.19 

68.24 

54.90 

-13.70 

68.60 

-56.15 

-12.17 

68.31 

-55.44 

-11.48 

66.92 

-55.81 

-12.28 
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expt'l' 

UHF" 

MRCISD0 

z 

X 

Y 

Z 

X 

Y 

Z 

X 

Y 

Z 

89.04 

-44.6 

-43.1 

87.7 

-36.0 

-32.0 

70.0 

-42.9 

-42.4 

85.3 

61.20 

-55.4 

-5.2 

65.8 

-60.6 

-5.0 

86.6 

-54.5 

-7.3 

61.7 

98.46 

-42.42 

-42.42 

84.84 

-43.54 

-43.54 

87.08 

-46.38 

-46.38 

92.76 

68.09 

-54.88 

-7.00 

61.88 

-59.92 

-16.24 

76.16 

-49.45 

-14.28 

63.73 

' Ref. 90 for NH, and ref. 121 for NH3
+. 

b Ref. 102 for NH2 and ref. 103 for NH3
+. 

' Ref. 73 for NH2 and ref. 104 for NH3
+ 

element, Y, is perpendicular to the molecular plane, similar to the situation of the 

CH3
105 radical. 

One can see from Table 4.11 that they change very little with functional form and 

basis set, and are in very good agreement with experiment74'106 and MRCISD73,104 

values. This is promising since anisotropic coupling constants are much harder to obtain 

experimentally, and since the DFT methods can handle much larger molecules than 

conventional ab initio CI methods. 

The final variable tested in the present communication is the size of the grid used 

in the fitting of the exchange-correlation functional. The computer code presently used 
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Table 4.12. The effects of varying the grid size on the HFS of WN and NH3
+' 

Nucleus 

I 4 N 

l4N 

'H 

14N 

'H 

N b 

6 

12 

26 

194 

6 

194 

HFS 

Atomic Nitrogen 

ISO 

ISO 

ISO 

ISO 

NH3
+ 

ISO 

X 

Y 

Z 

ISO 

X 

Y 

Z 

ISO 

X 

Y 

Z 

ISO 

X 

Y 

Z 

LDA 

-5 16 

-5 16 

-5 16 

-5 16 

15 76 

-48 19 

-48 19 

96 38 

-54 83 

-55 86 

-13 14 

68 99 

16 52 

-48 13 

-48 13 

96 26 

-56 14 

-56 06 

-13 29 

69 35 

Functional Form 

BP 

-9 67 

-9 67 

-9.67 

-9 66 

26 89 

-49.14 

-49 14 

98.28 

-59.91 

-56 01 

-11.91 

67 92 

29.43 

-49 13 

-49 13 

98 25 

-63 63 

-56.43 

-12 17 

68.60 

PWP 

23 29 

23.29 

23.29 

23 29 

33.37 

-49.78 

-49 78 

99.56 

-55.84 

-55 61 

-11.88 

67 49 

35.75 

-49 59 

-49 59 

99 18 

-58.86 

-56 00 

-12 09 

68.08 

" In the atomic calculations, the (5,2,5,2) auxiliary basis set is used, and tor NH3
+ the (4,4;4,4) and 

(4,2,4,2) auxiliary basis sets for N and H, respectively, are used Throughout, the IGLO-III orbital 

basis «et is employed All results are in MHz 
b N ^ indicates the number of angular points employed in the fitting of the exchange correlation 

functional in each of the 32 radial shells 

in this study allows for a variation of the grid as described in Section 4.6.1. Table 4.12 
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lists the results from the grid calculations on 14N and 14NH3
+, using 6, 12, 26 or 194 

angular points each in 32 radial shells. In the atomic calculations, it is apparent that the 

present choice of grids has very little influence on the computed HFSs. A small effect 

is first observed in the BP calculations when the finest grid is employed. In the case of 

the NH3 radical cation, the effect is stronger, in particular when going from the coarsest 

grid (Ngrid=6) to the finer ones. For the isotropic terms, the effects of changing the 

functional form are far greater than the effects of varying the grid size. For the 

anisotropic hyperfine couplings, the functional form has very little influence, and the 

effects are more comparable in magnitude. 

4.7. Conclusions 

In this chapter, the convergence of the spin polarization in terms of the ICC 

calculated with quantum chemistry methods is explored. 

First, the problem of obtaining a converged set of hyperfine parameters of the NH2 

radical from MRCISD theory is addressed in terms of the size of the reference space and 

the configuration selection energy threshold TE. The reference space is varied from one 

(CISD) to 126 spin-adapted reference configurations, and the energy threshold is lowered 

as far as 3.3xl0"9 hartree. The effect of basis set is also explored by using two 

uncontracted basis sets (1 \slp2dl7s2p) and (\3s%p2dl%s2p). The number of spin-adapted 

configurations included in the calculations varies from a few thousand for the CISD 

file:///slp2dl7s2p
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calculations up to 350,000 for the largest efforts. As expected from previous work, the 

anisotropic coupling constants show very little variation with the various parameters, and 

are in very good agreement with experiment. Convergence is basically observed already 

at the CISD level for this part of the hyperfine tensor. For the isotropic couplings large 

variations are found as a function of TE and reference space, and it is concluded that 

converged solutions cannot be reached unless a selection threshold below IO"7 hartree 

coupled with a reference space of at least 80 spin-adapted configurations is used. The 

best theoretical predictions of the hyperfine couplings lie well within the error bars (1 

MHz) of the experimental data. 

Secondly, the convergence of basis set contraction schemes to the ICC has been 

examined on the basis of the above MRCISD study. The contraction schemes tested here 

include the atomic natural orbital method, Raffenetti's general contraction method and 

the segmented method. The contraction coefficients for Raffenetti's and the segmented 

methods are taken from atomic HF orbitals. The primitive set for nitrogen is (13.s8p) 

and is contracted to a series of basis sets, first from [4s3p2d] to [Ss3p2d] in the s space 

and from [7s3p2d\ to [7s6p2d] in the p space. It has been found that all three methods 

converge to the result with the uncontracted primitive set and that the ANO approach 

leads to a smoother and somewhat faster convergence than the other two HF-based 

methods. Therefore, at a moderate degree of contraction such as (13siip2d) to [7s6p2d], 

all three contraction schemes are expected to yield similar results whereas the ANO 

approach is able to yield semi-quantitative results at a higher degree of contraction. The 

different behaviours of the contraction schemes at small basis set sizes are interpreted in 

terms of the diffuseness of the basis set. Thus, the small ICC with the ANO scheme is 

V 
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due to the tightness of the ANOs and the large ICC with the two HF-based approaches 

is due to the diffuseness of the HF AOs. 

We also examined the recovery of the core electron correlation effect with the 

ANO approach using the sensitivity of HFS to the balance between the core electron and 

valence electron correlations. In contrast to the previous speculation, it is found here 

that the core-electron correlation is recovered well with the simple choice of the ANOs 

according to the populations. In addition, it has also been found that adding the 

outermost primitive Gaussians to an ANO set to increase the diffuseness is not advisable 

for the calculations of HFS. 

Thirdly, the potential of the application of DFT to HFS study is explored. A 

survey of exchange and correlation functionals and basis sets has been conducted using 

the first-row atoms and the molecules NH2 and NH3
+. It has been found that the 

calculated anistropic couplings for the molecules do not change much and are in good 

agreement with ab initio and experimental values. The ICC changes dramatically with 

different combinations of functionals and basis sets, although the calculated molecular 

ICCs change much less than the atomic values. For NH2 and NH3
+, the computed 

PWP/IGLO-III + (5,2;5,2) values are in excellent agreement with experiment and 

MRCISD data. 



Chapter 5. 

Isomers of the Alkaline-Earth Hydroxides 

Reliable predictions of new molecular structures and properties is one of the 

ultimate goals of theoretical studies. In this chapter, the CI and MCSCF methods 

presented in Chapter 3 will be used to predict the existence of a new isomer of each of 

the alkaline-earth hydroxides with particular attention paid to their structures and 

vibrational frequencies. Qualitative analysis of the bonding will also be made in order 

to understand the new structures. Since the experimental data referred in this work 

consist mainly of geometries and vibrational frequencies, the basics of the experimental 

measurements are introduced first, followed by a summary of previous studies on the 

same systems and then the results of the present research. 

5.1. Spectroscopic Measurement of Molecular Structures and 

Vibrations 

The geometry of a molecule can be calculated theoretically. Within the Bohr-

Oppenheimer approximation, the motion of electrons and nuclei are separable. Since the 

Hamiltonian is dependent on the positions of nuclei R (Equation (4)), the wave function 

and total energy are functions of R. The calculated geometric structure ^ , of a 

125 
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molecule then corresponds to the lowest energy with respect to R, i.e. 

( J * g > ) - - - 0 (128) 
dR *'** 

The above structure is often referred to as the equilibrium structure, around which the 

nuclei vibrate. 

A molecular structure can also be measured experimentally through molecular 

rotational spectroscopy in the gas phase. The rotational Hamiltonian operator can be 

written as: 

f2 f2 f2 

H - OL + ±L + h. (129) 
' Ux U, 2/z 

where the /. are the moments of inertia defined in the principal axis system and the/). 

are the angular momentum operators with respect to the nuclei. The moments of inertia 

are simple functions of the nuclear coordinates. The moments of inertia can be obtained 

from the transitions between rotational energy levels and, thus, the geometry of the 

molecule can be determined. 

The simplest example is a homonuclear diatomic molecule. Its Hamiltonian 

operator is: 
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H - £- (130) 
r 2/ 

where // is calculated in terms of the internuclear distance R and the nuclear mass m ' 

I - ImR2 (131) 

From Section 2.5.1 we know that the eigenvalue for £2 is E(L + l)h2 and the energy 

difference between level {j_ - i) and L thus becomes: 

AE - ^ (132) 
/ 

By experimentally observing A£, the internuclear distance can be obtained. 

In ar1 Ution to rotation, the nuclei have another type of motion - vibration around 

the equiliLium position of the nuclei. The Hamiltonian for the molecular vibration is: 

#v " ~ E *5 + E WJ) (133) 
2m, t<j 

where m. is the mass of the /th nucleus and V(ij) is the interatomic potential. Usually 
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the displacements of the nuclei around the equilibrium position are very small. This 

equation is separable if the potential is written as a harmonic force: 

", ~ -£C (~2 * kfi> (134) 

where the j - . are the mass weighted Cartesian displacement coordinates and the k. are 

the force constants which can be derived theoretically from the second derivatives of the 

energy with respect to the displacements. For the vibrational mode i, the vibrational 

energy is: 

Ei " V ^ v , + b <135> 

where v. is the vibrational quantum number. The energy difference between two 

adjacent energy levels becomes: 

t\Et - hv t (136) 

where v. is the harmonic vibrational frequency, which can be calculated as —-Jkt> ^ ^ 
2-n 

thus the theoretical predictions of the force constants can be verified experimentally. 
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5.2. Previous work on alkaline-earth hydroxides 

The gas-phase alkaline earth monohydroxides are of considerable astrophysical 

interest. Tsuji107 has predicted that these compounds are important species in stellar 

atmospheres. This interesting class of free radicals provides a number of ideal candidates 

for optical studies since they are readily produced in the laboratory and their low-lying 

electronic states are located in a convenient region for dye laser excitations. In 1983, 

Harris and co-workers performed the first rotational analysis of CaOH/CaOD108 and 

SrOH/SrOD109 and established the linear geometry of these molecules. They used a 

molecular source operating at low temperature and low pressure which greatly reduced 

the spectral density. Since then, spectroscopic investigations of MOH (M = Mg, Ca, 

Sr and Ba) molecules1 1 0-1 1 1-1 1 2 1 1 3 '1 1 4 '1 1 5 '1 1 6 ' "7-1 1 8-1 1 9-1 2 0 have 

progressed rapidly. In particular, extensive and high precision data for CaOH and SrOH 

have been recorded in several laboratories, yielding important physical quantities such 

as permanent electric dipole moments114, and the Renner-Teller and Fermi resonance 

parameters116,119,120. The simultaneous study of the two isotopomers, CaOH and CaOD, 

has led to accurate determination of the equilibrium bond lengths, valence force constants 

and Coriolis coupling parameters for the ground state120. 

The geometries and electronic structures of CaOH and other alkaline earth 

monohydroxides have also been subject to various theoretical studies. It has been well 

established that like the molecules consisting of alkaline earth metals and other 

electronegative ligands (L), they are essentially ionically bonded as M+(OH)". The 

metal gives one s electron to the ligand and the two parts are held together 
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electrostatically. This picture is consistent with the experimental observations and the 

theoretical studies which indicate that all of these molecules are linear or quasilinear. 

The linearity suggests that the bonding is ionic, for if the bonding were covalent the 

lone—pairs on oxygen would force the molecules to bend. The low—lying electronic 

states are formed by promoting the unpaired electron from the ns orbital of the metal to 

the np(n-l)d and the (n-r-l)i' orbitals. Based on this model, a substantial amount of 

theoretical work with ab initio and semi-empirical methods has been done. 

Assuming that the molecules will dissociate into ions, Bauschlicher and 

Partridge121 calculated the dissociation energy of CaOH and LiOH using the ROHF 

method with a large basis set of at least triple-zeta plus double polarization quality. 

Their result (4.08 eV, zero-point energy corrected) is close to the experimental value122 

of 4.23±0.04 eV. Bauschlicher et al123 studied the structures and energetics of the 

ground states of the alkali and alkaline—earth monohydroxides (including CaOH) at the 

CISD level with the same basis set. In addition to the equilibrium distance between the 

metal and the ligand and the dissociation energy, vibrational frequencies and bending 

potentials were calculated. The CISD dissociation energy (4.15 eV, zero-point energy 

corrected) is closer to the experimental value than the ROHF value. The calculated bond 

lengths are less than 0.02 A different from the experimental values. The calculated Ca-0 

stretch frequency is very close to the experimental value whereas the calculated Mg-0 

stretch frequency is 50 cm"1 less than the experimental value. The permanent dipole 

moments of the X2E+, A2n and B2S+ states of CaOH were calculated at the computed 

equilibrium geometries with the coupled-pair functional (CPF) and modified CPF 

methods124. Large discrepancies are found among the predictions of the dipole moment 
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at different theoretical levels. The geometries and bending potentials of BeOH and 

MgOH were also studied using unrestricted-Hartree-Fock fourth—order 

Moller—Plesset perturbation theory by Palke and Kirtman125. This bending potential 

and Bauschlicher et al's123 are quite different from the experimental result, which is not 

surprising, given the flat nature of the bending potential. Ortiz studied the ground and 

excited states of CaL (L = CH3, NH2, OH and F) by means of electron propagator 

calculations126. Semi-empirical models were proposed127'128-129-130 to calculate 

the binding energies, excitation energies and dipole moments of these ionic molecules 

M+L~ including L = OH". The models were based on the classic electrostatic 

interaction plu« the polarization of M+ and L" and the excited states were treated in a 

fashion closely related to ligand field theory. The predictions compared well to 

experimental and ab initio data. 

5.3. The Second Structure of CaOH: HCaO131 

During the study of the energy surface of CaOH another minimum was found with 

an electronic state of 2S+ symmetry. It has the form HCaO with a linear structure, 

analogous to HBO and HAIO. In this section, the energy surface around the minimum 

at both the Hartree-Fock and the CISD levels is described. Also included are the O-H 

stretching frequency and the bending frequency of CaOH, which were omitted from 

previous theoretical studies. The ground state of this system, 2n, will be discussed in 

Section 5.5. 
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The basis set used for most of the calculations is fairly complete: 

(I5sl3p7d2f!9s9p6d2f) for Ca, (lWp3dlfl6s4p3dlf) for O and (Ss4p/5s3p) for H. The 

s andp functions of the Ca basis set start from the 14s9p basis set of Wachters'132 with 

the addition of his two diffuse, 4/?-like functions, as well as two additional/? functions 

and a diffuse s function. The exponents and contraction coefficients for the d and / 

polarization functions are from the literature123. The O basis set uses the (lls6p) 

primitive set of van Duijneveldt82 contracted to [6s3p]. This is supplemented with a 

diffuse set of p functions optimized for the negative ion, three sets of d functions and one 

set of/functions, resulting in (Us7p3dlf/6s4p3dlf). The H basis set is the (6s) set of 

van Duijneveldt82 contracted to [3.y] to which two diffuse s functions and four sets of p 

functions are added; the/? functions are further contracted123, resulting in (8s4p/5s3p). 

The calculations were first done at the ROHF level, followed by the CISD 

calculations to include the correlation effects for the valence—shell electrons on all the 

atoms, plus the outer-core (3s)2(3p)6 electrons of Ca. The study on alkaline-earth 

monohalides133 has shown that the pair-pair terms, the double excitations where one 

electron is excited from a M+ outer-core orbital and the other from a L" valence orbital, 

are increasingly important when the M-L distance is small and tends to make the bond 

short. Including the outer-core shell electrons (17 elections in total) in correlation 

calculations compensates for the correlation effect of valence electrons, which tends to 

make the bond too long and yields results in better agreement with experiment for the 

M-L bond length, frequency and dissociation energy. In the CI calculations, the 
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contributions of all configurations from double excitations were estimated by means of 

perturbation theory and those that are predicted to make contributions below a threshold 

(IO'7 hartree for bond stretching modes) were eliminated from the diagonalization of the 

Hamiltonian matrix to save disk space and computing time77,78. The estimated 

contribution from the discarded configurations changed little during optimization for 

bond-stretching modes. 

For the CISD bending potential scan, the estimated contribution from the discarded 

configurations changes with the angle and becomes increasingly significant. Because of 

hardware limitations a somewhat smaller basis set was used. It is basically a triple-zeta 

valence (TZV) basis set augmented with diffuse and polarization functions. The basis 

functions for H are from Dunning's TZV basis set134 augmented with a diffuse s 

function and three sets of p polarization functions, resulting in a basis set (6s3p/4s3p). 

The (Ws7p3dl6s4p3d) set for O is composed of Dunning's TZV134, a diffuse s, a diffuse 

set of p and three sets of d polarization functions. The Ca set starts from Wachters' 

(\4s9p) set132 contracted to (Ss4p), augmented with three p functions to describe the 

subshell (4p), and three d polarization functions, resulting in (\4sl2p3dlc\s7p3d). The 

energy threshold for selecting configurations included in the Hamiltonian diagonalization 

was also decreased to 5.0 X10'8 hartree. With this basis set, the estimated contribution 

from the discarded configurations was less than IO"5 hartree and had little effect on the 

geometry optimization. 

The equilibrium bond distances and harmonic frequencies were obtained by a 

parabolic fit to the energy curves with step intervals less than 0.03 A. The bending 

angle was scanned up to 15° from the linear structure. The calculations were done with 

file:///4s9p
file:///4sl2p3dlc/s7p3d


the Gaussian 92/DFT135 and MELDF-X48 programs. 

5.3.2. Results and discussion 

ROHF 

O Ca H 

134 

-0JB0 

Figure 5.1. Contour plot of the singly occupied orbital of HCaO. 

O Ca H 

Figure 5.2. Contour plot of the bonding orbital between H and Ca. 

! 



135 

Optimization of linear HCaO yielded 2.073 A for H-Ca and 2.028 A for Ca-0 at 

the ROHF level. SCF convergence failure with Gaussian 92 prevented characterization 

of the stationary point by frequency analysis. A potential scan of the bond angle using 

MELDF-X at the optimized bond lengths of the linear structure confirmed that the linear 

structure in a minimum. The H-Ca and Ca-0 harmonic stretching frequencies and the 

unsealed harmonic bending frequency were computed to be 1324 cm"1, 560 cm-1 and 

108 cm-1, respectively. CaOH was also calculated at the ROHF level for comparison. 

In contrast to CaOH where the unpaired electron is on Ca, the unpaired electron of 

HCaO is mainly of oxygen 2p, character, which is also the bonding orbital between Ca 

and O. The contours of the singly occupied orbital of HCaO corresponding to the 

bonding between Ca and 0 are depicted in Figure 5.1. The Mulliken population analysis 

gave -0.69, 1.47 and -0.77, respectively, for H, Ca and O, showing that the amount 

of negative charge hydrogen gains is quite large, close to what the oxygen does, although 

one might expect a larger uifference as the latter is much more electronegative. Since 

the number of electrons lost by Ca in HCaO is close to twice that (0.79) in CaOH, one 

can argue that Ca in HCaO loses two electrons, one each to hydrogen and oxygen. 

Figure 5.2 shows the doubly occupied molecular orbital corresponding to the 

bonding between H and Ca. The molecular orbital is dominated by the contribution of 

the hydrogen s basis functions. The calculation also shows that the negative charges on 

both hydrogen and oxygen increase as the bond lengths increase. Therefore, the H-Ca 

and Ca—O bonds are largely ionic. The overall HF electronic structure can be 

symbolized as H(b)2Ca(4^)°0((2if (2px)
7(2py)

2(2pz)
1) or H~Ca2+0-. 
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Table 5.1. The tota' CISD energies, equilibrium bond lengths, and harmonic frequencies of 

HCaO and CaOH. 

HCaO (theory) 

E ^ = -752.41773 hartrees 

R(H-Ca) = 2.021 A 

R(Ca-O) = 2.002 A 

u(H-Ca) = 1288 cm-1 

w(Ca-O) = 515 cm-1 

w(H-Ca-0) = 170 cm-' 

w(H-Ca-O) = 146 cm"1 

CaOH (theory) 

-752.52027 hartrees' 

R(O-H) = 0.948 A 

1.988 A (ref. 123) 

629 cm-1 (ref. 123) 

GD(Ca-O-H) = 405 cm" 

w(Ca-O-H) = 380cnr 

w(O-H) = 4040 cm"' 

CaOH (experiment, ref. 116 

0.954 A 

1.975 A 

617 cm'1 

354 cm"1 

(9 e!ectronsb) 

* Calculated at the geometry as of ref. 123. 
b The CISD result includes 17 electrons unless noted otherwise. 

The geometries and harmonic frequencies of HCaO and CaOH at the CISD level 

along with the experimental results for CaOH are listed in Table 5.1. Compared with 

the ROHF results, the H-Ca bond length is shortened by 0.052 A, and the Ca-0 bond 

length by 0.026 A. This is similar to the CaOH case where the Ca-0 bond length was 

shortened by 0.018 A when electron correlation was included123. Relative to the Ca-0 

bond in CaOH, the Ca-0 bond in HCaO is slightly longer and has a lower frequency, 

indicating that the latter is weaker (since hydrogen is very light, the Ca-0 stretching 

frequency can be used to compare the Ca-0 bond strengths of HCaO and CaOH). 
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In order to understand the H-Ca bond, it is helpful to compare the results with the 

bond length and frequency of the CaH molecule. The experimental values136 for CaH 

are 2.0025 A and 1298.34 cm"1, respectively, which are comparable with those of the H-

Ca bond in HCaO, 2.021 A and 1288 cm"1 respectively, suggesting a similarity between 

the two. 

A potential energy scan of the H-Ca-0 bond angle confirmed that the linear 

structure is a minimum at the CISD level, which reinforces the conclusion at the ROHF 

level that the linear structure is energetically favoured. In fact, the curvature at the 

CISD level is greater than at the HF level, indicated by the greater bending frequency 

(170 cm-1 vs. 151 cm"1 with the TZV basis set) at the CISD level. 

The previous theoretical studies of MOH have been focused on characterizing the 

Ca-0 bond with the O-H bond length fixed at its value in free OH". In this work, the 

potential curve for the O-H stretching mode has been calculated. The optimized bond 

length is slightly (0.006 A) shorter than the experimental result, and the frequency is 

much higher than that of free OH or OH"1, which is around 3700 cm"1 137. The 

increase of the O-H frequency from a free anion to a ligand in MOH should not be 

surprising as M+ would make OH" more polarized. 

Since the experimental value of the CaOH bending frequency is available116, 

theoretical calculations were carried out for comparison. It is found that the bending 

frequency of CaOH calculated, with 17 electrons included in the CISD procedure was 

about 50 cm"1 higher than the experimental value (354 cm'1). The CISD value (380 cm"1) 

including only valence shell electrons (9 elecu-ons), however, has been found to be in 

better agreement with experiment. The energy difference between the two structures 
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HCaO and CaOH is large (269 kJ/mol), which may help to explain why HCaO has not 

been observed experimentally. 

5.4. The 2£+ states of HBeO, HMgO and HCaO 

From the last section, it has been learned that a second structure, HCaO with a2E+ 

state, exists on the hypersurface of CaOH. It is linear and the H—Ca and C a - 0 bond 

lengths are 2.021 A and 2.002 A respectively. The overall electronic structure is largely 

ionic and can be described as iL(ls)2Ca(4s)°0((2s)22(px)
22(py)

2(2p!)
i. The H-Ca bond is 

similar to that of the HCa molecule as indicated by the similar bond length and 

frequency. The Ca-0 bond in HCaO is bnger and has a lower frequency than that in 

CaOH, suggesting that the former is weaker. 

The finding of this new structure provided the motivation to explore the possibility 

of HBeO and HMgO and to try to understand the bonding of these new structures. Thus, 

extensive ab initio CASSCF calculations for HMO (M=Be, Mg and Ca) were carried 

out for the 2E+ state, which is the ground state of MOH. 

5.4.1. Methodology 

In this study, the complete-active-space-self-consistent-field (CASSCF) method was 

chosen because the availability of CASSCF analytical gradients makes the full geometry 

optimization feasible. Moreover, a multiconfiguration approach is required for the study 

of the isomenzation of HMO/MOH, one of the objectives of this research. The 
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CASSCF method can potentially perform better than the single reference CISD method. 

For example, in their benchmark study of the radical OH, Bauschlicher and Langhoff138 

found that CASSCF gives spectroscopic constants, such as the equilibrium bond length, 

frequency, dipole moment and dissociation energy, closer to the full-CI result than the 

single reference CISD method, when oxygen virtual p orbitals with T symmetry are 

included in the active space. The multiconfiguration method has also been used for the 

studies of similar systems139,140'141,142. 

In addition to the bonding and antibonding a orbitals, the occupied and virtual 

orbitals pertaining to the 0 2s electrons were also included, resulting in six a! orbitals 

in the CASSCF active space. In addition, the occupied and virtual p orbitals of oxygen, 

two b! orbitals and two b2 orbitals, are also included in the active space. The final active 

space is composed of 9 electrons and 10 orbitals and can be denoted as (622). Although 

including the (n - 1) shell of metal atoms might lead to better quantitative results, it 

would be prohibitively expensive. CISD calculations with a single reference are also 

carried out for comparison. The GAMESS program143 was used for all the calculations 

in this section. 

The extensive basis sets used are the same as those in the Bauschlicher et al123 

study of MOH. The Be (Ils5p2d/6s3p2d) contracted basis set was formed from the lis 

primitive set of van Duijneveldt82 to which five sets of p functions144 and two sets of 

d functions145 were added. The Mg (\2s9p5dl6s5p4d) contracted basis set was 

extracted from McLean and Chandler's146 modification of the original Huzinaga (\2s9p) 

basis set147, to which five sets of d functions123 were added. The basis sets for Ca, 0 

and H are the same as those in Section 5.3. 

file:///2s9p5dl6s5p4d
file:///2s9p
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5.4.2. Calculated spectroscopic parameters and energetics 

The CASSCF optimized spectroscopic parameters - bond lengths, stretching and 

bending harmonic frequencies and dipole moments - of Hbeo, Hmgo and Hcao are listed 

in Table 5.2. All of these molecules favour the linear structure. In contrast with the 

hydroxides in which the central oxygen atom has lone pairs, linearity is expected even 

if the bonds are covalent. The CASSCF spectroscopic parameters of MOH are listed in 

Table 5.2 for comparison. It can be seen that the M-0 bond length of HMO is slightly 

longer than that of MOH, by amounts ranging from 0.01 A for BeOH to 0.05 A for 

MgOH. The M-0 bond stretching frequency of HMO does not differ much from that 

of MOH except for M = Be where the former is more than 100 cm"1 lower than the 

latter. The implication of this observation will be discussed in the next section. 

The SCF (ROHF) results are also listed in Table 5.2 (in parentheses) for 

comparison. From Bauschlicher et al's study123 of MOH, the difference between the 

SCF and CISD optimized M-0 bond lengths (at a fixed O-H bond length of 0.947 A) are 

0.001 A for both Be and Mg and 0.018 A for Ca. The M-0 stretching frequency also 

differs by only 7 cm"1 at most. Considering the numbers were obtained with a parabolic 

fit, the differences are trivial. The CASSCF M-0 stretching frequencies calculated here 

for both MOH and HMO show the same trend as they are only slightly smaller than the 

SCF frequencies. On the other hand, the CASSCF stretching frequencies for the 

covalent O-H bonds differ significantly from the SCF results. The CASSCF M-0 bond 

lengths are longer by approximately 0.02 - 0.03 A. 

Compared with the experimental results of CaOH120, the CASSCF M-0 is 0.05 A 



Table 5.2. The bond lengths rt (in A), frequencies w, (in cm'1) and dipole moment, (in debyes) of HMO and MOH at the CASSCF and SCF (in 

parentheses) levels. 

H - M 

<•>. 

M - O 

«< 

O - H 

<>>, 

bending 

«« 

HBeO 

HMgO 

HCaO 

BeOH(bent) 

BeOH(linear) 

MgOH 

CaOH 

1.324(1.324) 

1.723(1.692) 

2.102(2.072) 

2258(2261) 

1592(1751) 

1210(1314) 

1.425(1.405) 

1.851(1.823) 

2.043(2.027) 

1.415(1.391) 

1.390(1.372) 

1.802(1.774) 

2.027(2.004) 

1120(1163) 

652(663) 

543(564) 

1257(1327) 

1311(1367) 

676(688) 

597(620) 

0.955(0.934) 

0.949(0.929) 

0.951(0.931) 

0.956(0.934) 

3975(4280) 

4056(4346) 

4012(4311) 

3925(4240) 

579(583) 

197(227) 

163(156) 

422(409) 

109i(222i) 

516(601) 

407(418) 

0.637 

2.318 

0.107 

1.260 

1.802 

1.754 

0.605 



I I J 

142 

too long and the CASSCF M-0 frequency is 19 cm"1 too low whereas the O-H bond 

length is in excellent agreement with experiment (0.956 vs> 0.954 A). In fact, the SCF 

Ca-0 bond length is closer to experiment than the CASSCF one. This is because the (n-

1) shell of the metal atoms is not included in the current correlation calculations. A 

previous study of the alkaline-earth monohalides148 has shown that the pair-pair terms, 

the double excitations where one electron is excited from a M+ orbital and the other from 

a L* orbital, are increasingly important when M and L are getting close and tend to 

make the bond short. All the CASSCF bending frequencies are smaller than the SCF 

ones except for Hcao which is consistent with the CISD results in Section 5.3 where the 

CISD bending frequency is larger than the SCF one. Overall, SCF is a good zero-order 

approximation. The SCF method was also found to be effective for understanding the 

polarization of Ca+ in CaOH124. 

Since there is no experimental O-H stretching frequency for OH" as a ligand, an 

estimate based on the experimental frequencies of OH and OH" is usually made for the 

processing of experimental data. The experimental bond lengths and harmonic 

frequencies are available136,1491S0 for these two molecules (0.970 A and 3739 cm"1 

for OH, 0.964 A and 3738 cm"1 for OH") and agree remarkably well with the theoretical 

predictions151. In their theoretical study of the alkaline hydroxides, Bauschlicher et 

al123 used 3700 cm"1 as the O-H stretching frequency in MOH and the O-H bond length 

was fixed at 0.947A. Although the CASSCF calculated values of the O-H bond length 

are in agreement with their representative CISD value of 0.95 ± 0.01 A, our stretching 

frequency of 4000 cm"1 is much larger than that of OH and OH". In order to determine 

the accuracy of the O-H frequency obtained here, the frequency of free OH" has also 
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been calculated with the (322) active space in the CASSCF calculation. The harmonic 

frequency (3728 cm'1) and the bond length (0.969 A) are in excellent agreement with 

experiment. The increase of the O-H frequency from a free anion to a ligand in MOH 

is probably due to the polarization effect of M+ on OH". It is believed that the previous 

estimates of the O-H stretching frequency are too small, although this error will probably 

not have much effect on calculations of other stretching frequencies. 

By the means of the MCPF method Bauschlicher et al124 predicted the permanent 

dipole moment of CaOH to be 0.980 D with an estimated uncertainty of 0.2 D, which 

is smaller than the experimental value (1.465(61) D) obtained from a supersonic 

molecular beam optical Stark effect study114. The CASSCF prediction of 0.605 D is 

smaller than the Bauschlicher MCPF value but better than the CISD result124 of 0.449 D. 

Therefore, the CASSCF dipole moments can only be used for qualitative comparison. 

The CASSCF dipole moment of MgOH (1.75 D) is larger than that of CaOH, and larger 

than a semiempirical prediction130 (1.2 D). The same study also predicted an identical 

dipole moment for CaOH. It would be reasonable to expect MgOH to have a larger 

dipole moment because Mg+ is smaller than Ca+ and less polarizable. The dipole 

moments of HMO reach a maximum at M = Mg. This will be discussed further in the 

next section. 

Table 5.3 lists the energy difference AE between HMO and MOH at various levels 

of theory. It can been seen that all energy differences are around 0.1 hartree, or more 

than 240 kJ/mol after correction for the zero-point energy. This large energy difference 

may explain why no experimental observation of HMO has been reported. The situation 

is quite different for the Group III(IUPAC XIII) elements. For the latter, HBO is more 
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Table 5.3. The energy differences AE (in hartree) between HMO and MOH (M = Be, Mg 

and Ca) at various theoretical levels. The energy differences with zero-point energy correction 

(in kJ/mol) are given in parentheses. 

&EScr ^ECASSCF AEOSD 

HBeO/BeOH 0.08685(220) 0.10789(278) 0.10080 

HMgO/MgOH 0.10336(251) 0.09998(244) 0.11775 

HCaO/CaOH 0.09489(229) 0.11333(278) 0.10254 

* Zero-point energy is not available for the CISD results because CISD frequencies were not 

calculated. 

stable than BOH, whereas AlOH is more stable than HAIO152. 

5.4.3. Discussion 

The focus of past theoretical studies of alkaline earth hydroxides has been on their 

similarity with the alkali hydroxides as both of them are ionic compounds. The possible 

existence of HMO makes it desirable to compare with Group III elements, which have 

occupied p orbitals and oan be trivalent when the s and p orbitals are hybridized, or 

monovalent when only a p orbital is used for bonding. For example, the Lewis 

structures of HBO and BOH can be easily drawn. In the recent ab initio studies152,153 

of the isomerization of HBO/BOH and HAIO/AlOH, it has been noticed that monovalent 

species become more stable when moving down the Group III elements. This has been 

attributed to the lower efficiency of sp hybridization due to the presence of both s and 

p core orbitals and used to explain why HBO is more stable than BOH, whereas A10II 
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is more stable than HAIO. 

Group II elements have empty valence p orbitals and therefore sp hybridization is 

even less efficient than for the Group III elements. Any possible bivalency of these 

elements can only be understood widi at least one ionic bond (except, perhaps, Be which 

does not have a core p shell) because the valence p orbital will be too diffuse to 

hybridize with the valence s orbital. Since the SCF wavefunction is a good zeroth-order 

approximation for describing HMO/MOH, a generalized bond order analysis based on 

it, as proposed by Mayer (see Section 3.3), will be used to assist the analysis of the 

bonding. This bond-order analysis method can be used to indicate the degree of ionic 

character of a bond, e.g., the, bond order for a complete ionic bond will be zero, whereas 

the bond order for a nonpolarized covalent single bond will be 1. Since H is much 

lighter than all the other elements involved, the H-M and M-0 stretching frequencies will 

be used for comparison of the bond strengths of these two bonds. 

In order to understand the bonding of the HMO molecules, it is helpful to compare 

the H-M and M-0 bonds in MH and MO in addition to those in MOH. Table 5.4 lists 

the CASSCF bond lengths and stretching frequencies, as well as the SCF bond orders in 

the E+ states of HMO, MOH, MH, MH+, MO and MO+ for the following discussion. 

The cations are included due to the possibility of ionic bonds. 

HBeO 

The relationship between Be and the rest of the Group II elements is similar to that 

of B to the rest of the Group III elements. Since there are no inner p orbitals, the empty 
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Table 5.4. The CASSCF bond lengths (in A), frequencies (in cm1) and SCF bond orders of 

HMO, MOH, MH, MH+, MO, and MO+ in their lowest E+ states. 

order 

HBeO 

BeOH 

BeH 

BeH+ 

HMgO 

MgOH 

MgH 

MgH+ 

HCaO 

CaOH 

CaH 

CaH+ 

r. 

1.324 

1.358 

1.344 

1.723 

1.788 

1.695 

2.102 

2.073 

1.963 

H - M bond 

u. 

2258 

2016 

2073 

1592 

1461 

1644 

1110 

1531 

1393 

Bond order 

0.94 

1.02 

1.01 

0.91 

0.84 

0.86 

0.50 

0.61 

0.81 

BeO 

BeO+ 

MgO 

MgO+ 

CaO 

CaO+ 

r. 

1.425 

1.390 

1.335 

1.349 

1.851 

1.802 

1.788 

1.734 

2.043 

2.027 

1.852 

1.927 

M - 0 bond 

w< 

1120 

1311 

1534 

1434 

652 

676 

664 

699 

543 

597 

732 

670 

Bond 

0.97 

1.26 

2.13 

1.43 

0.13 

<0.05 

1.12 

0.29 

0.48 

0.47 

1.48 

0.68 

p orbitals of Be are relatively compact and can be used for hybrid orbitals to form 

covalent bonds. For instance, both BeOH and BOH are bent whereas the hydroxides of 

the other elements in both groups are linear; the Be4 cluster is strongly bonded due to 

the efficiency of sp hybridization, whereas Mg4 and Ca, are only weakly bonded at the 

correlated level (CISD)145. 

The calculations for the 2E+ state of HBeO show that Be forms two sp hybrid 

orbitals, one of which is used to form the covalent bond (doubly occupied molecular 

orbital) with H Is and the other to form a covalent bond (singly occupied molecular 
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orbital) with the empty 0 2pt. The two doubly occupied x orbitals (O px and py) overlap 

with the empty Be px and py and form two weak x bonds to give a Be-0 bond order of 

about 1 rather than the 0.5 expected from the Lewis structure. This bond order is also 

the same as the Be-0 bond in BeOH, which also indicates that the Be-0 bond in HBeO 

is covalent, similar to that in BeOH. 

It is interesting to compare HBeO with BeH and BeO. In BeH, Be forms two sp 

hybrid orbitals, one of which forms a covalent bond with H. The other sp hybrid orbital 

is singly occupied, remains localized on Be and is slightly antibonding. When the 

unpaired electron is removed to form BeH+, the bonding is strengthened a little. 

The bonding in BeO can be understood as a covala.i bond between Be+ ((2s)1) 

and O" ((px)
2(py)

7(pzy). The two doubly occupied x orbitals (0~ px and py) overlap with 

the empty Be+ px and py to form two weak conjugate x bonds, so that the overall bond 

order is 2. A similar conjugation effect also occurs in HBO and makes the B-0 bond 

length shorter than a normal B-0 double bond152. When one electron is removed from 

the a bonding orbital, the bonding is weakened, as shown by a decrease in the frequency, 

the increase of the bond length and the decrease of the bond order by 0.5. Table 5.4 

shows that the H-Be bond in HBeO is more similar to that in BeH and BeH+ than the Be-

O bond in HBeO is related to BeO and BeO+. The reason for this is that the sp hybrid 

orbitals used for bonding in HBeO are more diffuse than the Be 2$ orbital used in BeO 

and BeO+ and, therefore, the Be-0 bond in HBeO is significantly weaker and longer. 

The Be-0 bond order is also smaller, as the longer bond length makes the conjugate x 

bonds weaker. 
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In contrast to BeOH, MgOH has been recognised as being ionic due to its linear 

structure. The near-zero bond order of the Mg-0 bond in MgOH is consistent with this 

argument. Similar to BeH and BeH+, the bonding of MgH and MgH+ is still mainly 

covalent but more polarized, as indicated by a bond order somewhat smaller than 1.0. 

The bond length and frequency of H-Mg in HMgO lie between MgH and MgH+, but 

closer to the latter. Similar to BeO, MgO can still be described as being covalently 

bonded between Mg+ and O", but its bond order is smaller than that of BeO and close to 

that of a single bond (1.0) due to the lower efficiency of x conjugation since the Mg p 

orbitals are more diffuse. MgO+ is ionic and similar to Mg2+0", as the small bond 

order and large SCF MuUiken charges of Mg (1.58) and O (-0.58) indicate. These 

results also show the tendency of Mg to form an ionic bond with oxygen. The Mg-0 

bond in HMgO has a very small bond order, suggesting that it is ionic, as in MgOH and 

MgO+, but a little weaker. Therefore, the molecule looks like (HMg)+0\ This 

viewpoint is also consistent with the large negative MuUiken charge on O (-0.75) 

compared to H (-0.33) and the much larger dipole moment of HMgO relative to HBeO. 

HCaO 

Since Ca is further down the periodic table, it has a lower ionization energy than 

Be and Mg, and therefore, it has a greater tendency to form ionic bonds. The H-M bond 

in CaH and CaH+ is much more ionic than its Mg counterparts, as indicated by the large 
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MuUiken charges (-0.41 on H and 1.41 on Ca for CaH+), as well as the smaller bond 

order. The H-Ca bond in HCaO is weaker than that of CaH and CaH+, and more ionic 

than the H-Mg bond in HMgO, as shown by the large magnitude of the MuUiken charge 

on H (-0.69). The similarity of the Ca-0 frequency and bond order in HCaO and to 

those of CaOH suggests that the Ca-0 bond in HCaO is ionic. Al. lhe bond orders 

involving Ca, however, are larger than those of Mg, contrary to what one would expect 

for a more ionic bond. This is consistent with the argument of the polarization of Ca+ 

in CaOH, which was used to explain why the dipole moment of CaOH is extraordinarily 

small124. Part of the reason is the compactness of the inner unoccupied 3d orbitals of Ca, 

which can hybridize efficiently with Ca 4s orbitals. One indication of this is the high 

MuUiken population of the d orbitals (0.2). The properties of Ca are often closer to 

those of Be than to Mg. For example, MgOH has the lowest dissociation energy among 

alkaline earth monohydroxides123 and the dissociation energy of MgH is smaller than that 

of BeH and CaH136. HCaO is ionic and resembles H"Ca2+0". 

5.5. The 2n State of HMO 

In the last two sections, it has been established that the alkaline earth hydroxides 

have another linear isomer with the form HMO. Its two bonds are increasingly ionic 

with the increase of the atomic number. The instability of the 2E+ state of HMO relative 

to MOH remains more or less the same for all the alkaline earth elements studied. The 

unpaired electron is largely on oxygen, occupying the M-0 bonding orbital to maintain 

2E+ symmetry. 
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Linear HMO does not necessarily have to adopt a 2E+ ground state. If the bonding 

orbital is doubly occupied, i.e., forming 2n, the molecule may be more stable. With 

such a state, the unpaired electron shares two oxygen p orbitals perpendicular to the 

molecular jocis with the other two electrons. Calculations have been carried out to 

explore this possibility at the same level (CASSCF) as in the last section and 2n has been 

found to be the ground state of HMO. 

Table 5.5. The energy* difference between the 2IT and aE+ states of HMO. 

HBeO 

HMgO 

HCaO 

&ESCF 

0.06437 

0.02156 

0.00226 

^CASSCF 

0.04561 

0.02196 

0.00272 

kEcAsscF (inkJ/mol) 

119 

58 

7 

* The unit is hartree except for the data in the last column which is in kJ/mol. 

Table 5.5 lists the energy difference between the 2n and 2S+ states. It can be seen 

that the excitation energy decreases dramatically with an increase in atomic number. 

This observation is in excellent agreement with the argument made in the last section 

about the bonding characters between M and O. For HBeO, the Be-0 bond is mainly 

covalent and the change from a half bond to a full bond increases the strength of the 

bonding greatly, reducing the energy difference between the ground state (2n) of HBeO 

and that of BeOH by half. For HCaO, on the other hand, the Ca-0 bond is largely ionic 

and the singly occupied orbital is mostly on oxygen for both the 2n and 2E+ states. The 

move of the unpaired electron from the a orbital to the x orbitals happens locally and 

does not significantly affect the bonding. Also, the two states are nearly degenerate, 
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close to the case of a separated O". The ionic character of Mg-0 bond in HMgO is 

between Ca-0 and Be-0 and therefore, the excitation energy is between those of the 

latter as well. 

Table 5.6. The CASSCF bond lengths (in A), frequencies (in cm'1) of 

HMO in their 2E+ and 2II states. 

HBeO 

HMgO" 

HCaO 

2E+ 

2n 
2E+ 

2n 
2E+ 

2n 

H - M bond 

r. 

1.324 

1.327 

1.723 

1.739 

2.102 

2.123 

w. 

225 | 

218 | 

1751 

1714 

1210 

1177 

M-

r. 

1.425 

1.480 

1.851 

1.928 

2.043 

2.171 

Obond 

«J, 

1120 

1143 

663 

701 

543 

501 

* The frequencies of HMgO are HF results. CASSCF frequencies for 

the ^ state of HMgO have not been obtained due to the difficulty of 

convergence. 

The bond lengths and harmonic stretching frequencies of the 2n states are listed 

in Table 5.6 along with those of the 2E+ states for comparison. The stronger M-0 a 

bond increases the repulsion to the H-M a bond and causes the H-M bond length and 

stretching frequency of the 2n state to become longer and smaller than those of the 2E+ 

state. The M-0 frequency of the 2n state is only slightly larger than that of the 2E+ state 

for Be and Mg and smaller for Ca. 

5.6. Conclusion 
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The alkaline-earth metal monohydroxides MOH have long been considered to be 

simple ionic compounds, similar to the alkali metal monohydroxides. The present 

calculations show that they also have isomers with the formula HMO. The 2E+ and 2n 

states of HBeO, HMgO and HCaO have been studied at the CISD and CASSCF level 

with basis sets of at least triple-zeta plus double polarization quality. The correlation 

includes all the valence electrons, resulting in a CASSCF active space denoted by (622). 

The optimized structures are all linear. The M-0 bond distance in HMO is slightly 

longer than that in MOH with similar stretching frequencies. The H-M bond length in 

HMO is comparable with that in MH with similar stretching frequencies. The bond 

lengths of the 2II state of HMO are longer than those of the 2E+ state whereas the 

stretching frequencies are similar for the both states. 

The existence of HMO for alkaline earth metals makes it interesting to compare 

with Group III elements for which both HMO and MOH structures exist. Group III 

elements have both covalent and ionic characters and the bonding of HMO can be easily 

understood as being covalent (sp hybrids) with increasing ionic character and instability 

as the atomic number increases. MOH becomes progressively more stable than HMO as 

the atomic number increases. Since Group II elements have empty p orbitals, the sp 

hybrids will be less efficient and the bonding of HMO for Group II elements will be 

expected to be more ionic. The ionic character increases with atomic number: HBeO has 

two polarized covalent bonds formed from the sp hybrids of Be, HMgO has one covalent 

bond (between H and Mg) and one ionic bond (between Mg and O) and can be viewed 

as (HMg)+0", and HCaO has two ionic bonds represented by H"Ca2+0". This point of 

view is supported by comparison with the bonding in MOH, MH, MH+, MO and MO+ 
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in the 2E+ state. The picture also implies that the unpaired electron is increasingly 

localized on oxygen, which explains why the energy difference between the 2E+ and 2n 

states of HMO decreases with an increase in atomic number. 

The geometries and spectroscopic parameters of MOH for the alkaline-earth 

elements have also been calculated for the purpose of comparison. It is worthwhile to 

note that the OH" stretching frequency in MOH is much larger than in free OH", in 

contrast to the assumption in previous publications. 



Chapter 6. 

A general linear scaling orbital-optimization method 

Efficient orbital optimization, or matrix diagonalization within the self-consistent-

field (SCF) method, is critical to the application of quantum chemistry methods to large 

molecular systems, as a method is now available to evaluate Coulomb integrals with a 

near-linear scaling with respect to the size of the molecule154. One notable 

development in the study of diagonalization is the density-matrix divide-and-conquer 

method proposed by Yang and Lee35. In their method, the density matrix is divided 

according to the MuUiken population analysis and each piece of the divided density 

matrix is approximated by a set of local eigenfunctions and eigenvalues. Since the local 

environment is independent of the size of the molecule, a linear scaling is achieved for 

the diagonalization step. This method is an extension of Yang's earlier divide-and-

conquer approach within the context of density functional theory (DFT)155. Other DFT 

linear-scaling approaches156'157,158'159-160-161-162 have been proposed with 

different local approximations of the density matrix. 

Within the framework of the conventional SCF molecular orbital theory, 

Stewart163 wrote a semiempirical program which is capable of optimizing orbitals at a 

near-linear scaling. With his method, one starts with a set of localized molecular orbitals 

(LMO) chosen on the basis of Lewis structure. Since minimal basis sets are used in 

semiempirical methods, the occupied and virtual LMOs can be identified. The 

154 
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optimization is then done by annihilating the interactions between the occupied LMOs 

and their neighbouring virtual LMOs. This method, in principle, scales linearly for the 

optimization part because the number of neighbouring LMOs depends only on the local 

environment. 

We propose a general approach based on the localization of molecular orbitals, 

which enables a formal linear scaling of the orbital optimization for large molecular 

systems. 

With a single-determinant wave function, a set of spin orbitals is obtained by 

solving the following equation by the means of the variation principle: 

f\V)- £ % # ; > (137) 

where p is a one-electron operator derived from an energy expression. The e.. are the 

Lagrange undetermined multipliers introduced due to the orthogonality constraint between 

the orbitals with the same spin: 

( t j r j ^ - 0 (138) 

In the conventional SCF approach, a diagonal form of Equation (137) is assumed 

and the orbitals are expanded in the space of all the basis functions, resulting in 0(N3) 

scaling for diagonalization where N is the size of the molecule. The orbitals obtained 

this way, called canonical orbitals, are not the only set of orbitals satisfying Equation 

(137). Since a Slater determinant is invariant under a unitary transformation, 
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methods164,165"166 of transforming the canonical orbitals were proposed many years 

ago to obtain a set of localized orbitals to account for the observed localization of 

chemical bonds. Each LMO corresponds to a chemical bond. 

The localization of the chemical bonds is a general phenomenon and LMOs can 

always be obtained through transformation. If the LMOs in a molecule are optimized 

directly, it is only necessary to expand each of the LMOs in a set of basis functions 

located close to it, i.e. the variational space for each LMO is localized. To a LMO ^. , 

the other orbitals can be divided into three groups: (i) ^ . whose variational space is the 

same as ^ ; (ii) neighbouring orbitals ^ k whose variational spaces overlap with that of 

ijr^ and (iii) ^ whose variational spaces have effective zero-overlap with that of ^ . 

The zero-overlap is equivalent to the orthogonality between ^ and ^., i.e. 

(i^lt ,) - 0 (139) 

The effective zero-overlap between basis functions in two local variational spaces 

separated by a large distance can be generally assumed because the overlap integral 

decays exponentially with respect to the inter-LMO distance. 

Equation (137) can be written as: 

F\lf) - E ^ W + E e * W + Ee«l*P d40) 
j k I 

Since the orthogonality between ijr { and ^ . always holds due to the effective zero-
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overlap (Equation (139)), the third term in the above equation may be removed. The 

first term, which includes ijr., may be assumed to be diagonalized due to the invariance 

of the Slater determinant. Equation (140) then becomes: 

W - e«W + EeJ**> (WD 
* 

e„ in the second term of the above equation cannot be assumed to be zero as in 

the conventional approach because y . and ^ have different variational spaces. But it 

can be absorbed into a new operator, similar to the solution of the restricted open-shell 

Hartree-Fock (ROHF) equations167: 

[F - EC^MiU + M ^ ] ! * , ) - e,.|i|r,.) (142) 
k 

The ij; remain unchanged while the y. are optimized. 

By expanding the above equation in a local variational space, the LMOs ^ . are 

optimized following the conventional SCF procedure in each local variational space. 

When each of the LMOs does not change any more, the convergence is reached. With 

the assumptions that the size of a local variational space and that the number of 

neighbouring orbitals are independent of the size of the molecule, this iterative procedure 

scales linearly with respect to the size of the molecule. The method, which closely 

resembles the conventional Hartree-Fock method, is general and applicable to ab initio 
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Hartree-Fock, DFT and semiempirical methods. It can be integrated into the current 

quantum chemistry programs because Equation (141) is solvable using the conventional 

SCF procedure. 

The localization of molecular orbitals can be generally assumed for most molecular 

systems. Although no spin-restriction is applied in the above formulation, spin-restriction 

for a closed-shell system can be achieved with a proper initial guess or when the 

interatomic distances are small. As a simple example, the dissociation of H2 can be 

described qualitatively correctly by two spin orbitals, one localized on each H. The spin-

restriction automatically results when two H atoms are close22. An extreme example of 

the ^localized orbital would be a singly occupied conjugated x orbital ranging across 

the molecule. 

Stewart's method163 can be viewed as a special case of the above formulation. The 

use of the projection operator y |i|r Jty, | in Equation (141) excludes neighbouring 
k 

occupied LMOs from the actual variational space, which is equivalent to Stewart's 

approach when a minimal basis set is used. The implementation of the current approach 

should also be easier because the only requirement for the initial set of orbitals is that the 

occupied orbitals must be localized. 

The similarity between the density-matrix divide-and-conquer approach35 and the 

method presented here is that both of them apply the variation principle locally. The 

major difference is that the former yields an optimized first-order density matrix whereas 

the latter yields a set of optimized orbitals. The use of localized orbitals has the 

following acvantages: (i) Localized correlation treatments such as the multiconfiguration 
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SCF method can be incorporated into the current approach in a straightforward way. (ii) 

The orbital-based concepts or models developed with small molecules could be directly 

extended to the interesting parts of large molecules. The drawback is that not all the 

orbitals can be localized, although most chemical systems do not possess this problem. 

The scheme presented here also allows one part of a molecule to be treated more 

accurately than other parts through use of a larger basis set or a localized correlation 

treatment. Finally, it should be noted that most of the multicentre integrals do not need 

to be calculated because the density-matrix elements between the basis functions 

belonging to zero-overlap variational spaces are zero. In fact, the number of these 

integrals scales formally as 0(1^) instead of 0(N4) as in the conventional approach. 

I I 
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Chapter 7. 

Concluding Remarks and Future Outlook 

Various aspects of the theoretical calculations of the hyperfine structure have been 

investigated in Chapter 4. The hyperfine structure of the 14NH2 radical has been 

investigated by means of multireference single and double configuration interaction 

techniques and the results presented in Section 4.4. Particular attention has been paid 

to the dependence of the coupling constants on the reference space, the configuration 

selection energy threshold and the basis set. It has been found that convergence can be 

obtained only if more than 83 spin-adapted reference configurations are included with an 

energy threshold of at least IO'7 hartree. With up to 126 reference configurations, an 

energy threshold smaller than IO"8 hartree and an uncontracted (13s8p2d/8s2p) basis set, 

the MRCISD isotropic couplings (27.44 and -68.47 MHz for N and H, respectively) are 

in very good agreement with experimental data (27.9 MHz and -67.2 MHz, respectively). 

The above level of theory is hardly applicable even to a slightly larger system. 

A smaller set of basis functions would be desirable to reduce the number of possible 

3 configurations so that the MRCISD approach can be used for larger systems. The 

applicability of basis set contractions has been explored using the same molecule as an 

example in Section 4.5. Three contraction schemes are examined" the segmented 

Hartree-Fock, the general Hartree-Fock and the atomic natural orbital. It has been found 

160 
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that all three contraction schemes yield convergence to the uncontracted one with a basis 

set which is a little more than one half the size of the uncontracted basis set, or 

equivalent to a triple-zeta basis set, whereas the ANO approach provides the smoothest 

and fastest convergence. If a smaller basis set is desirable, the ANO approach is 

recommended because the other two approaches do not have a predictable trend at a high 

degree of contraction. It has also been found that selecting the most populated ANOs 

works for the correlation of core-electrons too, which is contrary to some earlier 

speculations. 

Even with a basis set with a reduced size, the conventional correlation methods 

such as MRCISD cannot be carried far enough to treat most of the molecular systems of 

interest to chemists. An alternative correlation method is based on density functional 

theory. In Section 4.6 some of the exchange and correlation functionals and basis sets 

have been surveyed for calculations of the spin polarization of atoms and molecules. It 

has been shown that the atomic isotropic coupling constants are very dependent on the 

functional form, the auxiliary basis set and the orbital basis set. The calculations on the 

molecular systems NH2 and NH3
+ show less dependence for isotropic couplings and 

almost independence for anisotropic couplings. It is found that the combination of 

Perdew and Wang's non-local exchange functional and Perdew's correlation correction 

functional with a \7s6p2d\l(5,2;5,2) orbital/auxiliary basis set gives results in 

semiquantitative agreement with experiment and MRCISD calculations. 

From the present studies and related reports in the literature, one can see that more 

effort must be made to search for the conditions under which i reliable prediction of the 

spin polarization can be made. Other studies46 have shown that a large primitive set with 

I I I 
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polarization functions of high angular momentum may be needed to obtain converged 

results. The future study of the basis set contraction should, therefore, include the 

contractions of polarization functions, along with larger sets of primitive Gaussians. It 

has also been found from the present studies that the reduction of effective configurations 

included in the variational step due to the basis set contraction is not as large as one 

might expect from the great deal of reduction for the total number of configurations 

generated at the same MRCISD level. This phenomenon has not been observed before 

and should be pursued further. The application of DFT to the calculation of the spin 

polarization is relatively new. More surveys on the effects of exchange and correlation 

functionals and basis sets are needed before a clear conclusion can be drawn about the 

applicability of the current DFT methods. The experience gained from the basis set 

studies with the conventional methods suggests that similar studies should also be tried 

with the DFT methods. In contrast to the conventional methods, there is no systematic 

way to obtain the correlation effects with more and more accuracy. Eventually it may 

be necessary to obtain functionals specifically adapted for the spin polarization studies. 

In Chapter 5, a new isomer of the alkaline-earth hydroxides has been predicted. 

A great deal of attention has been paid to alkaline-earth hydroxides experimentally and 

theoretically. Previous studies have stressed the ionic bonding between the metal and the 

hydroxide group as a ligand. Through theoretical calculations, we have found that 

another structure, HMO, exists. It has two low-lying electronic states - 2n and 2E+. The 

studies have been carried out at the ROHF, CISD and CASSCF levels with a basis set 

of at least triple-zeta plus double polarization quality. The correlation treatment of 

CAS3CF includes the nine valence electrons and ten orbitals resulting in an active spaoe 
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denoted by (622). The optimized structures of HMO (M = Be, Mg and Ca) are all 

linear and the energy of HMO lies from 159 kJ/mol for HBeO to 271 kJ/mol for HCaO 

above that of MOH. The M-0 bond length in HMO is predicted to be longer than that 

in the corresponding MOH. The M-0 stretching frequencies are very similar for the two 

structures. The H-M bond lengths and stretching frequencies in HMO are very similar 

to the same properties in the corresponding diatomic molecule (MH). Analysis of the 

electronic structures suggests that HBeO has two polarized covalent bonds formed from 

the sp hybrids of Be; HMgO has one covalent bond (between H and Mg) and one ionic 

bond andean be viewed as (HMg)+0"; HCaO has two ionic bonds represented by 

H"Ca2+0". 

The future investigation of this system should include the isomerization from MOH 

to HMO. It would be interesting to know how the low-lying states of the two structures 

correlate with each other and to compare with the Group VI elements. The isomerization 

may happen in two ways - unimolecular and intermolecular. For a unimolecular 

isomerization, difficulty may arise because more than one state must be included in the 

reaction path search and care should be taken. It would also be interesting to make 

predictions about some other properties which are observable experimentally such as 

spin-orbit interactions. 

A general self-consistent-field (SCF) approach, whose matrix diagonalization scales 

linearly with respect to the size of the molecule, is proposed in Chapter 6. In contrast 

to the density-matrix divide-and-conquer approach, localized i.iolecular orbitals are 

optimized directly. The method closely resembles the conventional SCF method. The 

implementation and test of this method should be carried out in the near future. 

P I ' 
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