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Abstract 
A systematic and quantitative study of the electronic properties of the magnetically 

ordered Al7o-xPdisMnisBx (x=0, 2, 4, 6, 8, 10) icosahedral quasicrystalline alloys under the 

combined influences of externally applied electric and magnetic fields and the internal 

quasiperiodic potential due to ionic quasilattice is the subject of this thesis. 

Results from the measurement of the temperature dependence of the magnetic 

susceptibility indicates re-entrant magnetic behaviour. The temperature dependence of the 

resistivity has been measured between 4 and 300K. At low temperature, T < 30 K, the 

resistivity showed a rapid decrease with increasing temperature. Weak localization and 

magnetic scattering effects describe the temperature dependence of the resistivity in this 

temperature range. At higher temperatures the resistivity is adequately described by the 

temperature dependence of the structural and magnetic contributions to the resistivity. 

The transverse magnetoresistance is measured in fields up to 5.5 T at different 

temperatures between 4.2 and 28 K. The magnetoresistance consists of a superposition of 

the weak localization contribution and a negative classical spin disorder scattering at local 

magnetic moments. The results showed a systematic change as a function of boron 

concentration. The magnetoresistance for x < 6 showed a negative field dependence which 

became weak with increasing x. The samples with x = 8, 10 showed a positive 

magnetoresistance. The analysis of the results has been based on the theory of three-

dimensional weak localization. 

The present Hall resistivity measurement PH show that PH is the result of two 

contributions; the normal and anomalous. The normal Hall coefficient is independent of 

temperature in all the alloys and it passes from negative to positive with increasing Boron 

concentration. This is explained by the effects of s-d hybridization. The anomalous Hall 

coefficient (Rs) is also found to be temperature independent. The compositional 

dependence of Rs showed a systematic change with increasing x and this change is 

correlated with that of the spin-orbit scattering rate obtained from the magnetoresistance 

measurement and this suggests that the anomalous Hall effect is spin-orbit interaction 

induced. 

xi 
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I 

1. Introduction 

Condensed matter exhibits a rich variety of order with the crystalline and 

amorphous states being the two extremes. The crystalline state exhibits long range 

iranslational and orientational order whereas both are absent in the amorphous state. The 

discovery of icosahedral (/') symmetry in rapidly solidified AIMn alloys [1] in 1985 

introduced a new field of condensed matter research, quasicrystals (QC's). QC's possess 

long-range orientational order (evident from sharp diffraction peaks) yet lack transiational 

order (due to the non-crystallographic symmetries present). Since the discovery of the ;-

phase, quasicrystals with other long-range orientational symmetries have also been found. 

These new phases show two dimensional quasicrystalline order with eight, ten, and 12-

fold rotational symmetries and are known as octagonal [2], decagonal [3], and 

dodecagonal [4] phases, respectively. The icosahedral quasicrystals, so-called because 

their diffraction patterns possess the rotational point group symmetries of the icosahedron 

(see Figure 1.1), are the most studied group to date. 

The peculiar structure of QC's can be pictured as the three dimensional real-space 

projection of a six dimensional periodic structure (for an extensive review see [6]). The six 

dimensional nature is best illustrated by the problem of indexing the diffraction patterns of 

these materials [7]. According to the six dimensional picture, the diffraction peaks from 

the icosahedral structure are indexed by sets of six Miller indices (ninansrunsr^). Models 

which describe icosahedral crystals in terms of the stacking of structural units, or tilings, in 

1 
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Figure 1.1: (a) The dodecahedral shape observed in initially rapidly quenched and then 
annealed Al-Cu-Fe alloy and (b) the diffraction pattern of an icosahedral quasicrystal. The 
relative orientations of various symmetry axes is also shown. (Adapted from Figure 7 of 
[5] and Figure 2.16 of [6], respectively) 
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three dimensions have also been proposed [8] and based on the extension of two 

dimensional Penrose tilings [9, 10] to three dimensions. 

Most experimental and theoretical work on QC's has focused on the understanding 

of the unique structural features of these new phases. Fewer publications have been 

concerned about the physical properties of QC's and it is only in recent years that 

important progress has been made in this area (for extensive reviews see e.g. [11, 12, 13]) 

The atomic structure in condensed matter determines the potential felt by an electron and 

has a fundamental influence on the electronic properties of the system The existence of a 

quasiperiodic atomic structure thus raises many questions concerning the electronic 

properties of QC's. One such question dealt with whether the long range order in QC's as 

revealed by the electron diffraction leads to specific properties or not. In other words, to 

what extent electronic behaviour and derived physical properties are sensitive to the long 

range order rather than to local structural environments. 

Electronic properties of QCs have been studied experimentally as well as 

theoretically [11, 12]. Systems which have been investigated include alloys of simple 

metals (sp quasicrystals) and those that contain transition metals (sp-d quasicrystals) 

Classification of QC alloys and representative examples of each class are given in Table 

1.1. Some of the i-QC phases are thermally stable while others are metastable and the 

degree of structural order varies within each stability class. 

Experimental investigations have revealed that the electronic properties of QC's, 

and in particular their transport and magnetic properties, depend very much on their 

structural quality (for extensive reviews see e.g. [6, 11, 14]). The first discovered 
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thermally metastable QC's (AIMn, PdUSi or AlMgZn) are, in general, highly resistive, 

with low temperature resistivity p~ 100-500 pQcm and p which decreases slightly (by a 

few percent) with increasing temperature up to -300 K. These QC's contain many 

structural defects. The 1986 discovery of the first stable icosahedral phase in Al-Li-Cu 

was an important step in the study of the electronic properties of QC's, since single grains 

could then be grown. Later, high structural quality /-phases were discovered in the Al-Cu-

Fe and Al-Pd-Mn systems. The electronic properties of these thermodynamically stable 

phases are remarkable, in particular with very large p values for alloys made of metallic 

elements. These p values are similar to those measured in highly doped semiconductors. 

Recent studies of the electrical resistivity on high-quality samples have revealed various 

interesting features; (1) resistivity as high as 103 - 104 pQcm with a pronounced negative 

temperature ccefficient (p4.2x/PmK = 1.5 to 4). Both these effects are enhanced as the 

structural quality increases [15, 16]; (2) a low density of states at the Fermi energy as 

indicated by specific heat [11, 17], soft x-ray emission and photoabsorption [18] 

measurements and (3) QC phase occurrence and stability which are very sensitive to 

stoichiometry and well correlated with the specific number of conduction electrons per 

atom, e/a[l9]. 

Table 1.1. Classification of QC alloys studied so far and representative system. 

Metastable 

Stable 

sp quasicrystals 

AlMg(Ag,Cu,Zn) 

AlCuLi 

sp-d quasicrystals 

AIMn 

AlCuFe, AlPdMn, AlCuRu 
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At the theoretical level, the electronic properties of QC's are still far from being 

fully understood. Two approaches have been taken. The first approach is based on the 

similarity between QC materials and the well known Hume-Rothery crystalline alloys. 

This gives a coherent description of some, but not all, of the experimental results. In 

particular the nature of the metal-insulator transition and the mechanism of electronic 

conduction are not known in real three dimensional QC's. The second approach, the 

electronic band approach, consists of the study of the very particular electronic states 

existing in a quasiperiodic tiling. This was used successfully to interpret tpe transport data 

for the highly resistive /-phases. The high resistivity of QC's has been attributed to the 

existence of a pseudogap at the Fermi level and a tendency for localization of the electrons 

in the pseudogap states (see e.g. 11, 14, 20]), this tendency has been explained by detailed 

theoretical calculations [21]. The existence of the pseudogap at the Fermi level in stable 

QC's has been experimentally shown by specific heat measurements [11] and has been 

indicated by photoelectron emission spectroscopy [22, 23, 24]. Theoretical calculations of 

the electron density of states for quasicrystalline lattices and also for crystalline 

approximants have shown that the density of states is extremely spiky, exhibiting densely 

distributed gaps (see e g. [20]) It is thus considered that in real QC's the density of states 

near the bottom of the pseudogap fluctuates with small changes of energy. Such a spiky 

density of states is thought to be the origin of the sensitivity of the resistivity behavior to 

composition. It is established that the Fermi-surface-Jones-zone boundary (FS-JZB) 

interaction is a viable mechanism for describing the stability, electronic structure, and 
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electron transport in /-phases and their approximant phases The FS-JZB interaction 

causes the opening of pseudogaps in the electron density of states (see eg [11]) 

In most thermodynamically stable QC's diamagnetic or very weakly paramagnetic 

behavior has been observed. It is also found that the more diamagnetic samples are also 

the more resistive ones (see eg [14]). Experiments show that magnetic moments and 

magnetic ordering are also exhibited in some QC alloys (for an extensive review see 

e.g.[25]) Unexpected magnetic moments are observed in /-AIMn phases since neither Al 

Mn solid solutions, nor the crystalline compounds of similar compositions (o-AUMn, 

a-Al9Mn2Si2, P-Al9Mn3Si) possess moments. Nuclear magnetic resonance (NMR) 

experiments indicate that the magnetism is not uniform and that only a few percent of the 

Mn atoms are magnetic [26] Magnetic moments are also present in thermodynamically 

stable Al-Pd-Mn /-phases of very high structural quality [27] Not only melt-spun 

polycrystalline samples, but also single grains are shown to possess moments [28] The QC 

magnetic phases exhibit magnetic order (weakly ferromagnetic or anti-ferromagnetic) as well 

as disorder (spin-glass) and sometimes a regime of co-existing behaviour (ferromagnetic-spin-

glass or antiferromagnetic-spin-glass) [25]. 

Recently, Yokoyama et al [29] reported the synthesis and structural and magnetic 

characterization of Aho-xPdisMnisBx icosahedral alloys These icosahedral alloys are reported 

to be ferromagnetic (FM) below the Curie temperature [30] and the origin of ferromagnetism 

was believed to be primarily from Mn-B bonding. The room temperature magnetization was 

found to increase with increasing B content up to 10 at % B and showed a maximum of 
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2 1 x\<f Hm2-kg! (mass susceptibility) at 10 at % B The magnetization is observed only in the 

metastable quasicrystalline phase and is not present in the equilibrium crystalline phase. 

Magnetic properties of magnetic systems are sensitive to the atomic structure The 

quasicrystalline structure is expected to influence the magnetism. The influence of the QC 

structure on magnetism as well as the influence of magnetism on the transport properties 

of QC's is not yet known. The lack of reasonable quality samples (size and quality of 

ribbon) with systematically varying magnetization for transport measurements has 

contributed towards this lack of understanding. The Al7o-xPdi5Mni5Bx icosahedral alloys 

overcome this shortcoming The description of the motion of an electron (electron transport 

properties) under the combined influences of externally applied electric and magnetic fields 

and the internal quasiperiodic potential due to the ionic quasilattice of Al7o-xPdi5Mni5Bx 

alloys is the subject of this thesis 

The reminder of the thesis is organized as follows Chapter 2 describes in detail the 

experimental techniques used in this work In Chapter 3 an introduction to the magnetic 

properties of QC's and the results of the current investigations of the magnetic properties of 

Al7o.xPdisMni5Bx are given. Experiments show that the resistivity of QC's is very high and 

indicate the proximity of metal insulator transition Quantum interference effects (QIE), 

which are well known for disordered metals, are also observed in QC's These and other 

results lead many authors to compare QC's to disordered systems like amorphous metals 

or doped semiconductors [11, 14] In Chapter 4 the zero field electrical resistivity 

measurements from 4 AT to 300 K are analyzed in light of QIE and theories developed for 

amorphous metals. The field dependence of the resistivity (transverse magnetoresistance) 
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was analyzed using QEE theories (weak localization) in Chapter 5. Chapter 6 presents the 

field and temperature dependence of the measured Hall coefficient. A brief review of 

various theories of electronic properties relevant to the understanding of the transport 

properties in question in each chapter is discussed at the beginning of the chapter. 

Conclusions of this work are given in Chapter 7. 



2. Experimental Techniques 

In this chapter the most relevant details of sample preparation and characterization, 

along with cryostat design and measurement techniques used in this work are discussed 

2.1. Sample Preparation and Characterization 

Al7o-xPdi5Mni5Bx alloy master ingots, of about 2 g, of the appropriate compositions 

(x=0, 2, 4, 6, 8, 10) were p spared from high purity elements by arc melting under flowing 

argon. The purity of the starting elements was: Al; 99 9%, Pd, 99 99%, Mn, 99 8%, B, 

99%. Homogeneity of the ingots was ensured by arc melting about four times, where each 

mating was held for about one minute. The resulting compositions of the ingots were 

assumed to be identical with the initial ones since the typical overall weight loss during 

preparation was ~ 1 %. 

The as-cast alloys were found to contain both the icosahedral phase and a 

crystalline phase. To obtain a pure icosahedral phase the ingot was melt spun using a 

single copper roller The procedures for melt spinning are as follows. About 1 g of the 

ingot was placed in an 8 mm inside diameter quartz tube with a circular orifice of 0 7 to 

0 8 mm in diameter. The quartz tube was positioned about 0 5 mm above a Cu wheel (~ 

15 cm diameter) inside a copper rf induction heating coil. Thj rotation of the copper 

wheel was then stabilized to a surface speed of about 60 ms' ?nd power was applied to 

the induction coil to melt the ingot within the quartz tube. The molten alloy was then 

9 
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ejected through the orifice by applying about 120 kPa Ar gas prcssuts The stream of 

molten alloy solidified in the form of ribbons Resulting ribbons had cross-sections of ~ 25 

pm thick by ~ i 5 mm wide 

The single phase quasicrystalline nature of the powdered ribbons was confirmed by 

room temperature X-ray diffraction using Cu-Ka radiation on a Siemens D500 scanning 

diffractometer No traces of contaminant phases were observed in the X-ray diffraction 

patterns of the ribbons 

2.2. Cryostat Design 

Measurements were performed from liquid helium temperature to room 

temperature in a modified Oxford Instruments LI091 Mossbauer cryostat This cryostat 

was originally designed for low temperature Mossbauer effect measurements. The system 

is shown schematically in Figure 2 1 Construction of the cryostat is principally of stainless 

steel and aluminum with copper in critical heat conducting regions Superinsulation is 

employed to aid long hold times The cryostat is equipped with a 6 T superconducting 

magnet. The helium and nitrogen working volumes are 10 and 11 5 liters, respectively. 

The procedure for cooling the cryostat is as follows The outer vacuum can was 

first evacuated using a rotary pump. Residual moisture that may have collected in the 

liquid helium chamber is removed by rough pumping to about 1 Torr and flushing with dry 

helium gas at 1 atm pressure The probe (as described in the next section), loaded with the 
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Figure 2 I Schematic of the L1091 Mossbauer cryostat 
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sample is then placed in the sample space and this space is evacuated to about 1 Torr then 

filled with 1 atm dry helium gas 

The liquid nitrogen chamber is then filled with liquid nitrogen and kept filled for at 

least five days prior to filling the cryostat with liquid helium This procedure ensured that 

the magnet and liquid helium chamber temperature were at less than 100 K and this helped 

to achieve an efficient liquid helium transfer 

The superconducting magnet is energized by an Oxford Instruments 60 A MK3 

power supply The power supply can be operated in two different modes In constant 

voltage mode the magnet will be charged to the set current value, at a rate which is 

determined by the value set on the positive output voltage control and the magnet 

inductance In constant current operation with over voltage trip mode utilizes an external 

voltage ramp to program the output current of the power supply A voltage ramp of 0 to -

5 V corresponds to an output current of 0 to 60 A In this work the magnet was operated 

in constant current mode A computer controlled digital-to-analog converter (DAC) was 

used to generate 0 to -4 3 V The DAC was constructed on a standard 8-bit PC bus card. 

The circuit diagram is illustrated in Figure 2 2 Tl.e magnitude of the magnetic field was 

monitored by a Keithley 197 DMM which measured the voltage at the current monitoring 

terminals on the power supply (0 to 120 mV corresponding to 0 to 6 7), The computer 

controlled magnetic field was increased in steps of 0 04 T in low field region ( < 1 7) and 

in steps of 0 1 Tin the higher field region (between 1 and 5 5 T) At each step the current 

is allowed to commute in the magnet coil and is held until measurements are taken The 

magnetic field fluctuation was less than 0 0002 T which is determined by the stability of 



13 

A CO 

m 
6 a. 

V 
z 

3 
< 

D7 

BUFFERED 
DATA 

DO 

oc 
Q 

a 
8 
a 
a 
Q 

BUFFERED 
ACRES 

MEMW 

ADDFESS 
DEOODE 

AO 
A1 

IOR 
WT 

27 
28 

T 3 
"3T5" 
31 
32 
33 
34 

36 

35 

p+5 V 

26 

PA7 

PPI 
8255A 

PAO 
PC1 
PCO 

3 7 

3fi 
3$ 
49 
1 
2 
3 
4 
15 
14 

4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

RD 

WR 

RESET 

CS 

TT 

A1 (MSB) 

DAC 
1020 

A10(LSB) 

"7 
15 V /f0K 

'Ref +5 V 

Figure 2 2 Block diagram of PC controlled digital-to-analog converter (DAC) PPI 
8255A Intel general purpose programmable peripheral interface I/O device, DAC 1020 
10-bit digital-to-analcv- converter, LF351 operational amplifier 



14 

the voltage output of the DAC which in turn determines the stability of the output current 

of the magnet power supply. 

2.3. ac Susceptibility Measurements 

The ac susceptibility of the powdered samples was measured by a standard mutual 

inductance technique. The measurements were made using Stanford Research systems 

SR530 two phase lock-in amplifier at a frequency of 127 Hz with an ac primary magnetic 

field of about 80 A/m. The current through the I iater was turned on, the sample was 

allowed to reach an equilibrium temperature and the sample temperature was measured 

using a Lakeshore CGR-1-2000 carbon glass thermometer. The susceptometer circuit 

diagram is shown in Figure 2.3. A primary coil, P, is wound on the outside of two 

secondary coils Si and S2 and is driven by a Hewlett-Packard (HP) 33312 oscillator. The 

secondary coils are wound in series opposition. The outputs of the two secondary coils are 

input into the lock-in amplifier which is used in differential mode. At each temperature 

two lock-in amplifier output voltage readings were taken: in the absence of the sample and 

after the sample was placed in one of the secondary coils The difference of these two 

readings is proportional to the susceptibility of the sample. The two lock-in amplifier 

output voltages, corresponding to in-phase and out-of-phase susceptibility, were measured 

using two Keithley 195A digital voltmeters. The temperature dependent susceptibility 

measurements were carried out during warming runs from 10 to 300 K. A detailed 

description of the ac susceptibility probe is given by Koszegi et al [31]. 



15 

Keithley 
197 DMM 

Keithley 
195 DMM 

Keithley 
195 DMM 

SR 530 Lock-In 
Amplifier 

HP3312A 
Oscilator 

MK3 Power 
Supply 

Power 
Supply 

CGR 

Cryostat 
SM 

L A A A , 
•sample Heater 

Figure 2 3 Schematic diagram of the ac susceptibility instrumentation; CGR = carbon 
glass thermometer; S = sample, P = primary winding; Si, S2 = secondary windings; SM = 
superconducting magnet. 
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The calibration of the susceptometer is performed by comparing the voltage output 

of the lock-in to the known magnetic susceptibility of the paramagnetic salt Gd20j. The 

magnetic susceptibility of this material follows the Curie-Weiss law, 

C 
X = T-0' 

(2.1) 

with C = 0.221 (emu-K)/(gOe) and 6=20K. The data were fitted to the Curie-Weiss law 

as shown in Figure 2.4 with C=0.25 (emuK)f(gOe) and 6 - 24 K. The agreement of the 

experimental results with the literature values indicates reasonable accuracy of the method 

and the lack of excessive thermal gradients. 

> 
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Figure 2.4 Inverse susceptibility of Gd203 as fitted with the Curie-Weiss law. 
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2.4. Electrical Transport Measurements 

The resistivity, magnetoresistivity and Hall effect measurements were performed 

using a conventional six-point dc technique, see Figure 2.5 Contacts for the transport 

measurements were made by evaporating gold pads on the surface of the ribbons and 

attaching 25 pm gold wires using silver loaded epoxy The sample to be measured was 

glued (using GE varnish #7031) onto a copper platform and electrically insulated from the 

copper using cigarette paper Two samples could be mounted on the copper block at the 

same time This increased the efficiency of the measurements by reducing cool-down time 

The gold electrical leads were soldered to a fibreglass circuit board glued to the copper 

block To achieve magnetic isolation a twisted pair of 0 16 mm diameter copper wires was 

used from the circuit board to the vacuum feedthrough at the top of the probe Magnetic 

coupling was avoided by passing the pick-up wires (resistance voltage and Hall leads) 

through one stainless steel tube and the current leads through another The tubes were 

grounded to ensure shielding The probe used for resistivity, magnetoresistivity and Hall 

effect measurements is schematically shown in Figure 2 6 

The measuring setup was connected by an EEEE-488 interface to an IBM PC 

computer which is used to control the experiment and collect the data The sample 

temperature in the presence of a magnetic field was monitored using a Lakeshore CGR-1-

2000 carbon glass sensor (which minimizes magnetic field-dependent temperature error) 

while in the absence of field a Lakeshore DT-470-LR-12 silicon diode sensor (which has 

low magnetic field dependence up to 5 T above 60 K and is not recommended for use in 

magnetic field application below 60 K) was used These sensors were excited by a 0 1 mA 
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Figure 2.5. Schematic diagram of the apparatus used to measure electronic transport 
properties: CGR = carbon glass thermometer, SD = silicon diode, SM - superconducting 
magnet. 
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Figure 2.6 Schematic diagram the probe used for resistivity, magnetoresistivity and Hall 
effect measurements. 
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current and the output voltage was read by the computer via a Keithley 197 DMM (digital 

multimeter). The temperature was evaluated using a Chebychev series obtained from a fit 

to the calibration data supplied by the manufacturer. 

The temperature dependence of the resistance was measured in the temperature 

range 4 to 300 K during slow cooling and wanning run ( at a typical rate of ~ 2 K/'miri) A 

1 mA constant current provided by a Lakeshore CI396 constant current source was 

passed through the sample and the voltage developed across the voltage leads was 

measured using a Keithley 181 nanovoltmeter. During measurements, voltages for both 

directions of current were taken and averaged to correct for any thermal emf present The 

resistivity for a uniform ribbon is defined as 

where A is the cross-sectional area, V is the voltage, / is the sample current, / is the 

distance between the voltage leads, and R is the resistance. Direct measurements of A 

(width and thickness of the sample) and / were used to calculate the resistivity, The 

accuracy of the resistance measurement was better than 0 1%. Measurements of the width 

and thickness of the ribbons gave a systematic error in A of ~ 12 %. The largest error in 

the resistivity arises from this uncertainty in A 

The steps involved in resistance measurements of the two samples are the 

following: During slow cooling or warming, the computer switches the current to one of 

the samples and takes 10 readings from the Keithley 181 nanovoltmeter, reverses the 

polarity of the current and takes another 10 readings. The mean of the 20 readings was 
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then recorded. The computer then switches the current to the second sample and again 

takes the average of 10 readings for each of the two current directions. The circuit 

diagram of the computer controlled switch used for reversing the current polarity and for 

connecting the current leads to one sample at a time and the voltage leads (resistance or 

Hall) to the nanovoltmeter is shown in Figure 2.7. 

The field dependence of the magnetoresistance was measured in ;he bore of the 

superconducting solenoid. The steps used in measuring the transverse magnetoresistance 

were as follows: The current through the heater was turned on and the sample was 

allowed to reach an equilibrium temperature (fluctuation less than 0.1 K). The computer 

controlled magnetic field was increased in steps and at each step the resistance of the 

samples was measured as described above. 

The Hall effect was also measured in the bore of the superconducting solenoid 

using a Keithley 181 nanovoltmeter to measure the Hall voltage as illustrated in Figure 

2.5. The actual voltage measured is not the true Hall voltage since the true Hall voltage is 

obscured by additional emf's due to magnetoresistance, thermal effects, and misalignment 

of the Hall leads. The Hall voltage can be determined by measuring the voltage across the 

sample for all four possible combinations of magnetic field and current direction. The Hall 

voltage, VH, which is an odd function of both field and current direction, can then be found 

by 

V„ = -[V(I+,H+)-V(I-,H+)-V(I+,H-) + V(l-,H-)]. (2.3) 
4 
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The Hall coefficient, RH, at a field H was determined from the expression 

RH = —, (2.4) 
IH 

where / and / are the current and sample thickness. 

The output of the nanovoltmeter was coupled to h-•; IBM PC as described above 

and the Hall voltage was measured by sweeping the field from -5.5 T to +5.5 T at a 

constant temperature in two stages (0 to +5.5 T and 0 to -5 5 7). The computer 

controlled magnetic field was increased in steps and the Hall voltage was measured for che 

two current polarities at each step. Spurious magnetoresistance contributions (of even 

parity in H) due to slight misalignment of the Hall voltage leads were eliminated by a 180° 

magnetic field reversal achieved by interchanging the current output terminals. The 

measuring current was 3 mA. The largest error in the Hall coefficient arises from the 

uncertainty in sample thickness and amounts to ~ 7 %. 



3. Structui e and Magnetic Properties of 

AI7o-xPdi5Mni5Bx 

A detailed knowledge of the magnetic properties of AWxPdisMnisBx is a prerequisite to 

a full understanding of their electronic transport properties. The aim of this chapter is to 

present: (a) an introductory literature survey of the magnetic properties of QC's and more 

specifically Alro-xPdisMnisBx alloys and (b) the current investigation of the magnetic properties 

of Al7o-xPdl5Mni5Bx; since the magnetic properties of these alloys are not at the core of the 

thesis, only the most important features of the data are given. 

3.1. Magnetism and Quasicrystals: Literature Review 

As is well known, QC's exhibit the local icosahedral symmetry absent in conventional 

periodic solids. A basic concern is the effect of this symmetry on the magnetic properties 

Magnetic properties of QC's should, in principle, be sensitive to local atomic environments 

(relative to the existence of moments) as well as to long range order (through the interaction 

between moments) Experimental investigations show that a variety of Al-based QC's exhibit 

magnetic behavior that ranges from diamagnetic to ferromagnetic [25] Most quasicrystalline 

materials, however, have been reported to be either diamagnetic or paramagnetic, while a few 

have exhibited spin glass-like behaviour [25]. Weak ferromagnetism has been found in Al-Ce-

Fe [32], Al-Mn-Ge [33] and Al-Mn-Si [34,35]. Al-Mn based icosahedral alloys have been 

24 
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particularly fascinating by virtue of a large variation in magnetic properties [33, 36-39] 

Experimental investigations of QC's support the following features 

I Unexpected magnetic moments Experimental evidence [25] for the existence of 

magnetic moments in QC phases came from susceptibility, magnettzajon and specific heat 

measurements, and in a less direct way from NMR and transport properties QC's possess 

unexpected magnetic moments, for example, Al-Mn-Si QC's have magnetic moments which 

are not observed in either Al-Mn solid solutions or in the related crystalline Al-Mn-Si 

compounds [40] For a host, such as Al, the possibility of local moment formation on an 

impurity ion is a miwnum for impurities near the centre of the 3d transition metal series For 

Mn in Al, a weak coupling between the s and/? electrons results in a marginal case for moment 

formation [41, 42] Therefore, with small variations in composition or the method of synthesis, 

large variations in moment formation capabilities have been reported for Al-Mn based systems 

2 Only a fraction of Mn atoms possess a moment Experimental evidence indicates that a 

large fraction of Mn sites are magnetically similar to those in related crystalline materials and 

cany no moments The magnetism is provided by a subset of sites having moments 

substantially larger than the average value Berger and Prejean [43] estimated the number of 

magnetic sites and the value of the magnetic moment, p, in Al-nMn^Si,; /-QC by the 

measurement of the nonlinear terms of the magnetization in the zero field limit A low fraction 

of magnetic entities was found (1 3% of the number of Mn) carrying an unexpectedly high 

moment value (p-7 5pe) compared to the 5ps value generally found for dilute Mn alloys It 

has also been confirmed that there are magnetic and nonmagnetic Mn atoms in quasicrystalline 

Al-Mn alloys (by means of NMR [26]) and in Al-Mn(Fe) and Al-Mn-(Fe)-Si alloys (by 
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Mossbauer effect [44]) For example, a combination of Curie-like behavior and Pauli 

paramagnetism has been reported in some systems indicating two kinds of Mn sites, the former 

being representative of localized behavior, while the later is representative of collective electron 

behavior [39, 45] The presence of two kinds of sites in such icosahedral alloys has been 

corroborated through several studies on the structural and electronic properties [36, 46,44] 

3 The overall magnetization increases drastically with the nominal Mn concentration in 

the sample It is found that the Al-Mn QC alloys with Mn concentration less than 5 % are 

nonmagnetic and as the Mn concentration is increased beyond 5 %, the alloys become 

magnetic and the effective moment on Mn sites increases as the square of the Mn concentration 

[47] These results show that Mn-Mn interactions probably play an important role in stabilizing 

the Mn moment 

4 Evidence for magnetic ordering (ferromagnetism, femmagnetism, spin glass, etc) in 

icosahedral QC's has been reported in several systems such as Al-Mn-Si [48 ], Al-Cu-Mn-Ge 

[33] and Al-Mn-Pd-B [29] These systems are metastable and are typically produced by rapid 

solidification methods They generally possess small magnetic moments but show large 

coercivities and high Curie temperatures 

The overall magnetic properties of QC's seem to be dominated by electronic structure 

effects due to the atomic species present (for instance in terms of hybridization of Mn 3d states 

with the Al sp conduction band) The presence of magnetic moments in QC's is surprising, 

since dilute Mn in Al does not show a magnetic moment and Mn exhibits no moment in the 

related crystalline compounds which have compositions similar to the QC phase and are 

thought to have similar local environments. 
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The theoretical study of the electronic structure of quasicrystals has, to a certain extent, 

been limited by an inadequate knowledge of the structure at an atomic level. Further, the 

absence of traditional Bloch periodicity in these materials rules out the use of some of the most 

powerful theoretical techniques in elucidating solid-state electronic structure. While a 

comprehensive characterization of the electronic structure of a three-dimensional quasicrystal 

comparable to state-of-the-art band structure calculations is not yet feasible, inroads have, 

nevertheless, been made by considering features in the electronic structure resulting directly 

from local icosahederal symmetry. Among the more common methods used to address the 

influence of icosahederal symmetry on the electronic structure has been cluster calculations 

using a variety of techniques for solving the Hamihtonian. 

To understand the experimental findings, theoretical calculations modeling quasicrystals 

by small finite clusters have been carried out. McHenry et al. [49] used a multiple-scattering X-

a (MS-X-a) technique to study a M11AI32 icosahederal cluster and MnAlig cuboctahederal 

cluster. The former is motivated by the symmetry exhibited by Al-Mn quasicrystals while the 

latter corresponds to the symmetry group possessed by bulk Al. These cluster calculations 

showed that the icosahedral configuration (Mn being at the center of the Al cluster) is not 

energetically favorable, and enhances the local density of electronic states in relation with the 

energy level degeneracy induced by the icosahedral environment. Following the Stoner 

criterion, such a density of states (DOS) enhancement would favor moment formation. These 

peculiar icosahedral sites might be occupied only when all other sites are filled, and this agrees 

with the increase of the magnetic moment in the icosahedral phases with increasing Mn 

concentration. Bagayoko at al. [50] also carried out density-functional calculations on a 
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MnAlis cluster It was found that while the Mn atoms did not carry moments in a 

cuboctahedral cluster, they did have a moments of 3 6 ps in sites with icosahedral symmetry 

This has been taken to imply that the icosahederal symmetry is responsible for the formation of 

magnetic Mn sites in Al-Mn QC's A review of this work can be found in OHandley et al [25] 

Along somewhat different lines, de Coulon et al [51] recently investigated the effect of 

icosahedral symmetry on the magnetic moment at Mn sites in Al^Mn, quasicrystals by 

modeling the quasicrystals as clusters This study was based on self-consistent density-

functional calculations on clusters having a central Mn surrounded by Al„ (n < 54) atoms in 

cuboctahedral and icosahedral arrangements and showed that the Mn atoms do carry a 

magnetic moment for small cluster sizes The moment is, however, quenched as the cluster size 

is increased irrespective of the geometry This quenching is shown to be a direct consequence 

of the mixing between the Mn d states and the Al sp states in these geometries The extent of 

the mixing depends on the interatomic distances and on the cluster size For small clusters, the 

mixing is small and the Mn sites carry a finite moment In view of these results the authors 

suggested two possibilities for the origin of magnetic Mn sites in QC's First, those geometries 

which do not lead to Al p orbitals which can mix with Mn d orbitals may stabilize the Mn 

moment The second situation is that the Mn-Mn interactions are responsible for stabilizing 

magnetic sites These authors [51] have also argued that the above theoretical picture of 

McHenry et al. [49], which is based on calculations on smaller clusters and predicts that the 

magnetic Mn sites in Al-Mn quasicrystals are a result of icosahedral symmetry, is incorrect 

Magnetism in solids basically arises from the lifting of the degeneracy of d and /atomic 

states by the crystal field symmetry The icosahedral symmetry in quasicrystals is 'more 
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spherical' than the other crystallographic symmetries present in cubic, tetragonal, , etc. 

crystals This point is clearly illustrated in Figure 3 1 the d orbital degeneracy is not lifted by 

icosahederal symmetry (but possibly lifted by the spin-orbit interaction) Several concepts are 

of specific importance to a consideration of the magnetic properties of icosahederal 

quasicrystals 

1 Reduced crystal field splitting may leave the d and / levels more closely spaced in 

energy, and hence give rise to sharper peaks and deeper valleys in the density of states 

2 As a consequence of (1), d and/levels would be more spatially localized than in 

conventional crystalline materials 

3 Magnetic anisotropy should be affected 

4 Owing to the sharp features in the density of states, the density of states at the Fermi 

level will be a sensitive function of the chemical composition of alloy 

5 The interaction between atomic moments and the crystalline anisotropy is governed by 

the relative importance of the local anisotropy, D, and the exchange energy, J [52,53] In the 

case where D/J > 1, as may be the case for 4/ moments (if L * 0), the local anisotropy 

dominates and dispersed moment structures are possible [54] as the local anisotropy is 

randomly oriented [55,56] On the other hand, if D/J < 1, as is the case for 3d moments, then 

the effect of long-range exchange interactions dominates, the magnetization direction is 

uniform over larger distances, and it is the long range anisotropy (or symmetry) which is more 

important than the local anisotropy (or symmetry) Since, in known quasicrystalline materials, it 

is 3d magnetic moments, predominantly on Mn, that determine the magnetic behavior, then it is 

the long-range symmetry of the system that is of relevance. These effects of long-range 
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icosahedral symmetry are, therefore, limited to icosahedral QC's and will not be observed in 

crystalline materials with local icosahedral coordination, unlike the consequences of local 

icosahedral symmetry, which may be seen in both crystalline and quasicrystalline materials 
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Figure 3 1 Effect of lowering symmetry from spherical to icosahedral, cubic, and tetragonal, on 
5-fold degenerate d states and 7-fold degenerate/states State degeneracies are given in curved 
brackets 

3.1.1. Magnetism in Quasicrystalline Al7o.xPdlsMni5Bx 

Recently, Yokoyama et al [29] reported the synthesis, structural and magnetic 

characterization of AWdisMhisB* icosahedral alloys The room temperature magnetization 

was found to increase with increasing B content up to 10 at % B and showed a maximum of 

2.1xl0'7 Hm2-kg' at 10 at % B The magnetization is observed only in the metastable 

quasicrystalline phase and is not present in the equilibrium crystalline phase The quasilattice 
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parameter, aa, was found to decrease as the B content was increased. The Curie temperatures 

have been reported to be around 470 ~ 500 K. These alloys exhibit magnetic moments up to 18 

emu/g which disappear after crystallization at around 1000 K. These icosahedral alloys were 

first reported to be ferrimagnetic below the Curie temperature. Later NMR studies [30] of Al-

Pd-Mn-B QC's showed that these alloys are ferromagnetic rather than ferrimagnetic and the 

origin of ferromagnetism was indicated to be primarily from Mn-B bonding. The NMR studies 

also showed the coexistence of magnetic and paramagnetic Mn sites in Al-Pd-Mn-B alloys 

[30]. 

Recently, Bahadur et al [57], using ferromagnetic resonance (FMR) techniques, 

investigated the magnetic interactions, number of magnetic sites and magnetic anisotropy in the 

icosahedral Al7o-xPdt5MnisBx alloys. These samples are from the same batch used in the study 

of transport properties reported in the present work. Bahadur et al [57] also carried out 

differential scanning calorimetry (DSC) measurements on these samples. Generally, three 

thermal features were observed in the DSC scan of each sample: (a) a very weak transition 

varying between 330 and 630 K as x is varied between 1 and 10, (b) a very broad and large 

exothermic transition with the maximum temperature varying between 650 and 700 K as a 

function of x and (c) a iarge sharp exothermic transition occurring at yet higher temperatures 

which increased with x. The first and the third transitions were identified with the magnetic 

transition temperature and the crystallization transition of the icosahedral phase corresponding 

to the quasicrystalline to crystalline transformation, respectively. The origin of the second 

broad transition is not clear. However, this can most likely be attributed to structural relaxation 

of disorder and phason strains introduced in the system during the quenching process. 
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The room temperature magnetization measurements of Bahadur et al [57] showed that 

when x = 0 no indication of magnetic ordering was observed. With I at % boron introduced 

into the system, a spontaneous magnetic moment is observed which increases with increasing 

boron concentration. The magnetization increased with x up to at least x = 10. A similar 

observation has been made by Yokoyama et al [29]. 

The FMR study of Bahadur et al [57] showed that 

(a) for x = 0, a single resonance was observed at a field of 3240 Oe for temperatures 

above 77 K. 

(b) for x > 1, however, two resonances were observed below a critical temperature, 7C. 

Above 7c, only a single resonance was observed at a field of about 3220 Oe This corresponds 

to a freeg-factor value of 2 and is essentially temperature and composition independent and is 

characteristic of the paramagnetic Mn ions. 

(c) The low field resonance, which was broader and more intense, occurred between 200 

Oe and 2500 Oe. It was strongly temperature and composition dependent and identified with 

the existence of magnetic interactions in the system. As the temperature approached 7C, the 

intensity decreased drastically and the resonance was undetectable above this characteristic 

transition temperature. Above this temperature only a single high field (3220 Oe) resonance 

was observed. 

From the above observations Bahadur et al [57] confirmed the duality of Mn sites in Al7o. 

xPdi5Mni5Bx. The low field resonance was identified with coupled spins while the high field 

resonance in the x = 0 (nonmagnetic) sample and in the magnetic samples above Tc was due to 

paramagnetic Mn ions. 
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3.2. Structure 

Figure 3 2 shows the room temperature X-ray diffraction patterns of the melt spun AI70-

uPduMnuB,, (x = 0 - 10) icosahedral alloys. The diffraction patterns show the samples to be 

essentially single phase icosahedral QC alloys. The peaks in the diffraction patterns were 

indexed with the indexing scheme of Elser [7]. The quasilattice constant evaluated from the 

wave vector of the (211111) reflection showed a decrease from 4 587 A for x = 0 to 4 572 A 

for x = 10 with increasing x. A similar observation has been reported by Yokoyama et al [29] 

although the change reported in this work is nearly twice as large. The full-width at half 

maximum for the (211111) diffraction line increased from 0 140° to 0 274° with increasing in x 

This peak broadening can be related to increasing disorder or can be the result of differences in 

grain size of the quasicrystaUites. 

3.3. ac Susceptibility Measurement Results 

Figure 3 3 shows the room temperature ac susceptibility of AWxPdisMnisB* (x = 0 -

10) The magnetic susceptibility shows an almost linear increase with increasing Boron 

concentration This result is consistent with the FMR result reported by Bahadur et al [57] and 

with magnetization results reported by Yokoyama et al [29]. 
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Figure 3 3 Boron concentration dependence of the ac susceptibility of icosahedral Al7o. 
xPdi5Mni5Bx (x = 0 -10) alloys at room temperature 

According to the recent work of Hattori et al [58] the temperature dependence of the ac 

magnetic susceptibility of A^oPdisMnis followed a Curie-Weiss law over a wide temperature 

range except at very low temperatures where it showed a cusp at around 10 K From this cusp 

they concluded that this quasicrystalline alloy was a spin-glass Figure 3 4 shows the measured 

temperature dependence of the zero field cooled ac susceptibihty of AWxPdisMnisBx (x = 2 -

10) obtained in the present work A typical temperature dependence of the real and imaginary 

part of the complex ac susceptibility is shown in Figure 3 5 Our measurement shows a well 

defined knee in both ^(7) and x"{T) (for 6 <x < 10); although no clear peak in #"(7) is seen 

T; determined from the first significant drop in dx/dT is in the range 32 - 36 K in these alloys 
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No signature of re-entrant spin-glass (RSG) behaviour in alloys of low Boron concentration (x 

<4) was observed. 

' . i . i , i X — Z , 

10 40 70 100 130 
T(K) 

Figure 3.4 Magnetic susceptibility as function of temperature for icosahedral AI7o. 
xPdi5Mni5Bx measured at 127 Hz. 

The magnetic phase diagrams of systems with competing interactions exhibit order 

(ferromagnetic or anti-ferromagnetic), disorder (spin-glass) and often a regime of co-existing 

re-entrant (ferromagnetic-spin-glass or antiferromagnetic-spin-glass) states depending on alloy 

composition [59]. Ferromagnets with substantial exchange bond disorder, due to some form of 

quenched structural randomness frequently exhibit, upon cooling, first a transition from a 

paramagnetic state to a ferromagnetic one and then a second low temperature transition from 

the ferromagnetic state to a spin-glass state. However, in these systems the transitions are not 



37 

well defined [60]. Specially, the transition from ferromagnetism to spin-glass is difficult to 

determine. 
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Figure 3 5 The temperature dependence of zero-field cooled real and imaginary parts of 
the ac susceptibility for AUPdisMnisBio. 

From an experimental point of view, in most cases, the transition from ferromagnetism to 

the re-entrant spin-glass (KoG) state is defined by the onset of deviations from the plateau in 

the magnetization or by a drop in the ac susceptibihty at a well defined temperature, Tf, 

indicating spin freezing [60]. There are some ambiguous interpretations of the inflection or 

cusp observed in the temperature dependence of the ac susceptibility of these systems [61] 

Such ambiguities could arise from experimental artifacts which depend on the exciting field 

frequency and amplitude. Recently, Nogues and Rao [61] showed that above a certain 

threshold ac-field amplitude, system dependent coercivity and domain wall effects with the 
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concomitant Hopkinson peak and their field dependence mask any clear identification of the re

entrant magnetic behaviour in susceptibihty measurements. These authors [61] also showed 

that below a threshold ac-field amplitude the influence of domains and domain wall motion, the 

well known Hopkinson peak effect, can be eliminated in the ac susceptibility measurement to 

reveal clearly the re-entran; characteristics. In this study a re-entrant freezing temperature 7/ is 

unambiguously revealed with an evident knee in ̂ (7) and a corresponding well defined peak in 

X"{T). They also showed, that as the field was increased above this threshold field the 

Hopkinson peak broadened and shifted to lower temperatures, masking the re-entrant features. 

These preliminary magnetic susceptibility measurements indicate the re-entrant magnetic 

behaviour in this alloys. However, due to the fact that the present temperature dependent 

susceptibihty measurement were carried out above the threshold ac-field ar*d the influence of 

domain and domain wall motion masked the re-entrant features, a well defined peak in x"0) 

was not observed. In order to determine precisely the nature of the low temperature phaLe 

transition encountered in these alloys a detailed study and analysis would be necessary.. 

The transition temperature from ferromagnetism to spin-glass behaviour for AWduMnu 

was reported to be 10 AT [58] This temperature increased to over 32 A with the addition of 

boron as indicated by this preliminary result. 

3.4. Discussion 

The RSG regime shares the characteristics of both spin-glass (SG) and ferromagnetic 

ordering [59, 62]. Theoretical investigations of the SG transitions which are generally used to 
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explain the experimental resulis are based particularly on the mean field model suggested by de 

Almida and Thouless [63] and Gabay and Toulouse [64], Accordingly, the longitudinal 

ferromagnetic state is followed below some critical temperature Tg by a canted FM state, 

characterised by a freezing of the transverse components of spin. 

The most important question to be considered is the cause of the magnetic ordering 

observed in these alloys with B substitution. The mechanism for the appearance of the 

magnetisation is assumed by Yokoyama et al [29] to originate from the RKKY interaction 

although they also suggest that the details of magnetic interactions are complicated. The 

dependence of the magnetic properties (i.e. spontaneous magnetisation and transition 

temperatures, both 7} and Tc) on the concentration of B suggests local moment formation as is 

prevalent in many Mn containing icosahederal alloys. Since the tendency for local magnetic 

moment formation on an impurity in an Al host is maximum for Mn the magnetic order in the 

present alloys presumably arises as a result of local Mn moment formation. As the magnetic 

behaviour is found to be strongly dependent on the boron concentration, it is likely that the 

boron sp electrons contribute to the magnetic interaction between the 3a* elearons of 

neighbouring Mn atoms as suggested [57]. In view of the spin-glass behaviour observed in QC 

Al7oPdi5Mni5 [58] and the present observation of spin-glass like behaviour; the RKKY 

interaction is the most probable interaction responsible for the magnetic ordering. The RKKY 

interaction in the quasicrystalline phase seems to arise through the interaction between the 

icosahedral clusters [57, 29]. In a model of quasicrystalline Al7oPdi5Mni5, consisting of a 

central Mn atom surrounded by Al iind Pd, the distance between Mn atoms is large and direct 
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overlap of 3a* wave functions is not possible The coupling between the spins at neighbouring 

Mn sites is, therefore, expected to arise from an indirect exchange interaction. 



4. Electrical Resistivity of AI7o-xPdi5MnisBx 

Electrical resistivity provides a very sensitive probe with which to understand the 

various electronic scattering processes that occur in a given material. The temperature 

dependence of the resistivity of many magnetic and non-magnetic disordered systems 

below room temperature results from a number of scattering mechanisms, as well as 

localization and Coulomb interaction effects. The temperature dependent electron 

scattering mechanisms in non-periodic systems can be separated into regimes dominated 

by Boltzmann-type transport and transport characterized by weak localization. A large 

number of models for the electrical resistivity of disordered systems have been proposed 

(for reviews see [65, 66, 67]) over the years. Those which are most relevant for an 

understanding of disordered magnetic alloys are described below (section 4.1). In each 

case the emphasis is placed on the physics of the models and on their specific predictions. 

The temperature dependence of the electrical resistivity of quasicrystals is essentially the 

same as that observed for amorphous alloys [68, 11]. A discussion of the current 

experimental data in light of the existing theories originally developed for amorphous 

alloys and weak localization theory is given in the following sections. 

4.1. Theoretical Background 

Available transport data has shown that the temperature coefficient of resistivity 

TCR = p~\dp I df) changes from positive for small values of p\a negative for large values of 

p for p «150 pI2cm. This correlation between p and TCR was first summarised in the Mooij 

41 
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plot [69]. A number of models have been proposed to explain both the magnitude of the 

resistivity and the TCR-p correlation. Among these are mechanisms based on structural 

scattering in liquid and amorphous metals, phonon assisted transport, and weak localisation and 

interaction effects in disordered metals. Details of the models relevant to the present 

investigations are discussed below. 

4.1.1. The Diffraction Model 

Experimental evidence that electron transport properties of amorphous metals are 

usually similar [70] to those of the corresponding liquid metals has led various workers to 

the use of a theoretical formalism, originally proposed for simple liquid metals by Ziman 

[71], which is based on the Boltzmann equation and which treats electrons as plane waves 

which scatter from atomic potentials. This model was subsequently extended by Evans et 

al. [72] to include liquid transition metals, in order to explain a number of peculiarities 

observed in the transport properties of metallic glasses. This theory takes into account the 

scattering of conduction electrons from the potential of the disordered lattice of a 

transition-metal system and expresses the resistivity as [72] 

where kp and EF are the Fermi wave vector and energy, respectively, O is the atomic 

volume. TJ2(EF) is the a'-wave phase shift describing the scattering of the conduction 

electrons, of energy EF, by the ion cores which each carry a muffin-tin potential. In this 

expression, the temperature dependence of p is determined by the temperature dependence 
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of the structure factor ST(2kF). Several calculations [73, 74,75, 76] of ST{k) within the 

framework of the diffraction model are available. Within the diffraction model the 

temperature dependence of the resistivity is essentially controlled by that of the structure 

factor ST(k), with a predicted f2 low temperature behaviour with either positive or 

negative slope and a linear T dependence at high temperature. 

4.1.2. Resistivity of Disordered Magnetic Alloys 

In addition to a contribution due to the scattering of conduction electrons from the 

structural disorder, electron-magnon scattering gives a significant contribution to p in 

magnetic glasses and hence the customary approach of neglecting the magnetic 

contribution, pm(T), while analyzing the resistivity data on magnetic disordered alloys is 

not correct. Theoretical investigations [79, 80] that pursue this line of thinking and use the 

spin-wave approximation to calculate pm{T) for amorphous ferromagnets reveal that; 

(1) Pm(T) is composed of two positive contributions; one varying as T2, as in 

crystalline ferromagnets, and the other as T3'2, and 

(2) the contribution to pm(T) from the T6'2 term (which appears only in the 

amorphous case) is at least 2 orders of magnitude greater than the one arising from the T2 

term. 

These theories, therefore, predict a T3'2 power law foi pJJ) at low temperatures in 

amorphous ferromagnets in contrast to the T2 dependence observed experimentally in 

these materials. 



44 

In order to explain this discrepancy Kaul et al [81] undertook a detailed 

quantitative analysis of resistivity data of ferromagnetic amorphous alloys and established 

the existence of a magnetic contribution, ycu, to p and made a reliable estimate of pm Kaul 

et al. [81] draw the following conclusions from their analysis: 

(1) Both the electron-ion potential scattering and electron-magnon scattering 

contribute to the resistivity 

(2) The structural contribution dominates over the magnetic contribution 

(3) The competing contributions to pm{T) arising from the incoherent and elastic 

components of the electron-magnon scattering are of roughly the same magnitude Hence, 

the T612 term which arises from this competing contribution to pm is negligibly small 

compared to the T2 term. 

These authors also argued that the magnetic contribution to p goes unnoticed at 

low temperatures primarily because the structural contribution to p and Pm(T) both follow 

a T2 power law but is clearly apparent at high temperatures where the structural 

contribution exhibits a transition from a quadratic to linear temperature dependence while 

Pm(T) continues to vary as T2 

4.1.3. The Kondo Effect 

One unusual feature in the resistivity of both dilute and concentrated ferromagnet 

amorphous alloys is the existence of the low temperature resistance minimum The fact 

that low-temperature anomalies are observed in almost every amorphous alloy containing 
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an element capable of carrying a moment, and not in alloys that are non-magnetic, 

indicates that the anomalies are magnetic in origin. 

The striking resistance rise at low temperatures and its sensitivity to the nature and 

concentration of the impurity in dilute transition metal-metalloid amorphous alloys has 

been associated with the Kondo effect, which has been studied extensively in crystalline 

materials. The Kondo effect is associated with the scattering of conduction electrons from 

local magnetic impurities in an otherwise non-magnetic matrix. This gives rise to a spin-

dependent increase in the resistivity at low temperatures which, coupled with the usual 

increased scattering by phonons at higher temperatures, produces a minimum in the total 

resistivity of these alloys. 

This spin-dependent resistivity has the form 

p(T) = Po-S\n(T/TK), (4.2) 

where £ is a constant dependent on the magnetic impurity concentration and TK is the 

Kondo temperature. 

4.1.4. The Effects of s-d Hybridization 

Several approaches to the calculation of transport coefficients consider the 

conducting states to be free electron-like. However, in transition metal containing alloys it 

is also necessary to consider the importance of the d-states, viz., whether these contribute 

to the conductivity and how, through hybridization, they modify the "free electron-like" 

states. 

Transition metals are formed from atoms with an unfilled d-shell and so their band 

structure is considerably more complex than that of non-transition metals. As a rough 
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picture we can think of an s-band arising from the outermost s and p electrons of the free 

atom together with a a*-band of electrons (or holes) formed from the ̂ -states. Because the 

outermost s and p electron wavefunctions on one atom overlap greatly with those on a 

neighboring atom the s and p electrons can move more or less freely throughout the 

crystal and give rise to a free electron-like band. On the other hand, the d electron 

wavefunctions overlap much less and so form a band which is much narrower in energy 

and with a high density of states. The s and p electrons (s electrons for short) thus have a 

high velocity and the d electrons a low velocity. The s electrons carry most of the current 

but they can be scattered into empty d-states (so called s-d scattering) which, because of 

their high density, enhances the scattering and hence the resistivity. This is an 

oversimplification since in general there is a mixing of the character of the wavefunctions 

of the s and d electrons, referred to as "hybridization". Nonetheless, conceptually the 

electron transport properties of transition metals can be understood in terms of a 

conventional theory similar to that of simple metals. 

4.1.5. Quantum Corrections to the Resistivity 

The resistance of disordered systems shows unusual deviations from Boltzmann 

equation based theories, particularly at low temperature. In the weakly localized regime a 

number of corrections to the transport coefficients of disordered conductors have been 

identified [82, 83] which are broadly classified as Weak Localization (WL) and Electron-

Electron Interactions (EEI) [83, 84] and are known as collectively as Quantum 

Corrections to the Resistivity. WL and EEI have been shown to account for the 
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temperature and field dependence of the resistance of disordered metallic alloys. In view 

of the relevance of WL and EEI in understanding the transport properties discussed in this 

thesis, a brief review of these effects is given below. 

Weak Localization — Weak localization (WL) is a particular regime of localization of 

particles in disordered materials [85, 86], in which the effects of localization show 

themselves as small quantum perturbations of the classical behavior predicted by the 

Boltzmann equation. Weak localization is a unique case where the superposition principle 

of quantum mechanics leads to observable consequences in the properties of macroscopic 

systems [87]. 

In disordered systems particles have a diffusive motion resulting from their 

scattering by a random potential. At low temperature these collisions are essentially elastic 

and the particle wave functions retain their phase for long distances. It is, therefore, 

possible that two partial waves, starting from one point and experiencing scattering in a 

time reversed sequence with respect to each other, get back to their origin and interfere 

constructively (see Figure 4 1) 

Figure 4.1 Schematic for the diffusion path of an electron in a disordered system. 
Backscattering of a wave packet propagating in opposite directions, ±k, interfere at the 
origin 0 coherently. 
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Since the electrons traversing the same closed path but in opposite directions, are 

in the same eigenstate, the amplitudes are in phase, and the resulting coherent interference 

increases the resistivity If % is the probability amplitude of the path that involves the 

anticlockwise path from O and back to O, and T2 that for the corresponding clockwise 

path then the total probability is 

W = Z*. = | T 1 | 2 + | ^ 2 | 2 + T , * X F 2 + V F 1 T ; (4 3) 

The first two terms are just the classical probabilities while the second two terms are 

interference terms Since ¥1 and ¥2 are coherent, they have the same phase, and the total 

value of W is twice the classical probability This shows that multiple scattering can 

enhance the probability of returning to the origin, i e the probability of backscattenng and 

hence the probability of'localization' The result of this is that the electrical resistivity in 

the presence of such scattering is higher than would be calculated from the quasi-classical 

approach. In the presence of inelastic scattering (eg electron-phonon scattering), spin-flip 

scattering (e.g spin-orbit scattering), or a magnetic field, the phase coherence of the 

wave-packets is destroyed. As a result, the resistivity is reduced 

The temperature dependent correction to p due to WL including spin-orbit and 

magnetic scattering is [84, 88] 
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where r„ , rso, TS and D are the inelastic, spin-orbit and spin-flip relaxation times and 

diffusion constant, respectively 
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Electron-Electron Interaction Effects - In addition to WL, there are effects on the 

transport properties of disordered metals due to electron-electron interactions, also known 

as Coulombic interaction effects. The interaction effects result from the modification of 

electron-electron interaction in disordered metals [83]. By taking into account the 

diffusive motion of electrons in the treatment of electron-electron interactions, a 

correction to the Boltzmann theory is obtained. 

WL effects involve single electrons and could take place even if electrons did not 

interact with each other. By contrast, the Coulomb anomaly arises from the interaction of 

one conduction electron with another in the presence of the multiple-scattering processes 

that occur in a disordered system. As in the WL case, EEI depends on coherence and 

interference effects. But now, instead of one, we have two electrons whose wavefunctions 

interfere and they may have different energies so that there is here another source of 

dephasing between them, beyond that induced by inelastic processes or magnetic fields, 

that is, their difference in energy, i.e. in frequency. Only electrons near the Fermi level are 

involved and typically their energy difference is of order kBT with a consequent frequency 

difference of kBT/h. The resulting thermal coherence time (i.e. the time that elapses 

between the two waves being in phase and becoming out of phase) is vT ~ h/ kBT. If z0 is 

the mean free time between elastic scattering of an electron by ions, anomalous effects are 

seen only when r-r»r0 (i.e. the two electrons maintain a close phase relationship through 

many elastic scattering events). Since these effects depend upon coherence, electron-

electron interaction effects, conspicuous at low temperatures, will ultimately disappear as 
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the temperature is raised. As in WL process, EEI depends upon those electrons that can 

achieve closed paths through elastic (and hence coherent) scattering. 

The temperature dependent correction to p due to EEI has the form [84] 

ffip\ (A Y n ^ J^2F]i^\fEL, (4.5) 
Kp)^ \3 Urr2hJ\2hD' V J 

where F is an integral over scattering angle of the screened Coulomb interaction and D is 

the diffusion constant. 

4.2. Result and Discussion 

Figures 4 2 shows the temperature dependence of the normalized electrical 

resistivity, p(T)/p0 where pa is the resistivity at 4.2 K, of the quasicrystalline alloys AI70-

xPdi5Mhi5Bx (x = 0, 2, 4, 6, 8, 10). High resistivity values are measured for all the samples 

(1900 - 6200 pQcm at 4 2 AT) with no systematic trend. The temperature dependence of 

p(T), as shown in Figure 4 2, exhibits substantial changes with increasing Boron 

concentration. A minimum in the resistivity which shifts to lower temperature as x 

increases is observed in x = 2, 4 and 6 samples as shown in Table 4 1 Above the observed 

resistivity maximum temperature (for x = 2, 4 and 6), the temperature coefficient of the 

resistivity, TCR, is negative. No resistivity minimum is observed for the remaining samples 

and the TCR is always negative At low temperature, the resistivity showed a rapid 

increase with decreasing temperature 
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Table 4.1. Experimentally observed values of the room temperature resistivity p(300 K), 
resistivity minimum and maximum, Tm,„ and 7 ^ , respectively, and the temperature 
coefficient of resistivity (TCR) at 300 AT for icosahederal Al7o-xPdi5Mni5Bx. 

X 

(a/%) 
0 
2 
4 
6 
8 
10 

p(300A>12% 
ipQcm) 

5100 
1700 
3400 
3000 
4700 
2200 

TCR(300K) 
(lO^AT1) 

-4.48 
-3.77 
-4.12 
-5.80 
-6.99 

-3.958 

Tmm±l(K) 

-

49.1 
46.1 
31.0 

-

-

Tmax± \{K) 

-

120 
88 
76 
-

-

A 2/c/piOOK 

1.23 
1.11 
1.11 
1.13 
1.17 
1.08 

The resistivity of the as-quenched Al7o.xPdi5Mni5Bx QC alloys are observed to be 

1900 - 6200 pI2cm at 4.2 K. These values are about one order of magnitude higher than 

metastable QC's such as AIMn (a few h\,n '.ed plkm) but similar to those of stable QC's. 

Various theories have been proposed to interpret the high values of the resistivity of QCs 

[89 -91]. Experimentally, the high resistivity at low temperature of QC's has generally 

been attributed to the following two factors: (1) small density of states at the Fermi level 

as a result of opening of a deep pseudogap at the Fermi level to gain electronic energy, 

and (2) the weakly localized nature of electrons at the Fermi level [92]. It has been shown 

that the electronic states in the deep pseudogap have a tendency to be localized [93]. It 

has also been suggested experimentally from the temperature dependence of the resistivity 

at high temperature that the diffusivity of electrons sharply decreases as the states move 

deep into the pseudogap [94]. The electronic properties of QC's, and in particular their 

transport and magnetic properties, depend very much on their structural quality. It was 

shown, for stable /-phase samples of AlPdMn and AlCuFe, that the resistivity increases as 

the structural quality improves, i.e. after defect removing by annealing [15]. The value of 
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Figure 4.2. (a) and (b): the temperature dependence of the normalized resistivity of 
quasicrystalline Al7o-xPdi5Mni5B.x. 
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the resistivity in A^PdisMnisBx, see Table 4 1, showed no systematic trend with 

increasing Boron concentration This could probably be due to the different level of the 

structural defects in each sample which is highly influenced by the quenching process 

(such as quenching rcte, orifice size of the quartz tube, the distance between the quartz 

tube and copper vvr.eel and argon ejection pressure) 

The study of the electron scattering mechanism in non-periodic systems provides a 

difficult challenge This is particularly true for the interpretation of the transport properties 

of disordered alloys containing transition metals It is difficult to discuss the transport 

properties of these alloys in the context of a singlt theoretical model for all temperature 

ranges For this reason, we divided the temperature intervals as follows: (a) Low 

temperature range T < 30 K, (b) Intermediate range: Tmm *• T < 7 ^ , (c) High 

temperature range T> Tnax For x = 0, 8 and 10 samples the temperature intervals are T 

< 30 K and T>30K 

So far, the low-temperature resistivity and magnetoresistivity of the high-/? QC 

alloys appear to be satisfactorily explained by the WL and EEI theories. As will be 

discussed in Chapter 5, only the WL contribution to the magnetoresistivity will be 

considered since the EEI contribution is much smaller in magnitude and can be neglected. 

The WL contribution to pfT) is given by Equation 4.4 Figure 4.3 shows the trend of the 

theoretical curves for different values of T,(T)/TS0 (r, is taken to be proportional to 7*) as 

obtained from Equation 4 4 For weak and moderate spin-orbit scattering, i.e., T/TS0 < 1, 

due to the destruction of WL by the inelastic scattering of electrons, the resistivity shows a 

nearly linear decrease with increasing temperature Due to anti-localization effects of spin-
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orbit scattering, for strong spin-orbit scattering, i e, T/TSO » 1, the low temperature 

resistivity increases with increasing temperature The temperature dependence of the zero-

field resistivity below 30 AT is shown in Figure 4 4 The experimental data, shown in Figure 

4 4, do not follow the trend of the theoretical curves shown in Figure 4 3 Thus, a direct 

comparison of p{T) data with WL theory do not allow for the determination of the 

scattering times, i e, inelastic scattering time r,(7), and the temperature independent spin-

orbit and spin-flip relaxation times, rso and r5„ respectively In all samples the resistivity 

measured experimentally at low temperature showed a sharp decrease with increasing 

T(K) 
Figure 4 3 The WL contribution to the resistivity, Ap/p2, as function of temperature 
calculated from Equation 4 4 
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Figure 4 4 The normalized resistivity of Al7o-MPdi5Mni5Bx below 30 A'. 

temperature. In order to interpret p{T) in this temperature range it is necessary to take into 

account at least two effects 

(1) The low temperature behavior of p{T) in AlPdMn Qt' alloys is attributed to magnetic 

scattering effecu [27, 95]. The drop in p(T) is observed to shift to lower temperature as 

the Mn concentration decreases and finally disappears in low-Mn alloys [27]. It is also 

concluded that this is due to the Mn magnetic scattering effect, i.e. a Kondo effect which 

is characterized by ln(T) dependence [95], The magnetoresistance of Al7o.xPd|5Mni5B^ as 

discussed in Chapter 5, showed the coexistence of negative classical magnetoresistance 

due to spin-disorder scattering and magnetoresistance due to WL Therefore, the present 
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magnetoresistance result supports the assumption that magnetic scattering is at least one 

contributor to the low temperature behavior of p{T) in Al7o-xPdisMni5Bx. 

(2) A noteworthy observation in this temperature range is the decrease in the TCR with 

increasing Boron concentration; see Figure 4.4 This can be explained by the WL 

contribution to p(7) In the moderate spin-orbit scattering systems (x < 4) the WL 

contribution to p\T) decreases nearly linearly with increasing temperature. This WL 

decrease together with the sharp drop due to the magnetic scattering effect will result in 

an enhanced TCR. However, for strong spin-orbit scattering systems (x > 4) the WL 

contribution to piT) at low temperature increases with increasing temperature This 

component together with the decrease from magnetic scattering effects results in a 

decrease of the TCR 

Two dominant effects appear to contribute to p\T) at low temperature. WL and 

the magnetic scattering effect. The contribution of both effects is affected by the Boron 

concentration. The WL effect changes from localization to antilocaliztion, i.e. from 

decrease to an increase in p\T) with increasing temperature, with increasing x It is 

expected that the magnetic scattering effect will increase as the magnetization increases In 

moderate spin-orbit scattering systems these two effects enhance p(7) as exhibited in the 

high TCR value In strong spin orbit scattering systems however the two effects compete 

resulting in a decrease of the TCR. Therefore, the resistivity behavior at low temperature 

in Al7o-xPdi5Mni5Bx can be related to be primarily to magnetic scattering effects. 

The above assertion may be illustrated as follows: The overall contribution to the 

low temperature resistivity can be written as 
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p{l)"*pm{T{{l),TmtT„D) + pIM, (4.6) 

where Apm. is the WL contribution and pxondo is a contribution due to a Kondo type 

magnetic scattering characterized by ln(T) behavior. Using the scattering times values 

obtained from the magnetoresistance analysis and Equation 4.4, the WL component may 

be subtracted from the resistivity data. The remaining data, ai, shown in Figure 4.5, 

exhibits a ln(T) dependence for all the samples. This demonstrates clearly that the sharp 

decrease in p{T) at low temperature is indeed due to magnetic scattering effects. 

The intermediate and high temperature resistivity can be "ritten as 

p(T)*ps(T) + Pm(T) (4.7) 

where ps(T) and p^(7) are the structural and magnetic contributions to the total resistivity, 

respectively. For the intermediate temperature region, Tmin < T -' Tmax, both the electron-

magnon scattering, which gives rise to a quadratic temperature dependence [81] and the 

scattering of conduction electrons due to the structure factor, which also varies as 72, are 

expected to give a significant contribution to p(7). In the high temperature region, T * 

Tmax, the structural contribution changes to linear temperature dependence while the 

electron-magnon scattering remains proportional to T2 [81]. Therefore, assuming that the 

total resistivity can be expressed as the sum of these two contribution, the temperature 

variation of the resistivity can be written as 

P(T) „ ~2 

p(4.2K) ' 2 *a,+a 2 r 2 , Tmin<T<Tmax (4.8) 

and 

P(T) 
p(4.2K) 

*b,+b2T+b,T2, T>Tnux (4.9) 
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Least squares fits to the normalized resistivity data using Equations 4 8 and 4 9 give the 

values for the coefficients at, a2, b,, b2 and b3 listed in Table 4 2 p{T) data which do not 

exhibit a maximum at low temperature are fitted to Equation 4 9 for the range T > 30 K 

The linear coefficients observed here are of the order of 10'5 AT' and the quadratic 

coefficients of the order of 10"7 K2 The fact that the magnitude of the linear coefficients 

given in Table 4 2 is greater than the quadratic reveals that ps(T) dominates over p„(T) in 

these temperature ranges Even though in the intermediate temperature range both ps(T) 

and Pm(T) follow a T2 power law, the contribution of ps(T) is expected to dominate The 

sign of the linear coefficients, as expected from the Mooij correlation, are negative except 

for x - 2 and 4 This is probably due to the WL effect which has been neglected at higher 

temperature Although there is an increasing trend to use WL theory up to room 

temperature [96], this is not appropriate for the AU^PdisMnisB* alloys because of the 

magnetic ordering 

Table 4 2 Least square fits parameter values based on Equations 4 8 and 4 9 for Al70. 
xPduMni5Bx AT\s the temperature range for intermediate and/or high temperature fits 

x(at %) 

0 
2 

4 

6 

8 

0 9356(1) 

0 95616(1) 

0 96346(4) 

a2 

(10'7A"2) 

12(2) 

3 51(3) 

11 3(2) 

* i 

0 9401(2) 
0 9489(5) 

0 9637(2) 

0 9820(4) 

1 0067(3) 
0 99553(6) 

b2 

(10'5A~') 
-53 8(3) 
11 3 ±0 5 

3 8(2) 

-5 1(5) 

-24 8(4) 
-3 70(8) 

b, 
(10"7A"2) 
3 98(9) 
-9 0(1) 

-8 39(6) 

-9 6(1) 

-9 2(1) 
-7 10(3) 

AT(K) 

30 - 300 
67-90 

130-300 
50-80 

100-300 
36-61 
90-300 
30-300 
30-300 
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Figure 4 5 Temperature dependence of the resistivity of A^PdisMnisBs below 30 A' The 
full curve shows the WL contribution to the resistivity as calculated using the scattering 
time values obtained from the magnetoresistance analysis (scaled for comparison) The 
inset shows the temperature dependence of the resistivity on a ln{T) scale after the WL 
contribution is subtracted 

The measured resistivity for Al7o-xPdi5Mni5Bx shows very high values (1900 - 6200 

pI2cm at 4 2 A?) These very high values reveal peculiar band structure effects, such as the 

presence of a pseudogap near the Fermi level The temperature dependence of p(l) 

exhibits substantial changes as a function of Boron concentration The electron scattering 

mechanisms in nonperiodic systems can be separated into the Boltzmann transport and 

transport characterized by weak localization The transport properties of disordered alloys 

are sensitive to both magnetism and electronic structure At low temperature, WL and 

magnetic scattering effects describe the temperature dependence of the resistivity of Al™. 
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xPdi5MnijB». At low temperature, T < 30 K, the resistivity showed a rapid decrease with 

increasing temperature and the magnitude of the TCR decreased with increasing Boron 

concentration. Two dominant effects appear to contribute to p\J) in this temperature 

range; WL and magnetic scattering. The resistivity behavior at low temperature is 

primarily due to magnetic scattering effects. THe decrease in the TCR is due to the 

transitions which AWxPdnMn^Bx alloys undergo from moderate spin-orbit scattering 

systems (x < 4) to strong spin-orbit scattering systems (x > 4) At higher temperatures 

p(T) is adequately described by the temperature dependence of the structural and magnetic 

contributions to the resistivity as described by the Boltzmann-type transport. 



5. Magnetoresistance of Al7o-xPdi5Mni5Bx 

Low temperature magnetoresistance is one of the most powerful experimental 

probes for the study of the electronic processes in conductors. The magnetoresistance of 

Al7o-xPdisMni5Bx consists of a superposition of the WL contribution and a negative 

classical spin disorder scattering at local magnetic moments. Low temperature 

magnetoresistance is also one of the most useful probes of quantum corrections to the 

resistivity, which can distinguish between the various contributions and provide detailed 

information about the electron scattering processes [82, 97]. WL offers a new method to 

measure characteristic times of the conduction electrons such as inelastic lifetime, spin-

orbit coupling time, and magnetic scattering time. The most important models relevant to 

an understanding of the magnetoresistance of Al7o-xPdi5Mni5Bx are described in Section 

5.1. In each case the emphasis is placed on the physics of the models and on the specific 

predictions. A discussion of the magnetic field dependent experimental data is given in the 

following sections. 

5.1. Theoretical Background: Contributions to the 
Magnetoresistance 

5.1.1. Classical Considerations 

In magnetic materials magnetic impurities contribute to the magnetoresistance in 

disordered conductors in two ways. Spin-flip scattering of conduction electrons by such 

impurities destroys the phase coherent back-scattering responsible for weak localization, 
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and so reduces the quantum correction magnetoresistance as discussed in section 5.1.2. 

The second contribution comes from the field and temperature dependence of the single 

site magnetic scattering. The single site magnetic scattering has two sources of 

magnetoresistance; magnetization changes due to domain wall motion and spin rotation 

and the magnetization changes which occur in strong fields. These cause complex 

behavior. This classical magnetoresistance is proportional to -B2 at low fields and saturates 

at high fields [98, 99] 

5.1.2. Weak Localization 

Section 4.1.4 showed that multiple scattering can enhance the probability of 

backscattering and resuit in an increase in electrical resistivity From the following 

discussion in the present section a most important feature emerges; any process that 

destroys the phase-coherence of the two-electron partial waves will reduce this additional 

resistivity. Important examples of such processes are; inelastic scattering, applied magnetic 

field, spin-orbit coupling, magnetic scattering. These are considered. 

Inelastic Scattering — At low temperature it is necessary to distinguish between two 

different lifetimes for the conduction electrons, the elastic lifetime r0 and the inelastic 

lifetime r,. Here r0 is the lifetime of the electron in an eigenstate of momentum, whereas r, 

is the lifetime in an eigenstate of energy. At 4 A, the latter can exceed the former by 

several orders of magnitude. As a consequence, a conduction electron in state k can be 
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scattered by impurities witnout losing its phase coherence. If the temperature increases 

phonon scattering comes into play, this induces inelastic scattering which tends to cause 

phase-incoherent scattering and so reduces the enhancement. This makes the resistivity 

decrease with rising temperature. 

Magnetic field — In a magnetic field the phase coherence of the two partial waves is 

weakened or destroyed. When the two partial waves surround an area containing a 

magnetic flux <D then the phase of each wavefunction is changed by e<& / h. The relative 

phase change of the two counter-propagating waves is thus changed by 2e<D/h. The 

influence of an increasing magnetic field is, therefore, to gradually dephase the two partial 

waves and so reduce their mutual enhancement. This diminishes the resistance of the metal 

and gives rise to a comparatively rare phenomenon, a negative magnetoresistance. 

Spin-Orbit Coupling — The spin of an electron gives an additional degree of freedom 

which in certain circumstances is very important, for example when there is strong spin-

orbit coupling in the ion which scatters the electron. In the presence of spin-orbit coupling 

the spin is no longer a good quantum number and the spin may be considered as 

undergoing a change of direction during the scattering process. 

Quantum interference can double the probability of an electron returning to its 

starting point compared to its classical value. It is, however, possible for this probability to 

be reduced below its classical value by spin-orbit scattering. Thus, paradoxically, the 
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resistivity of an alloy can, under the right conditions, be made either smaller or greater 

than the Boltzmann value by appropriate scatterers. 

If the two partial waves, described in Section 4.1.4, have the same spin and there is 

no spin-orbit scattering, then when they recombine after counter-propagation around a 

closed path they recombine to enhance the classical probability. If the two partial waves 

have opposite spin and recombine in phase after counter propagation, they recombine to 

reduce the classical probability Weak localization changes to weak anti-localization in the 

presence of spin-orbit scattering due to the interference of rotated spins [82] It is a 

consequence of quantum theory which has been proven by a rather sophisticated neutron 

experiment that spin 1/2 particles have to be rotated by 4n to transfer the spin function 

into itself A rotation by 2K reverses the sign of the spin state Without the spin rotation 

the interference of the two partial waves is constructive (in the absence of an external 

field). In the presence of spin-orbit scattering the interference becomes destructive if the 

relative rotation of two partial waves is 2n. 

Magnetic Scattering — Magnetic ions introduce an interaction with conduction electrons. 

The magnetic ions scatter the two complementary waves differently and destroy their 

coherence after the magnetic scattering time rs The physical reason for the destructive 

influence of magnetic impurities is quite interesting. The motion of the two complementary 

waves is illustrated in Figure 4.1 The partial wave which propagates along the first path is 

scattered by magnetic impurities along its way and exchanges spin with the localized 

magnetic impurities During this propagation the spin of the electron is rotated during each 
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"spin-flip process" by a small angle in space (the total spin function which is the sum of 

the potential scattering and the spin-flip scattering is only slightly tilted during such a 

process). The complementary electron wave which passes the impurities in the opposite 

direction meets the magnetic impurities in the same original orientation Only such 

processes which generate the same "spin-flip" at the magnetic impurities can contr ,t»ute to 

the interference For these processes the partial electron wave experiences the same spin 

rotation as the former complementary wave However, this rotation occurs in the opposite 

sequence. Since the three-dimensional rotations do not commute (this is a non-Abelian 

group) the two final spin states are not the same and the interference is progressively 

destroyed 

A number of authors have computed expressions for the contributions to the 

magnetoresistance due to weak localization The most general expression for the 

magnetoresistance, Ap(B), due to Fukuyama and Hoshino [88] which includes the effects 

of spin-orbit scattering, Zeeman splitting and magnetic impurities is given by 

Ap . leB 

p V h 2VT^7l/3UJ /] 
rB^ 
\B+j •A A \L>lJ 3B[ Vl^T 

- + yft - V/ + I 
4/ 

where 

(5.1) 

A = 
27r2h 

( 3g»BB T 
SeD{Bso - B) 
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B, = Bi + 2Bs 

i ' 3 * 3 * 

3B. 
/ = 

iBM-B) 

Bi = B,+^(Bso-B1)(\±y[T^) + 2Bs 

and D is the diffusion coefficient. The characteristic fields are related to characteristic 

electron scattering times through relations of the type 

B.= h (5.2) 
* 4eDrx 

where x = /', so, and s refer to the inelastic, spin-orbit, and magnetic spin-flip scattering 

times, respectively. The function/3(x) is the Kawabata function given by [100]; 

/,(*) = 2 2U+1 + 
n=0 

1 
1/2 

XJ 

1/2 
1 V " 1 1 

n + -\ - / ? + - + -
xJ V 2 xJ 

-1/2 

(5.3) 

5.7.5. Electron-Electron Interaction Effects 

For the magnetoresistance from interaction effects it is necessary to distinguish the 

two contributions. One is from the spin splitting effect (particle-hole channel) [83] which 

gives a contribution 

*£.-0jL.p \ESLJ\SBSH 
p ~P4n2hai2hD8\kJ 

file:///EsLJ/SBsH
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where 

[V/»-1.294 if h» 1 
83 }~{0.056h2 if h«l 

The other is from electron-electron interaction (EEI) effects in the particle-particle channel 

[101] which gives a contribution 

p ^V ;2/rhV h f t U / J 

where 

[l.900-2.294/V* if h » l 

^h'~\o.329hm if h « l 

5.2. Result and Discussion 

The magnetoresistance due to weak localization, Apm„ as given by Equation 5 I, 

is negative in the case of weak spin-orbit scattering systems, i.e. x-, < xM. In the case of 

strong spin-orbit scattering systems the magnetoresistance is positive and v, > xs0, The 

main features of the magnetoresistance due to WL arising from Equation 5.1 is shown in 

Figure 5.1 

The overall contribution to the low temperature magnetoresistance, Ap(B)=p(B)-

p(0), can be written as 

Ap{ B) = &pn + ApEE1 + ApCL (5,4) 
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Figure 5.1. Magnetoresistance arising from weak localization as calculated from Equation 
5.1 for different T/TSO ratios. 

where Ap^L is due to weak localization, Apsei due to electron-electron interaction effects 

(which are a combination of two terms: the particle-hole channel term given by Lee and 

Ramakrishnan [83] and particle-particle channel term given by Altshuler et al [84]), and 

Apct due to classical magnetoresistance effects. 

Quantum corrections are also predicted in other transport properties of disordered 

materials such as the Hall coefficient and the thermoelectric power [83], and this may also 

be useful in the study of the low temperature resistance. Altsuler et al. [102] showed that 

EEI causes a clear change of the Hall constant with decreasing temperature. The 

magnitude of this anomaly is predicted to be twice that of the resistivity [102] and this has 

been confirmed experimentally [103], The present Hall coefficient measurement in AI70-
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xPdi5Mni5Bx showed no anomalous temperature dependence as predicted by theory (see 

Chapter 6). This shows that the contribution from EEI to the magnetoresistance in the 

samples studied here is negligible, at least in the range of temperatures and magnetic fields 

of studied. 

Apart from this experimental evidence, the contribution of EEI to the 

magnetoresistance is questionable since fields of a few tesla have been used for the study 

of the magnetoresistance and AWo-xPdisMnuBx is a magnetic system with strong spin 

scattering. WL and EEI phenomena arise from quantum interference effects on the 

electron wave function when elastic scattering is extremely intense compared to all other 

scattering mechanisms. Their dependence on magnetic field, spin scattering, and inelastic 

scattering offer many interesting and complex features of the resistivity at low 

temperature. Typically WL is readily observed and usually dominates in these systems, 

whereas EEI effects require large magnetic fields and low levels of spin-spin and spin-orbit 

scattering in order to be detected. The EEI contributions are generally small when pi/ki/T 

< 1. Moreover, this already small contribution to the magnetoresistance is strongly 

temperature dependent and decreases rapidly with increasing temperature. The EEI terms 

are very sensitive to spin scattering. In a magnetic-impurity-free system, the particle-

particle channel contribution is expected to remain the same [84] while the particle-hole 

term contribution is expected to completely vanish in the limit of very strong spin-spin 

scattering [83, 84]. In the presence of high spin-spin scattering, on the other hand, both 

terms vanish in the same way as the WL contribution. 
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In general, the size of the quantum interference contribution to the 

magnetoresistance in 3D samples is quite small and, therefore, experiments on such 

samples are very susceptible to interference from other effects. In particular, magnetic 

impurities have a two-fold effect on the magnetoresistance, a direct contribution due to 

the field dependence of the ipin-flip scattering, and an indirect contribution from spin-flip 

dephasing of the electron wave function. The magnetoresistance measured here confirms 

this and includes two parts; the WL contribution which dominates at low temperatures (T 

< 30 K) and is strongly temperature dependent and a negative classical spin disorder 

scattering from local magnetic moments. This negative contribution is associated with the 

classical spin-disorder scattering of the conduction electrons by the Mn localized moment 
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Figure 5 2 Negative magnetoresitance due to classical spin disorder scattering from local 
magnetic moments for AUPdisMnu and AhPdisMn^Bg at 56 K. 
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giving Ap/p ~ -At, where M is the magnetization The presence of this contribution is 

observed at higher temperature as shown in Figure 5 2 This contribution is a small 

fraction of the total magnetoresistance and is nearly temperature independent Therefore, 

the observed magnetoresistance is analyzed on the basis of the theoretical model of WL, 

i.e., 

Ap(B) * APwL = APwi(rXT),Tso,Ts,p,D,g,B) (5 5) 

The magnetoresistance data of Al7o.xPdi5Mni5Bx QC alloys (x - 0, 2, 4, 6, 

8, 10) are shown in Figures 5 3 to 5 8 at different temperatures between 4 2 and 28 A and 

in fields up to 5 5 T The symbols are the experimental data and the solid lines one fits as 

discussed below Data have been fit to Equation 5 1 using standard nonlinear least squares 

methods in a MATLAB program for the IBM PC. The slowly converging Kawabata 

function, described in Equation 5 3, was replaced by the more compact form proposed by 

Baxter et al [99], 

/ .M-4+H; 
/ , ,Y"» ( 

\2 xJ 
4-

3 1 
—+ -

V2 xJ 

-1/2 

48 

y-i/2 

2034--
V x) 

The fitting procedure adopted for the samples studied is as follows The WL 

contribution to the magnetoresistance is usually fitted by using the characteristic 

temperature-dependent inelastic scattering time r,(7), and the temperature independent 

scattering times T,0 and r*, spin-orbit and spin-flip, respectively as free parameters In 

addition to the characteristic scattering times, the resistivity p, the diffusion constant D, 

and the effective electron Lande factor g* are needed g' is usually taken to be 2 but is 
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sometimes used as a fitting parameter; for example, Matsuo et al. [104] obtained a fitted 

value of g =130. To avoid such an unlikely value of g\ it is taken to be 2. p and D can 

be taken from other experimental results or used as a fitting parameters. The diffusion 

coefficient is taken to be 0.075 cm s" [105], from literature values for similar Al-Mn-Pd 

based quasicrystals. Quantum corrections to the resistivity predict Ap I p QC p. Using p as 

a free parameter in the WL expression allows for a determination of the resistivity in a way 

that is independent of the sample geometry and microcracks that might exist in these 

brittle ribbons. In so doing, the nontrivial problem of determining the resistivity of small 

pieces of quasicrystalline ribbon can be avoided. This approach has been used by 

Sahnouneet al. [!'>6]. 

The algorithm used for fitting the present data is as follows First, data at 4.2 K 

were fitted with the characteristics fields Bx (x = /, so, and s) and p as free parameters ( 

the characteristic field Bx is related to the scattering time vx by Equation 5.2). Second, 

since Bso and B, must be independent of temperature they are kept constant at the 4.2 K 

fitted value and, the remaining higher temperature (4.2 < T •' 30 K) data are fitted to 

Equation 5 I using only B, as a free fitting parameter. 

The magnetoresistance of all the samples at a fixed temperature of 4.2 K is plotted 

in Figure 5.9 The agreement between WL theory and the experimental data is good over 

the entire range of fields. For the x < 4 samples, the magnetoresistance is positive in region 

B < 0.5 T, as shown in Figure 5.10a, which is followed by a negative magnetoresistance in 

the remaining range of field. This feature reflects the moderate spin-orbit scattering case 

described in Figure 5.1 in which T, * t^,. For the x = 8 and 10 samples the opposite trend 
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Figure 5.9. The magnetoresistivity measured at 4.2 K for Al7o-*Pdi5Mni5Bx. The solid lines 
are least-squares fits to Equation 5.1. The data show a systematic change from negative to 
positive values with increasing Boron concentration 
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is followed, i e, the magnetoresistance is negative in the region # ^ - 0 5 7', as shown in 

Figure 5 10b, which is followed by a positive region The positive magnetoresistance 

reflects the presence of strong spin-orbit scattering, T, > xso, as described in Figure 5.1. 

The negative region of this strong spin-orbit scattering system (x = 8 and 10) reflects the 

coexistence of a negative magnetoresistance component due to classical spin-disorder 

scattering of the conduction electrons by the Mn localized moment The generalized WL 

function described by Equation 5 1 in the limit of low field for the strong spin-orbit 

scattering case increases slowly as it is shown in Figure 5 1 During this limiting case the 

classical contribution to the magnetoresistance exceeds the dominant WL contribution 

This shift towards negative value of the magnetoresistance is a clear evidence for the 

coexistence of classical and quantum contributions 

As the temperature increases, the magnitude of the magnetoresistance decreases 

(the magnetoresistance becomes less positive or negative .as the temperature increases) 

for each family of curves due to the destruction of phase coherence by inelastic scattering 

events, see Figures 5 3 to 5 8 The quality of the fit remains reasonably good at higher 

temperature for all samples except the x = 10 sample in which a significant difference is 

seen between the theoretical curve and the experimental data In this sample, the data 

points are below the fitted curve at low field (7? O 5 7) As the temperature increases the 

WL contribution weakens and the nearly temperature independent classical spin-disorder 

scattering starts to be noticeable by being comparable to the WL contribution in the low 

field region This is additional evidence for the presence of a negative magnetoresistance 
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Figure 5.10. Low field (enlargement of Figure 5.9) magnetoresistivity measured at 4.2 K 
for: (a) A^oPdisMnis, where small maximum can be seen at about 1.5 T, and (b) 
AtaPdisMnuBg, where the fitted curve is above the experimental data. The solid lines are 
least-squares fits to Equation 5.1. 
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component due to the classical spin-disorder scattering of the conduction electrons by the 

Mn localized moments The quality of the fit for x=4 sample is relatively poor and a 

sensible fit for x = 6 sample was not achieved In addition to the difficulty in fitting the 

data for the x = 6 sample the trend seen for the magnetoresistance with increasing 

temperature is different The magnitude of the magnetoresistance decreases for each 

family of curves due to the destruction of phase coherence by inelastic scattering events 

with increasing temperature, however, the alloy with x = 6 at. % boron exhibits complex 

behaviour of Ap/p as a function of applied field The magnetoresistance at 4 2 AT shows a 

minimum at about 3 T and is negative With increasing temperature the magnetoresistance 

becomes positive and the magnitude increases and then decreases Subsequently the 

function given in equation 5 1 does not provide a suitable description of the experimental 

data for the x= 6 alloy 

Equation 5 1 gives a good fit to the data for the alloys shown in Figures 5.3 to 5 8. 

The presence of strong spin-orbit scattenng in these alloys is evidenced by the relative 

values obtained from the fits to the scattering times, x, > xs0 The fit for alloys with 

moderate spin-orbit scattering, i e alloys with 0, 2 and 4 at % boron, indicates that the 

relative scattering times are x, « xso The value of the fitted parameters are given in Table 

5 1 The values of the resistivity obtained from the fits are compatible with measurements 

made at 4 2 AT as shown in Table 5 1 
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Table 5 1 Fitted parameters values for A ô-xPdisMnisBx 

Alloy 

OO 

0 

2 

4 

6 

8 

10 

1/x, 

(109 s"1) 

2 7(8) 

14(4) 

0 5(1) 

0 5(2; 

0 9(3) 

1/Xso 

(IO'V) 

0 0170(3) 

0 0105(2) 

0 0094(2) 

7 9(2) 

5 6(1) 

1/x, 

(IO'V) 

0 00210(6) 

0 0100(3) 

0 00164(5) 

3 03(9) 

3 5(1) 

P 

(10-'°s) 

16 8 

14 5 

53 5 

53 

48 

D (Fitted) 

(ufkm) 

(±2%) 

1000 

1257 

824 

5076 

3037 

p(Exp) 

(uQcm) 

(±12%) 

6200 

1900 

3800 

3500 

3700 

2400 

P 

1-KO 

1.4(3) 

2 3(6) 

2 3(2) 

2 4(1) 

The magnetoresistance due to WL involves a combination of effects due to applied 

magnetic field, inelastic scattering, spin scattering and spin-orbit processes, and thus 

provides a useful tool for studying the relative importance of these effects The inelastic 

scattering time is expected to exhibit a power-law dependence on temperature, r,(7)~///'/J 

The temperature dependence of the inelastic scattering time r, deduced from the 

magnetoresistance analysis is shown in Figure 5 11 The fitted values of both p and fJ are 

also shown in Table 5 1 According to Chakravarty and Schmid [107J, the exponent p can 

take any value between 2 and 4 depending on the different phonon modes involved in the 

scattering process In the case of inelastic electron-electron scattering for disordered 

metals p=\ 5 [108] or even/^1 0 very near the critical metal-insulator transition [109]. 

Experiments have yielded different results for p in the range 0 5 to 4 [110]. Thus, for 
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values of p- 1.1 to 2 4 as given in Table 5 1, the dephasing in x. > 4 alloys appears to be 

due to inelastic electron-phonon scattering and in x < 2 alloys to electron-electron 

scattering This distinct difference in p seems to indicate that WL theory does not offer a 

complete description of the behavior of ill Ako-xPdisMnnBx 

-22 F 

24 

- -26 

-28 

Figure 5 11 Temperature dependence of the inelastic scattering time r, fo - AI70-
^Pdi5Mni5Bx The solid lines denote the slope 

The order of magnitude of r, obtained here for AWo-xPdisMm.sBx is comparable to 

that obtained from magnetoresistance data for various other quasicrystalline alloys [111, 

112] The change in the magnitude of the dephasing rate, l/r„ as a function of Boron 

concentration is shown in Figure 5 12 Even though the dephasing rate appears to 

decrease with increasing Boron concentration the variation is rot well defined 
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Figure 5 12 Dephasing rate, l/r„ as a function of Boron concentration in Al7»-
xPdi5Mni5Bx 

The values of the spin-orbit scattering rate, 1/TSO, determined from the 

magnetoresistance analysis are listed in Table 5 1 and the spin-orbit scattering rate is 

plotted in Figure 5 13 For the Al7o-xPdi5Mni5Bx alloy series, l/r„, shows a strong 

dependence on Boron concentration increasing significantly by more than a factor of 400. 

T50 is the spin-flip relaxation time due to the spin-orbit interaction and depends mainly on 

the spin-orbit coupling of d states at the Fermi level The influence of Boron can be 

explained by assuming that most of the spin-orbit scattering occurs at Mn sites and Boron 

atoms are located in site with high Mn coordination hybridize with the Mn d band The 
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Boron thereby increases the c7-band density of states at the Fermi level enhancing the 

effective spin-orbit contribution to the magnetoresistance [113, 114]. 
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Figure 5 13. The spin-orbit scattenng rate \lvso as a function of Boron concentration in 
Al7o.xPdi5Mni5By.. 

The spin scattering rate 1/r, as a function of Boron concentration is shown in 

Figure 5.14 and I/TS is given in Table 5.1. The value of the spin scattering probability 

increases by more than a factor of 1600 as x changes from 0 to 10. Spin-dependent 

scattering by Mn magnetic ions is expected to contribute to phase breaking and to depress 

the WL [82] In other systems [115], in which the magnetic interaction is negligible, the 

spin scattering dephasing rate showed a linear variation with magnetic impurity content. 

The increase in spin scattering rate in the present case shows the increase in the number of 
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magnetic sites and the non-linear variation observed shows the influence of the magnetic 

interaction between the Mn magnetic ions. The spin scattering rate estimated from the 

magnetoresistance data was as high as 3 4x1011 s~', and suppress almost completely the 

magnetoresistance arising from (anti)localization In contradiction, a posiiive 

magnetoresistance due to strong spin-orbit scattering is observed. Mn magnetic ions 

introduces an interaction with a conduction electron. 
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Figure 5.14. The spin scattering rate 1/r, as a function of Boron concentration in Al7i>. 

xPd15Mni5Bx. 

In summary, magnetoresistance data for Al7o.xPdi5Mni5Bx quasicrystalline alloys 

has been analyzed on the basis of WL theory and information on the compositional and 

temperature dependence of r„ TSO, TS and p has been obtained. The first notable conclusion 
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from this investigation is that WL theory gives a good description of the field and 

temperature dependence of the magnetoresistance of the data in this alloy system in spite 

of the magnetic ordering The exponent associated with temperature dependent inelastic 

scattering time T,(7)=6TP changes from/? = 1 1 dependence top = 2 4 This temperature 

dependence change seems to be the result of dephasing dominated by inelastic electron-

phonon scattering The value of r, at 4 2 K appears to be Boron concentration 

independent The spin-orbit scattering rate showed a significant increase with increasing 

Boron concentration and appears to be due to Boron locating in Mn-rich environments 

and hybridizing with the Mn d band This increases the d-band density of states at the 

Fermi level and enhances the effective spin-orbit contribution to the magnetoresistance 

The spin scattering rate estimated from the magnetoresistance also showed a significant 

increase with increasing Boron concentration which could be due to both an increase in 

the concentration of magnetic Mn sites and to magnetic ordering 

As the Boron concentration is varied, A^PduMnisBx undergoes a magnetic 

transformation from paramagnetic to weakly ferromagnetic long-range order The 

dramatic result of the present work is that the interaction between Mn moments seems to 

have no significant effect on WL The magnetoresistance (of the strong spin-orbit 

scattenng) is slightly negative in the very low field region For strong spin-orbit scattering 

alloys at low field the fitted curve was always above the experimental curve This 

deviation is due to the coexistence of classical magnetoresistance due tc spin-disorder 

scattering and quantum effects 



6. Hall Effect in AI7o-xPdi5Mn15Bx 

In 1879 EH. Hall observed for the first time (what we now know as the Hall 

effect) that when a magnetic field is applied at right angles to the direction of current flow 

in a conductor, an electric field is set up in a direction perpendicular to both the current 

and magnetic field directions. The study of the Hall effect has contributed much to the 

understanding -f the electronic nature of matter and provides details of the scattering 

mechanism and character of conduction electrons that are inaccessible to other probes. 

The origin of the Hall effect in QC's is not yet fully understood. However, the theory of 

the Hall effect in QC's is similar to that of amorphous alloys and the most successful 

models of amorphous metals which are relevant for the current data analysis are discussed 

in the first section of this chapter. In the section 6.2 the behavior of the Hall coefficient 

data of Al7o-xPdi5Mni5Bx (x = 0 ... 10) is investigated in light of the existing theories. 

6.1. The Hall Effect in Disordered Magnetic Metals 

The application of an electric current density, Jx, along the x-axis of a thin slab 

specimen extending in the x-y plane, and of a magnetic induction, B:, perpendicular to the 

plane, generates a transverse electric field, Ey, in the ̂ -direction given by; 

Ey=RHJxBz (6,1) 
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where RH IS called the Hall coefficient The physical implication of this expression is 

generally understood as follows, the Lorentz force under such conditions acts to deflect 

electrons in the ̂ -direction and to accumulate them against one r<de of the specimen As 

the electrons are deflected to the sides of the sample initially a transient transverse electric 

current is established Since the electrons are mutually repulsive in steady state the 

transverse electric field produced by their concentration gradient exactly opposes their 

further deflection Consequently, once the transients have diminished to zero, an electric 

Ey is then built up to oppose the Lorentz force and current flows only in the x-direction, as 

if there were no magnetic field 

The Hall coefficient, which may be a function of the magnetic field, is in general 

defined as 

cEu 
RH(B) = j 

JH (6 2) 
' I dB J 

where J is the current density, EH is the Hall field and dEn/dB is the local gradient of EH 

vs B at which the Hall coefficient is defined [116] For simple metals with a spherical 

Fermi surface (free electron approximation) the Hall effect simplifies to the most 

commonly used expression in connection with experiment?! data 

RH = - 4 (6 3) 
en 

where n is the "effective number of electrons per unit volume", determined by 

n=kpS/l2Kl and S is the Fermi surface and e is the electron charge 

The Hall effect in metals showing appreciable magnetization exhibits some unusual 

features Two effects are observed when a magnetic field is applied to a magnetic sample, 

I 
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the ordinary Hall effect (OHE) and the extraordinary or spontaneous Hall effect (SHE), 

The Hall voltage in magnetic materials depends mainly on the magnetization rather than 

on the external field Also, it arises from electron scattering rather than from the free 

motion of electrons. There are two mechanisms responsible for this "anomalous" Hall 

effect; skew scattering and side jump. We examine the magnitudes, the signs, and the 

temperature dependence of the OHE and SHE in magnetic disordered material* in this 

stct.on. 

6.1.1. The Field Dependence of the Hall Coefficient 

The observed Hall effect for a magnetic metal (a ferromagnet, for example) shows 

a unique behavior, such as that illustrated schematically m Figure 6 1 This includes an 

initially rapid, linear rise of the Hall voltage with increasing B followed, in general, by a 

second linear portion having a relatively smaller gradient. It is obvious that the Hall effect 

in such a case does not arise solely from the simple application of the Lorentz force on the 

electrons, and it has, therefore, become known as an anomalous Hall effect. It is now 

known that such an anomalous effect is not restricted to ferromagnetic materials, but can 

appear in any material where there are large, localized magnetic moments, such as in 

strongly paramagnetic and in antiferromagnetic metals [116]. 

The Hall resistivity in magnetic alloys is usually given by [ 116] 

pH = R0B + 4nRsMs (6 4) 
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where B is applied magnetic field and Ms the saturation magnetization. The first term on 

the right-hand side of Equation 6.4 accounts for the ordinary Hall effect arising from the 

influence of the Lorentz force on the electrons and is present in nonmagnetic materials as 

well. The ordinary Hall effect is characterized by the constant R0, the ordinary Hall 

coefficient. The second teru\ characteristic of magnetic materials, depends on the 

magnetization and Rs s known as the extraordinary o~ spontaneous Hall coefficient. 

PH 

RsMs 

—i> Slope=F\ 

•Slope=r% 

LLMS B 

Figure 6.1 Schematic behavior of the Hall resistivity ps as a function of magnetic field of 
magnetic metals and graphical determination of the two Hall coefficients R0 and Rs. 

The ordinary Hall effect (OHE) is a consequence of Lorentz force acting on the 

current carriers and is dependent on the field B. Amorphous alloys, because of their 

disordered structure, are expected to have a spherical Fermi surface and, therefore, to be 
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nearly free-electron like. The interpretation of OHE of these metab should then oe stiaight 

forward. 

The spontaneous Hall coefficient depends on the magnetization, that is, on the 

electron spin, and since the spins influence the transport process, this effect also depends 

on the scattering potentials created by impurities, phonons, magnons, etc The 

ferromagnetic Hall coefficient 7?* is associated with that part of the transvei se voltage 

which depends on the magnetization of a magnetic metal Consid:iable theoretical work 

has been conducted in this area and indicates that some aspec: of the spin-orbit coupling 

interaction is responsible for the effect. The spontaneous Hall effect (SHE) arises from 

spin-orbit interactions and other coupling [117] Two types of scattering are distinguished 

in SHE: 

(a) Skew scattering which is characterized by a constant spontaneous Hall angle 

OS=PH/P 

at wldch the scattered carriers are deflected fiom their original trajectories (Figure 6.2), 

Thus for skew scattering 

PH°cp 

In the presence of the spin-orbit interaction electrons with spin polarizations parallel and 

antiparallel to the magnetization are deflected in opposite directions at the right angles to 

the electric current. If the two spin populations are unequal then a net transverse current 

appears which is canceled by the lesulting Hall voltage. This is caused by spin-orbit 

interaction, and is important at low temperatures. Skew scattering describes the classical 

asymmetric scattering of charge carriers by impurities. 

r 
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(a) (b) 

figure 6.2 Schematic comparison of a) sk?w scattering characterized by a constant 
spontaneous Hall angle 9 and b) side-jump, characterized by a constant lateral 
Hisnlarampnt Av nf rarripr trai*»rtr>rv displacement Ay of carrier trajectory 

(b) Aside from the OHE which is due to the Lorentz force and the skew scattering 

mechanism which makes the scattering probability antisymmetric with respect to 

interchange of scattering vectors, there exists an additional contribution to the Hall effect 

known as the side-jump effect. The side-jump effect is due to a change in the expression 

for the current operator in the presence of spin orbit forces. It arises from the non-

commutativity ot' the position operator of the conduction electron with tenns in the 

Hamiltonian other than the kinetic energy operator. These nonclassical contribution may 

be expected to become important in cases where the dimensionless quantity h/ eFr is not 

very small, EF is the Fermi energy and r the electron relaxation time. This corresponds to 
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high temperatures for concentrated alloys (small r) It is generally accepted [116, 118] 

that in strongly disordered transition metal alloys the main contribution to the 

extraordinary Hall effect comes from the side-jump mechanism [1 '9] and this leads to the 

p dependence of the extraordinary Hall coefficient Rs The side-jump mechanism is 

characterized by a finite lateral displacement of the conduction electron trajectory (Figuie 

6 2) 

6.1.2. The Temperature Dependence of the Hall Coefficient: 

In general, the Hall coefficient is a difficult quantity to calculate mc: it depends 

intimately upon details of the electronic transport However, Tsuji [120] has solved the 

Boltzman equation for a metal with cubic symmetry and has obtained 

D \2x< \v2{k)T2{k){\i^)uds 
RH = » J (6 5) 

e (kkMkys) 

wheie v(£)and z(k) are the group velocity and relaxation time, respectively p is the radius 

of curvature of the Fermi surface and the integral is over the Fermi surface It is clear that 

if the scattering mechanism is isotropic, then r is eliminated from Equation 6 5 This is 

significant, since, at low temperatures, the temperature dependence of RH is usually 

attributed to the temperature dependence of r Therefore, if the scattering is isotropic, ,?// 

is expected to be temperature independent based on Equation 6 5, and this is often 

observed in metallic glasses and most crystalline compounds [121] T^e apparent absence 

of a temperature dependence of the Hall coefficient for a number of metallic glasses is 

usually assumed to be due to the isotropic nature of the scattering in metallic glasses 
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In the ferromagnetic state R, is found experimentally to have a strong characteristic 

temperature dependence It should be zero in a perfect lattice at absolute zero and it is 

found to increase with temperature up to a maximum which occurs at a temperature close 

to the Curie temperaiure In the antiferromagnetic state Rs shows, in general, an even 

stronger temperature dependence including, frequently, a change in sign in this region R0, 

on the other hand, can generally be regarded as temperature independent compared with 

R< in all of these regions In the paramagnetic region, both R0 and 7^ are found to be 

independent of temperature 

6.1.3. The Effect of s-d Hybridization on the Hall Coefficient 

The Hall coefficient of metallic glasses composed of simple metals is negative, 

whereas the Hall coefficient of many of those containing transition metals is positive. The 

Hall coefficient has been measured in many amorphous metal alloys and it has been 

observed to change sign with composition A number of approaches have been taken to 

explain this effect [122] The most successful explanation so far is that it arises from so 

called s-d hybridization As discussed in Section 4 1 4, in transition metal alloys there are 

two somewhat distinct groups of conduction electrons the free-electron-like s-electrons 

on the one hand and the lower-velocity d like electrons whose band is much narrower in 

energy Where these bands overlap in energy, hybridization between them can occur and 

modify the properties of each 
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Hybridization between the free electrons and the d-band in an amorphous alloy 

gives rise to an S shaped anomaly in the E(k) dispersion relation [122, 66] as shown in 

Figure 6.3. The figure shows a free-electron-like dispersion curve for the s-like electrons 

passing through a region of broadened d-states whose energies lie between E, and £3. 

After hybridization the new dispersion curve has a broadened region of anomalous 

dispersion, i.e. one in which the electron velocity is negative (i.e. the slope of the E-k 

curve). Hence the Hall coefficient is positive. This modified 'V'-band approach gives a 

simple and effective explanation of how a positive Hall effect arises The Hall coefficient 

magnitude, at least as a first approximation, is determined, as before, by the carrier density 

[123] (Equation 6 3). 

Unhybridized 

Wave-Vector, k 

Figure 6.3. The effect of s-d hybridization on the dispersion curve (energy against wave-
vector) of the 5-like electrons. The dashed curve is the unhybridized free-electron-like 
curve In the energy region between £/ and E2, where the ^-states lie, the hybridization 
induces a negative group velocity (essentially the slope of the dispersion curve) and can 
account for a positive Hall coefficient. 
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6.1.4. Electron-Electron Interaction Effects 

Altshuler et al [102] have predicted that the fractional change in RH with 

temperature produced by the electron-electron interaction effect is just twice that of the 

fractional change in resistivity, 

MH(T) Ap(T) (4 „rYl.3e2Y*r 
= 2 -^V- = -2 — 2F (6.6) 

7?„(0) p{0) V3 \4x2hA2hDJ 

where F is an integral over scattering angle of the screened Coulomb interaction and D is 

the diffusion constant. The general prediction of the theory is that, for high-resistance 

disordered alloys RH(T) should decrease as V7 for positive RH(0) and increase as VT for 

negative RH(0) (i.e. become more positive). Fukuyama [124] has shown that weak 

localization makes no contribution to the temperature dependence of Rn. These 

predictions have been confirmed experimentally [125, 126]. The RH(T) results are 

therefore of crucial importance in establishing the importance of interaction effects in 

disordered systems. 

6.2. Result and Discussion 

The field dependence of the Hall resistivity pu(B) at 4.2 K for A^PduMnisBx is 

shown in Figure 6.4. It is evident that pn is non-linear in the field with an anomalous 

magnetic contribution to the Hall effect. There is a clear saturation in the pn(B) curve with 
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increasing Boron concentration. This confirms the magnetic nature of the samples, i.e pn 

-Ms. For this reason the field dependence of p» follows the empirical expression for 

ferromagnetic materials given by Equation 6.4. Guided by this empirical expression the 
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Figure 6.4 Hall resistivity versus field for AU-xPdisMnisBx at 4.2 K. 

following data reduction for the PH(B) curve is achieved. For a thin rectangular sample the 

initial slope, i.e. well below saturation, gives 

H [ ffl) 
= R. 

B-+0 

The slope at high fields, saturation slope, can be used to derive the ordinary Hall 

coefficient 
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Ru = dpH 

dB J 
= R„ 

B—t<*> 

An example of this approach is shown in Figure 6.5. The point of intersection of the two 

straight line segments gives B = pM*. The values of the ordinary and extraordinary 

(spontaneous) Hall coefficients and spontaneous magnetization are listed in Table 6.1. 

Pn(B) is found to be temperature independent in all the alloys as illustrated in Figure 6.6. 

Even though R0 is practically temperature independent, strangely enough, 7?, is virtually 

temperature independent. 

o 
G 

I 

Figure 6.5 Hall resistivity as function of field for A^PdnMn^Bg at 4.2 K (showing the 
data reduction). The point of intersection of the two fitted linear regions correspond to 
B-pMs. 
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Figure 6 6 Hall resistivity as function of field for AUoPdisMnisBio at various temperature 
PH(B) IS virtually independent of temperature 

Table 6 1 Hall effect data for Al7o.xPdi5Mn,5Bx at 4 2 K 

x (at. %) 

0 
2 
4 
6 
8 
10 

Rs 

(pI2cm/T) 
-0 5(2) 
-0 73(4) 
-1 4(1) 
-2 7(1) 
-5 0(3) 
-15(1) 

Ro 

(pDcm/T) 
-0 13(4) 

-0 082(5) 
-0 17(8) 
-0 04(2) 
0 112(8) 
0 015(7) 

pMs 
(T) 

12(3) 
1 16(6) 
0 78(6) 
11(5) 
0 9(1) 
0 7(5) 

Even though the high field slope is in principle equal to R„y in practice such an 

approach is dangerous For example, if there is a non-zero high field susceptibility, the 

high field slope will be enhanced Thus, high field slope can be regarded only as an upper 
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limit to the ordinary Hall coefficient 127], and an attempt to discuss the free carrier 

concentration will be risky However, from the sign of P.a we can deduce the type of 

carriers Figure 6 7 shows the concentration dependence of R0 for AWPdisMnisBx alloys 

at 4 2 K R0 stays within the same order of magnitude and its contribution to RH is 

negligible with respect to Rs One of the interesting findings is that Ra passes from 

negative to positive with increasing Boron concentration as shown in Figure 6 7 This 

change from negative to positive values of Ra can be explained by considering the effect of 

s-d hybridization as discussed in section 6 13. The s-d hybridization mechanism has been 

widely accepted as being responsible for the positive values of Ra commonly observed in 

amorphous transition metal alloys This effect gives rise to regions of negative group 

velocity (y<,=e%Z/ck) in k-space leading to positive Hall coefficients This results from the 

shifting of the Fermi level The substitution of B for AI causes the Fermi level to increase 

Since both elements belong to Group III of the periodic level, the change results from a 

reduction of unit cell volume due to different atomic radii 

One of the characteristic features of disordered transition metal alloys is a large 

extraordinary Hall effect Generally, this anomalous Hall effect results from anisotropic 

scattering and this in turn comes from an interplay of internal polarization, scattering 

centers and spin-orbit coupling The most applicable anisotropic scattering mechanisms 

are the quasiclassical skew scattering (that leads to the p dependence) and the quantum 

mechanical side jump (that leads to the p2 dependence) [116, 118] Therefore Rs may be 

written as 

R,(T) = ap(T) + bp2(T) (6 6) 
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In amorphous alloys, because of the large number of scattering centers, the quadratic term 

is believed to dominate. In the present alloys Rs is constant in temperature while p(T) 

changes by 8 to 23 % between 4.2 and 300 K (Table 4.1). This suggests that neither Rr-p 

nor Rs~p correlations are valid. Even though the Rs-p2 correlation is confirmed in some 

amorphous alloys the experimental confirmation of this dependence is somewhat difficult 

in amorphous alloys because their resistivity, that is already large, changes only slightly 

with temperature. The same holds for Rs as well. Therefore, & very accurate determination 

of Rs is required in order to deduce the correlation between Rs and p. There are also 

systems in which this correlations does not hold [128] and for this reason it has been 

suggested that the scattering situations for p and p» must be different. This seems to be 

true for the present alloys as well. 

o a 
3 

o 

0 2 4 6 8 10 
x (at.%) 

Figure 6.7 The ordinary Hall coefficient verr;s Boron concentration for AWxPdisMnuBx 
at 4.2 K. 
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The concentration dependence of Rs for AWPdisMnisB* at 4.2 K is shown in 

Figure 6.8. 7?, is negative for all alloys and shows a systematic change with Boron 

addition. 7?, can take either sign in ferromagnetic alloys since the charge carriers may be of 

either spin direction, possibly giving rise to competing spin-orbit forces for the two sub-

bands. As mentioned above, 7?, results from the spin-orbit interaction between the charge 

carriers and the ions. In Figure 6.9 Rs is plotted along the spin-orbit scattering rate 

obtained from magnetoresistance data (Figure 5.13). The magnitude of Rs increases with 

the scattering rate showing that the spin-orbit interaction is indeed the important 

contributor to the Hall resistivity. The two most widely used anisotropic scattering 

mechanisms, skew scattering and the side jump, whose origin is spin-orbit interaction, are 

not valid and the mechanism by which the spin-orbit interaction influences the Hall 

resistivity is not obvious. 
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3 
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0 2 4 6 8 10 
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Figure 6.8 The spontaneous Hall coefficient versus Boron concentration for Al7o-
xPdi3Mni3Bx at 4.2 K. 
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Figure 6.9 The spontaneous Hall coefficient and the spin-orbit scattering rate 
xPdi5Mni5Bx as a function of Boron concentration at 4.2 K. 

of Al 70-

The results presented in this chapter, show that the Hall resistivity pu is the result 

of two contributions; the normal term RoB, due to the Lorentz force and anomalous term 

UoMA due to the spin-orbit interaction. RQ is independent o* temperature in all the alloys 

and it passes from negative to positive with increasing Boron concentration. This can be 

explained by the effects of s-d hybridization. 7?, is also found to be temperature 

independent in spite of the suggestion of current theories of the spontaneous Hall effect 

that there is a close correlation between RS(T) and p(T) This suggest that the scattering 

mechanisms for the two cases arc different. The compositional dependence of R, is similar 

to that of the spin-orbit scattering rate and this suggests that the spin-orbit interaction is 
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responsible for the anomalous Hall effect. However, while it is evident that the spin-orbit 

interaction is responsible, the mechanism by which this interaction influences the Hall 

effect behaviour is not obvious. 



7. Conclusions 

In this thesis the first systematic study of the electron transport properties of 

ferromagnetically ordered icosahedral quasicrystalline alloys is presented Magnetic 

susceptibility, electrical resistivity, magnetoresistivity and Hall effect were performed on 

Al7o.xPdi5MniSBx (x = 0, 2, 4, 6, 8, 10) icosahedral quasicrystalline alloys to obtain a 

coherent picture of the electronic properties as related to the quasicrystalline symmetry 

and the unusual ferromagnetic ordering. 

Temperature dependent magnetic susceptibility measurement show that the alloys 

exhibit re-entrant magnetic behaviour at low temperature The measured zero field electrical 

resistivity showed very high values (1900 - 6200 pQcm at 4 2 K) and these very high 

values reveal peculiar band structure effects, such as the presence of a pseudogap near the 

Fermi level. Even though in thermally stable /-AlPdMn QC's it is observed that the more 

diamagnetic the sample is the higher the resistivity, the present observations showed no 

appreciable change with increasing magnetization Therefore, it seems that high resistivity 

is a common feature of QC's in spite of magnetic ordering The temperature dependence 

of p(T) exhibits substantial changes as a function of Boron concentration At low 

temperature, T < 30 K, the resistivity showed a rapid decrease with increasing 

temperature and the magnitude of the TCR decreased with increasing Boron 

concentration Two effects appear to contribute to p(T) in this temperature range, WL and 

magnetic scattering, where the magnetic effect is shown to be dominant At higher 

105 
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temperatures p\T) is dominated by the structural and magnetic contributions to the 

resistivity 

The magnetoresistance result has established the coexistence of classical 

magnetoresistance due to spin-disorder scattering and quantum effects The quantum 

effect is found to be dominant at low temperature while the classical magnetoresistance is 

dominant at high temperature. In spite of the magnetic ordering in Al7o-xPdi5Mni5Bx 

quasicrystalline alloys, this work has demonstrated that WL theory gives a good 

description of the field and temperature dependence of the magnetoresistance data The 

scattering times obtained from this analysis are consistent with similar results on other 

systems This temperature dependence of the inelastic scattering time is observed to oe the 

result of dephasing dominated by inelastic elect ron-phonon scattering. The spin-orbit 

scattering rate showed a significant increase with increasing Boron concentrai'on and 

appears to be due to Boron locating in Mn-rich environments and hybridizing with the Mn 

</-band This increases the d-band density of states at the Fermi level and enhances the 

effective spin-orbit contribution to the magnetoresistance The spin scattering rate 

estimated from the magnetoresistance also showed a significant increase with increasing 

Boron concentration which could be due to both an increase in the concentration of 

magnetic Mn sites and co magnetic ordering 

The Hall resistivity pn is the result of two contributions, the normal term RoB, due 

to the Lorentz force and anomalous term \\MsR* due to the spin-orbit interaction R0 is 

independent of temperature in all the alloys and changes from negative to positive with 

increasing Boron concentration The change in sign of this Hall coefficient is attributed to 

file:////MsR*
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an effect of sp-d hybridization. Rs is also found to be temperature independent in spite of 

the suggestion of cuiTent spontaneous Hall effect theories that there is a close correlation 

between RS(T) and p\T) Rs has a marked compositional dependence and this 

compositional dependence of Rs is similar to that of the spin-orbit scattering rate obtained 

from the magnetoresistance indicating that the spin-orbit interaction is responsible for the 

anomalous Hall effect 

Although substantial contribution has been made towards the understanding of the 

electronic propenies of magnetically ordered QC's in this work, it is clear that the 

discovery of a stable magnetically ordered QC will help future detailed investigations and 

improve the understanding the electronic properties magnetic QC's 
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