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Abstract

In this thesis, we find that (1) the wind power input is reduced by about 17% when ocean
surface currents are included in the wind stress parameterization in a high-resolution model
of the northwest Atlantic Ocean; (2) contrary to the traditional view that wind-induced near-
inertial energy is redistributed by the beta-dispersion effect, we argue that the bulk of energy
input from the wind to the near-inertial frequency band is dissipated, and leads to mixing,
locally within mesoscale eddies in the ocean rather than being spread equatorward by -
dispersion. Therefore, strong diapycnal mixing associated with near-inertial wave breaking
is expected to occur in the Gulf Stream system and other regions of the world ocean with
high levels of eddy kinetic energy; (3) eddy-induced mixing in the surface mixed layer due
to interaction with the atmosphere can play an important role in the ocean heat budget.
We then estimate the eddy-induced diffusivity for heat in the surface mixed layer in two
ways: (i) directly combining satellite-derived geostrophic velocity and sea surface tem-
perature anomalies from the western North Atlantic Ocean and (ii) conducting numerical
experiments with a high-resolution model of the northwest Atlantic Ocean. The surface
eddy-induced diffusivities estimated from these two methods are broadly consistent with
each other and show considerable spatial variability with large values to the south of the
Gulf Stream and smaller values within the Gulf Stream itself. Finally, we introduce a new
method (the semi-diagnostic method) for use with ocean models, which has the advantage
that model drift is effectively prevented, while at the same time the meso-scale eddy field
is free to evolve. This new method is then used to probe the importance of the eddy-driven
circulation in the northwest Atlantic Ocean, and we find that the eddies strongly reinforce

the eastward Gulf Stream jet and the northem recirculation in the slope region, with over

xi



50% of the total transport of this recirculation being directly eddy-driven. The counterpart
of the semi-diagnostic method is also used to examine the impact of assimilating eddies on

the large-scale circulation.
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Chapter 1

Introduction

The overturning circulation of the ocean is associated with the spreading of dense water
masses from their formation sites in the Nordic and Labrador Seas, and around Antarctica,
and upwelling throughout the rest of the global ocean. Mechanical energy input from the
wind and tides is thought to be necessary to generate the diapycnal mixing required to main-
tain the overturning circulation (Munk and Wunsch (1998) and Wunsch (2002)), analagous
to the mixing-driven estuary circulation. Munk and Wunsch (1998) estimated that about 2
Tera Watts (TW) power input is needed to generate the required mixing, with half being
of tidal origin and the other half being due to wind work on the ocean. This number can
be reduced if the role of direct mechanical pumping over the Southern Ocean is considered
(e.g., Toggweiler and Samuels (1998), Webb and Suginohara (2001)); i.e., some deep water
can be brought to the surface through Ekman suction, where the water mass transforma-
tion can be completed in the surface mixed layer. Recently, Wunsch (1998) estimated the
wind work on the ocean general circulation (that is, the geostrophic flow) to be about 1
TW using altimetry and the wind stress estimates available from the National Centers for
Environmental Prediction (NCEP). However, the estimate made by Wunsch (1998) does
not consider the effect of including ocean surface currents in the parameterization for wind
stress. Using simple scaling arguments plus a quasi-geostrophic (QG) model, Duhaut and
Straub (2006) argued that accounting for the ocean surface current dependence in the wind

stress could reduce the calculation of the mechanical energy input to the ocean by 20% -



35%. It is clearly important that the effect of including the ocean surface current in the
wind stress parameterisation be investigated further. In Chapter 2, the wind power input
to the northwest Atlantic Ocean is examined using a realistic high-resolution ocean model
driven by synoptic wind forcing. Two model runs are conducted with the difference only
in the way the wind stress is calculated. The results show that the effect of including ocean
surface currents in the wind stress formulation is to reduce the total wind power input in-
tegrated over the model domain by about 17%. The reduction is caused mostly by a sink
term in the wind power input calculation associated with the presence of ocean currents. In
addition, the modelled eddy kinetic energy decreases by about 10%, in response to direct
mechanical damping by the surface stress. A simple scaling argument shows that the latter
can be expected to be more important than bottom friction in the energy budget.

Wind power input to near-inertial motions at the surface is one of the important energy
sources for mixing (e.g., Alford (2003b)). The subsequent spreading of near-inertial energy
from the surface mixed layer to the deep ocean is necessary for the associated internal-
wave-induced mixing to occur, causing water mass transformation and contributing to driv-
ing the overturning circulation. Wind-induced near-inertial energy is usually thought to be
redistributed by the propagation of inertial-gravity waves to lower latitudes, for example,
by the beta-dispersion effect (see Anderson and Gill (1979), Gill (1984), Garrett (2001)).
Observational evidence has been found to support this idea (e.g., Chiswell (2003); Alford
(2003a)). However, the real ocean is not homogeneous, and the background mean currents
and meso-scale eddy field can strongly influence the propagation of near-inertial waves,
and may dominate in some regions. The spreading of inertial oscillations induced by the
passage of Hurricane Juan (2003) across the Gulf Stream and the Scotian Shelfis examined
in Chapter 3 using a regional model of the northwest Atlantic Ocean. It is found that the
near-inertial energy induced by Juan is advected into the ocean interior by the Gulf Stream,
suggesting that geostrophic advection could play a role in redistributing near-inertial en-
ergy in the ocean. The fact that inertial oscillations can be advected by a background flow
raises the question of what happens if inertial oscillations are advected poleward beyond

their turning latitude, where they cannot exist by themselves since their frequency will be



less than the local inertial frequency. In Chapter 4, it is shown that inertial oscillations
can be advected poleward beyond their turning latitude because of the Doppler shift ef-
fect. The inertial oscillations shrink meridionally with latitude during this advection. As
the scales become smaller, the near-inertial waves are more vulnerable to nonlinear interac-
tions, which could eventually lead to small-scale dissipation and mixing. Similar to the idea
of S-dispersion, the horizontal gradient of the relative vorticity can also influence the propa-
gation of near-inertial waves (e.g., Kunze (1985); Young and ben Jelloul (1997); van Meurs
(1998); Lee and Niiler (1998); Klein and llewellyn Smith (2001); Zhai et al. (2005b)). Fur-
thermore, Zhai et al. (2005b) recently pointed out that there is a remarkable coincidence
between the regions where near-inertial energy is input to the ocean (the atmospheric storm
track) and regions of enhanced eddy activity (the oceanic storm track), making it necessary
to examine the effect of a mesocale eddy field on the input of the near-inertial energy and
its subsequent vertical propagation. The interaction between inertial oscillations generated
by a storm and a mesoscale eddy field is studied in Chapter 5 using an idealized eddying
channel model mimicing the Southern Ocean. It is found that the near-inertial energy is
trapped inside the anticyclonic eddies and several “hot spots” are formed. The near-inertial
energy is locally drained from the surface to the deep ocean through the “chimney effect”
inside the anticyclonic eddies (Lee and Niiler (1998)). However, it is still not clear how
significant the chimney effect is in reality in comparison with S-dispersion. In Chapter 6,
a first attempt is made to address this issue using a realistic eddy-resolving (1/12°) model
of the North Atlantic Ocean driven by synoptically varying wind forcing. It is found that:
(1) the horizontal scale of variations in near-inertial energy in the model, both at the sur-
face and subsurface, is strongly influenced by the mesoscale eddy field and, as a result, is
much smaller than that of the applied wind forcing; (2) most of the near-inertial energy
input at the surface is drained locally to the deep ocean by the mesoscale eddy field, and
in particular, by the chimney effect associated with anticyclonic eddies; and (3) the interior
of the subtropical gyre is a “desert” for near-inertial energy, contrary to expectations from
B-dispersion theory (e.g., Garrett (2001), Nagasawa et al. (2000)). -

Not all the relevant water mass transformation processes have to happen in the deep



ocean. On the contrary, the surface mixed layer is one place where diabatic processes
are recognized as being ubiquitous. The eddies generated by baroclinic (or any other)
instability process can be strongly modified in the surface mixed layer by interaction with
the atmosphere or the surrounding water, leading to irreversible diapycnal mixing (i.e.,
water mass conversion) associated with eddies. It has been recently proposed that diapycnal
eddy fluxes play an important role in the maintenance of the main thermocline (Marshall
et al. (2002); Radko and Marshall (2004)) and in closing the ocean heat budget (Greatbatch
et al. (2007)). Using an integral constaint (see also Walin (1982), Niiler and Stevenson
(1982), Garrett et al. (1995), McWilliams et al. (1996)), it is shown in Chapter 7 that mixing
is the essential ingredient for balancing the surface heat input to the ocean. In particular,
it is argued that eddy-induced mixing in the surface mixed layer due to air-sea interaction
processes can play an important role in closing the ocean heat budget. Therefore, it is
important to provide estimates of this eddy-induced diffusivity from observed data or eddy-
resolving model output, so that the eddy-induced diffusivity can be correctly parameterized
in ocean/climate models. A regional diagnosis of the eddy-induced diffusivity for heat is
presented in Chapter 8 by directly combining satellite-derived geostrophic velocity and sea
surface temperature anomalies from the western North Atlantic Ocean. After a rotational
eddy flux is removed, the resulting eddy-induced diffusivity shows considerable spatial
variability with a value near 10* m? s~ just to the south of the Gulf Stream and values in
the range 1-2 x 10® m? s~ within the Gulf Stream itself. A modeling study of the surface
eddy diffusivity is carried out in Chapter 9. The diffusive effect of eddies is illustrated by
comparing two model runs, in the second of which the surface heat flux acts only on large
spatial scales and interaction with the mesoscale eddies is suppressed. This second run
exhibits finer-scale structure and tighter thermal fronts than in the fully interactive run. The
surface eddy diffusivity associated with surface thermal damping is then estimated from
the fully interactive run. The estimated diffusivity takes large values (more than 103 m?
s™1) south of the Gulf Stream and smaller values elsewhere, which is broadly consistent
with the diffusivity diagnosed in Chapter 8.

Apart from eddy-induced mixing, eddies are also known to play an important role in



shaping the large-scale ocean circulation, especially in the western boundary region and in
the Southern Ocean (e.g., Danabasoglu et al. (1994), Rintoul et al. (2001)). In Chapter 10,
a new method (the semi-diagnostic method) is presented for use with ocean models, which
has the advantage that model drift is effectively prevented, while at the same time the meso-
scale eddy field is free to evolve. This new method is then used to probe the importance
of the eddy-driven circulation in the northwest Atlantic Ocean. For the particular model
used in Chapter 10, it is shown that the eddies strongly reinforce the eastward Gulf Stream
jet and the northern recirculation in the slope region, with over 50% of the total transport
of this recirculation being directly eddy-driven. The eddies also play a role in setting the
temperature and salinity properties of the “northwest corner” southeast of Newfoundland.
In Chapter 11, the counterpart of the semi-diagnostic method (SDM) introduced by Zhai
et al. (2004b) (see Chapter 10) is used to examine the impact of assimilating eddies on
the large-scale circulation in a model of the northwest Atlantic Ocean. A novel feature of
this study is that while the eddy field is strongly constrained by the assimilation procedure,
there is no direct constraint on the large-scale circulation in the model. Assimilation of the
eddies (i) drives an anomalous circulation corresponding to the northern recirculation gyre
of the Gulf Stream, but of insufficient strength to appear in the mean field and (ii) leads to a
much enhanced circulation in the northwest corner, east of Newfoundland. It is argued that
the blocking of f/H contours from the east by the mid-Atlantic Ridge is a major influence
on the dynamics of the northwest corner, and that the dynamics of the eddy-driven northern

recirculation and the northwest corner are fundamentally similar.



Chapter 2

Wind Work in a Model of the Northwest

Atlantic Ocean!

The work done by the wind over the northwest Atlantic Ocean is examined using a real-
istic high-resolution ocean model driven by synoptic wind forcing. Two model runs are
conducted with the difference only in the way the wind stress is calculated. Our resuits
show that the effect of including ocean surface currents in the wind stress formulation is
to reduce the total wind work integrated over the model domain by about 17%. The re-
duction is caused by a sink term in the wind work calculation associated with the presence
of ocean currents. In addition, the modelled eddy kinetic energy decreases by about 10%,
in response to direct mechanical damping by the surface stress. A simple scaling argu-
ment shows that the latter can be expected to be more important than bottom friction in the

energy budget.

ICitation: Zhai, X., and R. J. Greatbatch, Wind work in a model of the northwest Atlantic Ocean, Geo-
phys. Res. Lett., 34, L04606, doi:10.1029/2006GL028907, 2007. Copyright 2007 American Geophysical
Union. Reproduced by permission of American Geophysical Union,



2.1 Introduction

Following Duhaut and Straub (2006), the formula for computing surface wind stress ex-

erted by the atmosphere on the ocean can be expressed as:
71 = paCa|Uq — Uy (U, — Uy) 2.1)

where 7 is the wind stress, p, the density of air at sea level, c; the drag coefficient as
a function of wind speed and air-sea temperature difference (in this paper, we use Large
and Pond (1981)), U, the 10-m wind speed, and U, the surface ocean velocity. Equation
(2.1) states that the wind stress depends on the relative motion between the 10-m wind and
the ocean surface current. However, since over most of the ocean the speed of the ocean
surface current is at least one order of magnitude smaller than that of the 10-m wind, the

wind stress is often computed using the 10-m wind alone, i.e.,
7o = paCd|Ua|Ua, (2.2)

neglecting the contribution from the surface ocean currents. The use of (2.2) rather than
(2.1) has been questioned by a number of authors. For example, Pacanowski (1987) noted
that in equatorial regions, surface currents approach 1 m s~ while surface wind speeds

are around 6 m s~!

, and including ocean surface currents in the wind stress calculation
leads to a considerable improvement in simulations of the tropical Atlantic in comparison
with observed data. Luo ef al. (2005) found a similar improvement in simulating the cold
tongue in the tropical Pacific in coupled models when using (2.1) rather than (2.2). Scat-
terometers, on the other hand, measure wind stress relative to the moving ocean surface,
instead of relative to the earth, and ocean surface currents can be recovered from scatterom-
eter measurements in energetic regions, e.g., the western boundary currents and the tropics
(Cornillon and Park (2001), Kelly et al. (2001), Chelfon et al. (2004)), lending credance to
(2.1). For example, Cornillon and Park (2001) inferred the presence of a warm core ring

from NSCAT data.



The work done by the wind on the ocean can be computed as
P=7-U,, (2.3)

and it is conventional to compute 7 using (2.2) instead of (2.1). Using (2.3), one can calcu-
late the wind energy input to the near-inertial motion (4/ford (2003b)) or the geostrophic
circulation (Wunsch (1998)). For example, Wunsch (1998) recently estimated the wind
work on the oceanic general circulation to be about 1 TW (1 TW = 102 Watts) using al-
timetry and wind stress depending on the 10-m wind alone. However, using simple scaling
arguments plus a quasi-geostrophic (QG) model, Duhaut and Straub (2006) argued that
accounting for the ocean surface current dependence in the wind stress could reduce the
calculation of the mechanical energy input to the ocean by 20% - 35%. Indeed, Dawe and
Thompson (2006) found a decrease of 27% in the wind energy input using a 1/5° horizon-
tal resolution model of the North Pacific Ocean. Given the importance of the mechanical
energy input from the wind for driving the meridional overturning circulation (Munk and
Wunsch (1998)), it is clearly important that the effect of including the ocean surface current
in the wind stress parameterisation be investigated further. In this study, we examine the
work done by the wind over the northwest Atlantic Ocean using a realistic high-resolution

ocean circulation model.

2.2 Ocean Model

2.2.1 Model Description

The model is the same as the northwest Atlantic Ocean model described in Greatbatch
and Zhai (2006). The model domain spans the area between 30°W and 76°W and 35°N
and 66°N with a horizontal resolution at each latitude of 1/5° in longitude. There are 31
unevenly spaced z levels. The model is initialized with January mean temperature and
salinity fields and forced by monthly mean surface heat flux from da Silva et al. (1994) and
12-hourly NCEP 10-m wind starting at the beginning of January 1990 (see below). The sea



Figure 2.1: Schematic illustrating the damping effect on a warm core ring. The dashed
lines in (a) represent the surface wind and the solid circle the surface current (northemn
hemisphere) associated with the eddy. Since the wind stress depends on the relative motion
between the atmosphere and ocean, the stress exerted by the wind is smaller on the northern
side of the warm eddy, where the current flows in the same direction as the wind, and larger
on the southern side where it against the wind. This arises partly from the stress that is
exerted on the overlying atmosphere by the ocean surface currents (the first term on the
right hand side of (2.6) and illustrated schematically in (b) for the case U, = 0) and partly
because the magnitude of the relative motion between the atmosphere and the ocean is
larger on the southern side of the eddy than on the northern side (the second term on the
right hand side of (2.6)). In (b), the dashed circle represents the drag exerted on the ocean
when the atmosphere is at rest.

surface salinity in the model is restored to the monthly mean climatology on a time scale
of 15 days. Along the model’s open boundaries, temperature and salinity are restored to

climatology and the transport is specified as described by Sheng et al. (2001).

2.2.2 The Semi-Diagnostic Method (SDM)

The model runs in this study use the SDM introduced in Zhai et al. (2004b). The SDM is a
special case of the semi-prognostic method (Greatbatch et al. (2004)). In the version used
here, the density variable in the model’s hydrostatic equation is computed on large spatial
scales from the climatological data of Geshelin et al. (1999), whereas on the mesoscale, the
corresponding density variable is the model density. In this way, the large scale flow in the

model is strongly constrained, while the mesoscale is completely free, ensuring a rich eddy
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field. Readers are referred to Zhai et al. (2004b) for details. Use of the SDM eliminates
the common problems of Gulf Stream overshooting and the disappearance of the northwest
corner in models (Willebrand et al. (2001)).

2.2.3 Experiment Design

Two model runs are conducted with the difference only in the way of computing the surface
wind stress. The control run (CONTROL) is forced by the wind stress calculated from
NCEP 10-m wind using equation (2.2), as is the common practice in ocean circulation

models. Correspondingly, the wind work in CONTROL is

B = 1nU,
= pa€a|Uea|Uq - U,. 2.4

An additional model run (DS) is conducted for comparison, where the wind stress is calcu-
lated from NCEP 10-m wind using equation (2.1). In DS, the wind stress depends on the
relative motion between the atmosphere and the ocean. The wind work is then computed

using

P = 7-U,
- pacd‘Ua - Uol(Ua - Uo) : Uo
—  peca|Ua = UgUa - Uy = paca|Us — Uo[U, - U,. 2.5)

Assuming for now that the ocean surface velocity, U,, is same in both simulations, the

difference (Py — P;) between the wind work in the two models can be expressed as

Py - P = Pacdan - U0|Uo U,
'—pacd(‘Ua - Ug| - |Ua|)Ua N Uo- (26)
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The first term on the right hand side of (2.6) is sign definite and is a sink term associated
with the presence of surface ocean currents in P; and is believed to dominate the wind
work difference. It should be noted that the sink term exists even when the wind velocity is
zero and is associated with the stress that the ocean surface currents exert on the overlying
atmosphere. The second term, on the other hand, operates only when the wind velocity is
non-zero and arises from the dependence of the wind stress on the magnitude of the relative
velocity, U, — U,. Both these effects are illustrated in Figure 2.1 for the case of a uniform
wind blowing over a warm ocean eddy. The second term is also sign definite and is a sink
term. This is because |U,| < |U, — U,| for U, - U, < 0, and vice versa. However, the
instantaneous U, in the two model runs turns out (not surprisingly) to be different and the
wind work difference between CONTROL and DS associated with the second term on the
right hand side of (2.6) has locally both positive and negative values (shown later) when

computed using the ocean surface velocity, U, taken from DS.

2.3 Results

Figure 2.2a shows the work done by the wind in the second year of CONTROL. The
wind acts primarily as a mechanical source in the model domain, especially along the
Gulif Stream and near the northwest corner. The most noticable regions where the wind
blows, on average, against the ocean surface currents are the slope region to the south of
the Canadian shelf, where the shelf break current flows southwestward, and to the south of
Greenland, where the West Greenland Current moves northwestward along the shelf. The
magnitude and pattern of the wind work in CONTROL compares reasonably well with the
estimate for the same region made by Wunsch (1998) (see his Figure 2.2a), except that we
resolve more detailed structure (e.g. the shelf break current) because of the higher horizon-
tal resolution used here, and our estimate also includes a contribution from the near-inertial
frequency band (4/ford (2003b)). Integrating over the whole model domain, the total wind
power input in CONTROL is slightly more than 2 x 10!® W. We note that there is no ac-

counting for the ocean surface current dependence of the wind stress in the estimates of
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Figure 2.2: The work done by the wind in the second year in (a) CONTROL and (b) DS.
Unit: 1073 Wm=2,
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Wunsch (1998) and Alford (2003b).

Figure 2.2b shows the work done by the wind in DS, and takes account of the ocean
surface velocity dependence in the wind stress. Comparison with Figure 2.2a (see Figure
2.3a) shows that the wind work is reduced in most parts of the model domain, especially
over the Gulf Stream system. The total wind power input integrates over the whole model
domain to 1.7 x 10'® W, a reduction of about 17% compared to CONTROL, with locally a
reduction of more than 20% over the Guif Stream system. The reduction in the total wind
power input is broadly consistent with the estimate of Duhaut and Straub (2006), but rather
less than that of Dawe and Thompson (2006) perhaps because their calculation extends to
lower latitudes. The first term on the right hand side of (2.6) is diagnosed using the ocean
surface velocity from DS and is shown in Figure 2.3b. It is positive everywhere in the model
domain, as we expect, with large values in the energetic regions (e.g., the Gulf Stream, the
North Atlantic Current, the West Greenland Current and the Labrador Sea Current). The
reduction of the wind power input associated with this term integrates to 4.4 x 10° W, about
22% of the total wind power in CONTROL. This is a larger reduction than the total wind
power difference between DS and CONTROL of 3.4 x 10° W, indicating that the second
term in (2.6) makes a negative contribution to the wind power difference between the two
model runs when computed using the ocean surface velocity from DS. This is because the
ocean surface velocity U, is different in the two model runs.

If the surface stress systematically damps the mesoscale eddies as illustrated in Figure
2.1, we should observe a noticable decrease of eddy kinetic energy (EKE) in DS compared
to CONTROL due to mechanical damping by the wind stress. Figure 2.4 shows the surface
EKE distribution in the two model runs. (Note that the magnitude of the EKE in the model
is comparable to that computed from altimeter data by Stammer and Wunsch (1999)). The
spatial patterns are similar, but the EKE level in DS is now lower than that in CONTROL.
The EKE integrated over the domain is about 8.0 x 10'® m* s=2 in DS, in comparison
with about 9.0 x 10 m* s=? in CONTROL, a decrease of over 10%. In particular, the
EKE along the Gulf Stream and in the northwest corner (high EKE regions) has been most

noticably reduced.
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(b) sink

Figure 2.3: (a) The wind work difference, CONTROL minus DS. (b) The wind work asso-
ciated with the sink term. Unit: 1073 W m~2.
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Figure 2.4: The eddy kinetic energy at the surface in the second year in (a) CONTROL and
(b) DS. Unit: cm? 572,
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2.4 Summary and Discussion

The overturning circulation is thought to be driven by mechanical energy input from the
wind and tides (see Munk and Wunsch (1998), Wunsch (2002)). Munk and Wunsch (1998)
estimated that about 2 terawatts (TW) of energy input is required, with half being of tidal
origin and half due to the wind. (Note that this number can be reduced if the direct role of
the Southern Ocean wind forcing is considered; see Toggweiler and Samuels (1998), Webb
and Suginohara (2001)). Recently, Wunsch (1998) estimated the wind work on the ocean
general circulation to be about 1 TW. However, the estimate made by Wunsch (1998) does
not consider the effect of including ocean surface currents in the wind stress. Here, we have
described two model runs, in one of which we include ocean surface velocity dependence
in the wind stress calculation, and in the other we do not. Our results show that accounting
for the surface ocean velocity dependence has a noticable impact. In particular, using a
model of the northwest Atlantic Ocean, we find that the total wind work is reduced by
about 17% when the ocean surface currents are accounted for in the wind stress, supporting
the claim by Duhaut and Straub (2006). The reduction of the wind work comes mostly
from a sink term associated with the surface ocean velocity dependence of the wind stress.
The sink term has large values in the energetic regions, where the damping of eddies by the
surface stress is important. We also found a decrease of the EKE level by over 10% when
integrated over the model domain, due to the damping mechanism illustrated in Figure 2.1.
While our results are broadly consistent with previous studies (e.g. Duhaut and Straub
(2006), Dawe and Thompson (2006)), it should be noted that our model has only been run
for 2 years, the second year being used for the analysis, and that model is not fully eddy-
resolving. Clearly future work should involve using models of much higher resolution,
longer multi-year simulations, and wind forcing with higher time and spatial resolution.

It is of interest to compare the magnitude of the first term on the right hand side of (2.6),
given by p,cq|U, — U,|U, - U, (the sink term), with the energy extracted by the bottom
stress given by p,cqa|Uy||U, - Uy, where p, is a characteristic density for sea water and U,
is the bottom velocity. Taking |[U, — U,| to be 10 m s™*, U, to be 0.1 m s~ and Uy to

be 0.02 m s~ !, then the sink term is found to be one order of magnitude larger than the
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energy dissipation associated with bottom friction. This result stresses the importance of
taking account of the ocean velocity dependence in the specification of surface stress if the
energetics of the ocean circulation are to be properly represented in models.

The Southern Ocean is one place that is expected to be important for the wind energy
input (see Wunsch (1998)), since the Antarctic Circumpolar Current (ACC) moves in the
same direction as the circumpolar wind. However, the Southern Ocean is also rich in eddies
and, hence, we should expect to see a noticable reduction in estimates of the wind power
input over the Southern Ocean when the ocean surface velocity dependence of the wind

stress is taken into account, a topic for future research.
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Chapter 3

Advective Spreading of Storm-Induced
Inertial Oscillations in a Model of the

Northwest Atlantic Ocean!

The spreading of inertial oscillations induced by the passage of Hurricane Juan (2003)
across the Gulf Stream and the Scotian Shelf is examined using a regional model of the
northwest Atlantic Ocean. It is found that surface-intensified inertial oscillations develop
at locations remote from the storm track after a period of 5-10 days. A diagnostic technique
reveals the importance of advection by the background geostrophic flow for explaining this
effect. The results suggest that advection by mean circulation can play a role in redistribut-
ing near-inertial energy in the ocean. We argue that advective redistribution could have

important consequences for understanding diapycnal mixing in the ocean.

ICitation: Zhai. X, R.J. Greatbatch, and J. Sheng (2004), Advective spreading of storm-induced
inertial oscillations in a model of the northwest Atlantic Ocean, Geophys. Res. Lett., 31, 114315,
doi:10.1029/2004GL020084. Copyright 2004 American Geophysical Union. Reproduced by permission
of American Geophysical Union.
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3.1 Introduction

The upper ocean response to a moving storm has been studied observationally (e.g., Leip-
per (1967), Brink (1989) and Dickey et al. (1998)) and numerically (e.g., Chang and Anthes
(1978), Price (1981), Greatbatch (1983), Bender and Ginis (2000)). The response is char-
acterized by sea surface temperature (SST) cooling, and inertial oscillations that are most
energetic to the right of the storm track. Greatbatch (1983) showed that on a time scale of a
few inertial periods, the horizontal pressure gradients are small compared with the Coriolis
terms for “large”, “fast” storms (that is “large” in the sense that the scale of the storm is
large compared to the internal Rossby radius of deformation, and “fast” in the sense that the
translation speed of the storm is large compared to the baroclinic gravity wave speed). The
dominant balance is then between the acceleration terms and the Coriolis terms, resulting
in inertial oscillations. The horizontal pressure gradient terms are crucial, however, to the
dispersion of energy by inertial-gravity waves away from the storm track in the geostrophic
adjustment process, and can not be neglected on time scales characteristic of that process
(Greatbatch (1983)). Gill (1984) showed that the inertial energy propagates both horizon-
tally and vertically as different vertical modes separate out from the storm track. On a
B-plane, inertial oscillations generated at a particular latitude can propagate equatorward
due to beta-dispersion (Anderson and Gill (1979);, Garrett (2001)). Data from moorings
agree to some extent with the idea of the deep equatorward propagation of inertial oscil-
lations (see Chiswell (2003) and Alford (2003a)). However, most previous studies do not
consider the interaction between the inertial oscillations and the background flow. Kunze
(1985) showed that for near-inertial waves propagating in geostrophic shear, the horizon-
tally nonuniform relative vorticity has the same effect as the S-effect on the near-inertial
waves. As a consequence, these waves can be trapped in regions of negative vorticity (see
also D 'Asaro (1995)). Davies and Xing (2002) showed that the existence of the coast and
the presence of density fronts influences the distribution of inertial energy and the prop-
agation of near-inertial internal waves. Xing and Davies (2002) examined the non-linear
interaction between inertial oscillations and internal tides and argued that non-linear in-

teraction represents an important contribution to the energy cascade into higher frequency
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waves and eventually mixing. In this letter, we show the importance of geostrophic advec-
tion, rather than wave processes, for carrying inertial energy away from the storm track to

remote regions in a model of the northwest Atlantic Ocean.

3.2 The Model

We use the northwest Atlantic Ocean model developed by Sheng et al. (2001), which covers
the area between 30°W and 76°W and between 35°N and 66°N with a horizontal resolution
of one third degree in longitude. There are 31 unevenly spaced z levels with the centers
of the top five levels located at 5, 16, 29, 44 and 61 m, respectively. A spin-up of 600
days using seasonally varying climatological forcing is used to allow the model to reach a
quasi-equilibrium state before the storm forcing is introduced. The semi-prognostic method
introduced by Sheng et al. (2001) is used to adjust the model momentum equations to
correct for systematic errors during the spin-up period (see Greatbatch et al. (2004) for an
overview). The end of the spin-up corresponds to early September.

To specify the storm forcing, we use Hurricane Juan from September 2003. Juan formed
near Bermuda and then tracked northward across the Gulf Stream and the Scotian Shelf,
making landfall at Halifax, Nova Scotia, as a category 2 hurricane on the Saffir-Simpson
Hurricane Scale (that is, winds ranging from 154-177 km/hr). The wind stress for the storm
is specified following Chang and Anthes (1978) as

T/’I‘min 0 <7 < Thin
T = Tmaz X (Tmam - 7')/ (Tmaw - 7'min) Tmin < T < Tmaz G.1
0 T Z Tma:l:

where 7 is the amplitude of tangential wind stress with respect to the storm center, and r
is the radial distance from the center (the radial wind stress is put to zero). Here, we put
Tmin = 30 KM, Tpmee = 300 km, and Tyer = 3 N m~2. The realistic storm track of Juan

compiled by the National Hurricane Center is used in this study. Only wind stress forcing
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Figure 3.1: (a) The surface flow field at day 0 immediately before Hurricane Juan arrives;
(b) the surface velocity differences between the model runs with and without Juan (Run
1 minus Run 2) at day 6. The storm track is represented by the dotted line. The bullet
indicates the position of Point 1.
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due to the storm is used to force the model; the surface buoyancy forcing due to the storm is
not considered and has been shown elsewhere (e.g., Price (1981)) to be small in its effect.
During the period of storm forcing, the vertical mixing scheme is modified from that used
by Sheng et al. (2001) to include entrainment at the base of the mixed layer due to shear
instability based on a bulk Richardson number formulation following Price et al. (1986)
(see Zhai (2004), for details). Two model runs are conducted using the end of the spin-up
as the initial condition. The first (Run 1) has the storm forcing added to the climatological
forcing, the second (Run 2) uses climatological forcing only. In addition, both these model
runs are repeated, including the spin-up, with the density field specified from climatology
(Runs 3 and 4, respectively). The difference between Runs 1 and 2, and between Runs 3

and 4, is used to represent the ocean response to the wind stress associated with the storm.

3.3 Model Results

Run 1 yields a reasonable oceanic response to the hurricane, including the rightward bias
of the SST cooling, inertial oscillations in the wake and the generation of shelf waves on
the eastern Canadian shelf (see Figure 3.1; details can be found in Zhai (2004)). In this
letter, we focus on the onset of inertial oscillations (Figures 3.2a,b) after day 10 at Point
1 shown in Figure 3.1, a location far from the storm track and beyond the influence of the
direct forcing by the storm. The horizontal velocity differences at this point are almost
zero during the first 10 days (Figure 3.2a). After day 10, significant oscillations set in at
the local inertial frequency with an amplitude of about 5 cm s~1. There are two competing
hypotheses concerning the mechanism for the onset of the inertial oscillations at Point 1:
linear wave dispersion of inertial-gravity waves from the storm track (e.g. Gill (1984)) and
advective processes (as noted by D ’Asaro (1995)).

We use Runs 3 and 4 to determine the main process responsible for the appearance of
the inertial oscillations at Point 1. Since the density field is specified from climatology
in these runs, the horizontal pressure gradients are independent of the model-calculated

temperature and salinity fields so that the baroclinic dispersion of inertial-gravity waves is
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Figure 3.2: (a) Time series of the horizontal velocity differences between Run 1 and Run
2 at Point 1 ; (b) spectrum of the horizontal velocity differences between Run 1 and Run 2
at Point 1; (c) time series of the horizontal velocity differences between Run 3 and Run 4
at Point 1; (d) spectrum of the horizontal velocity differences between Run 3 and Run 4 at
Point 1. Note the spectral peak near the local inertial period of about 18 hours.

excluded. Advection by the geostrophic flow associated with the climatology is neverthe-
less retained. (Eden and Greatbatch (2003) use a similar approach to diagnose the role of
advection in the dynamics of a decadal oscillation in a model of the North Atlantic). Inertial
oscillations now appear after day 17 (Figures 3.2¢,d) and can only have been transported to
Point 1 by geostrophic advection. The appearance of the inertial signal in the diagnostic run
(Run 3) several days later than in Figure 3.2a can be explained by the different background
(or advective) currents in Runs 1 and 2 compared with Runs 3 and 4. It is also shown by
scale analysis (Zhai et al. (2005a)) that advective processes are 5 to 6 times more important
than dispersive processes for the spreading of inertial energy along the Gulf Stream path in
Run 1.

In order to extract energy at the near-inertial frequency, a bandpass filter centered at the
local (41°N) inertial frequency is used. The kinetic energy of the surface currents (Run

1 minus Run 2), given by (u? + v?)/2 (where u and v are the horizontal velocities) is
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computed after the bandpass filter is applied. The temporal and spatial evolution of the
near-inertial energy at the sea surface is shown in Figure 3.3. The near-inertial energy
is biased to the right of the storm track at day 6, due to the rightward bias in the storm-
generated currents (e.g. Price (1981)). The near-inertial energy is then advected gradually
by the Gulf Stream to the east at the latitude around 41°N (Figures 3.3b,c,d). The near-
inertial energy decays as it is advected horizontally, due to dissipation and the vertical
propagation of the energy. The time scale of the horizontal advection is consistent with
the velocity scale for the Gulf Stream in the model. The shelf-break jet also advects the
near-inertial energy to the southwest along the shelf-break as seen in Figure 3.3.

The near-inertial energy generated by the storm is initially confined in the mixed layer.
It gradually propagates downward in the following ten days mainly on the right side of the
storm track, where there exists a larger energy source in the mixed layer (Figures 3.4a,b,c).
The vertical propagation of the near-inertial energy can be interpreted using the concept
of modal interference and separation as described in Gill (1984) and Zervakis and Levine
(1995). The total near-inertial energy decreases with time due to dissipation and only a
small amount is left at day 18, which is advected eastward by the Gulf Stream from its

source region on the right side of the storm track (Figure 3.4d).

3.4 Discussion

The thermohaline circulation of the ocean results primarily from deep water formation at
sites in the Nordic and Labrador Seas, and around Antarctica, and upwelling throughout
the rest of the global ocean. Mechanical energy input from the wind and tides is thought
to be necessary to generate the diapycnal mixing required to support the upwelling branch
of the thermohaline circulation (Munk and Wunsch (1998), Wunsch (2002)). A large part
of the wind-induced energy flux goes to generate near-inertial oscillations in the mixed
layer. Global maps of the wind-induced energy flux to inertial motions have been drawn
by Watanabe and Hibiya (2002) and Alford (2003b). Wind-induced inertial energy is be-

lieved to be redistributed by the propagation of inertial-gravity waves to lower latitudes, for
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Figure 3.3: Temporal evolution of the near-inertial energy at the sea surface (unit: m? s~2).
The dashed line represents the storm track. The 0.1, 0.05, 0.01, 0.002 contours are drawn.

example by the beta-dispersion effect (see Alford (20032)). Our model results suggest that
geostrophic advection could also play a role in redistributing inertial energy in the ocean.
Furthermore, geostrophic advection could carry inertial energy to higher, rather than lower
latitudes, where we speculate significant mixing could take place. (For example, near-
inertial oscillations could be transported poleward. of their turning latitude, see Zhai et al.
(2005a)). Since a given energy level at higher latitudes causes much more mixing than at
lower latitudes (Gregg et al. (2003), Garrett (2003)), mechanisms for transporting inertial

energy to higher latitudes could be important for understanding mixing in the ocean.
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Figure 3.4: Vertical transect showing the temporal evolution of the near-inertial energy
(unit: m? s72) in the upper 400 m. The dashed line shows where the storm center intersects
the transect. The same contours are drawn as in Figure 3.3.



29

3.5 Summary

We have reported on the spreading of storm-induced inertial oscillations in a model of the
northwest Atlantic Ocean. Forcing mimicing the passage of Hurricane Juan in September
2003, as Juan crossed the Gulf Stream and the Scotian Shelf, was used to drive the model.
We noted the onset, about 10 days after the storm, of inertial oscillations in regions far away
from the storm track. A diagnostic technique, following Fden and Greatbatch (2003), was
used to show the importance of geostrophic advection for carrying the inertial energy to
regions remote from the storm track. The temporal evolution of the near-inertial energy
isolated by a bandpass filter shows that the near-inertial energy spreads horizontally and
vertically away from the storm track. It is advected mainly by two currents, the Gulf Stream
and the shelf-break jet. This advective process, together with the long-range propagation
of internal gravity waves, could be important for the global redistribution of wind-induced
inertial energy in the ocean, and subsequently for the determining the global distribution of

diapycnal mixing.
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Chapter 4

Doppler Shifted Inertial Oscillations on
a 3-Plane!

On the spherical earth, and in the absence of a background flow, the poleward propagation
of near-inertial oscillations is restricted by the turning latitude. A background flow, on
the other hand, provides a way to increase the apparent frequency of near-inertial waves
through Doppler shifting. In this note, we show that near-inertial oscillations can be ad-
vected to latitudes higher than their tuming latitude. Associated with the poleward ad-
vection there is a squeezing of the meridional wavelength. We use a numerical model to
verify this result. The squeezed inertial oscillations are vulnerable to nonlinear interactions,

which could eventually lead to small-scale dissipation and mixing.

4.1 Introduction

It is well known that there is an asymmetry in the meridional propagation of near-inertial
waves, since waves that propagate poleward soon reach their turning latitude and are re-
flected back toward the equator (Geisler and Dickinson (1972); Anderson and Gill (1979);

ICitation: Zhai. X, R.J. Greatbatch, and J. Sheng (2005), Doppler-shifted inertial oscillations on a
beta-plane, J. Phys. Oceanogr., 35, 1480-1488, 2005. Copyright 2005 American Meterological Society.
Reproduced by permission of American Meterological Society.
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Gill (1984); Garrett (2001)). The theory is supported by observations (e.g., Fu (1981),
Chiswell (2003); Alford (2003a)). Furthermore, the equatorward propagation of near-
inertial waves is important for the redistribution of the energy available for ocean mix-
ing (Alford (2003a)). Near-inertial waves can also interact with background currents and
meso-scale eddies during their propagation (Olbers (1981), D ’Asaro (1995); Lee and Erik-
sen (1997)). Kunze (1985) showed that for near-inertial waves propagating in geostrophic
shear, horizontally non-uniform relative vorticity has the same effect as the variation of the
Coriolis parameter with latitude. As a consequence, near-inertial energy can be trapped in
regions of anticyclonic relative vorticity. In addition, White (1972) found evidence from
mooring data that a uniform background current can cause a Doppler shift of the inertial
frequency. Further evidence of this effect has been provided by a case study of Doppler-
shifted inertial oscillations in the Norwegian Coastal Current (Orvik and Mork (1995)).
Zhai et al. (2004a) recently studied the zonal advective spreading of storm-induced
inertial oscillations in a model of the northwest Atlantic Ocean. The fact that inertial os-
cillations can be advected by a background flow raises the question of what happens if
inertial oscillations are advected poleward beyond their turning latitude, where they cannot
exist by themselves since these waves are strictly subinertial. Doppler shifting, on the other
hand, provides a way to increase the apparent wave frequency. In this note we show that
it is possible for near-inertial energy to be carried poleward due to Doppler shifting and
we provide a simple theory to predict the change of shape of the inertial waves as they are

advected poleward on a 3-plane.

4.2 Analytic Model

We start from the reduced-gravity model and then extend the theory to a continuously
stratified ocean. The equations governing linear wave motion on an f-plane in the presence

of a barotropic, uniform poleward flow are

U+ Vuy — fo=—g'n, CRY)
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v+ Vo, + fu=—g'n, 4.2)
m+ Vi, + H(ug +v,) =0 43)

where (u, v) are perturbation velocities in z and y directions respectively, f is the Coriolis
parameter, V' is the poleward background current, H is the averaged upper layer depth, g’
is the reduced gravity (defined as g(p2 — p1)/p2, where p; and p, are upper and lower layer
densities, respectively), and 7 is the downward displacement of the interface between the
two layers.

The divergence and vorticity equations are, respectively,

0 0
(5{ + Vé;) (um + Uy) - .f(v:l: - uy) = —9'(77m + nyy) (4.9)
and
(-Q v . - (e +1,) = 0 45)
Eris By (Ve — uy) + flug +vy) = 0. 4.

Combining equations (4.3), (4.4) and (4.5), we get the equation for n

v 2+f2 (n +Vn)=(g+V—a— [9"H (1155 + nyy)] (4.6)
at ' dy tr at ' By o T il '
Looking for solutions of the form
n= 7706i(k:c+ly—wt) (47)

where (k, () are the horizontal wavenumbers and w is the frequency, leads to the dispersion
relationship
(w=V)?=f+gdHE +1P) (4.8)

plotted in Fig. 4.1. We note that w can be less than f when there is a poleward flow in the
northern hemisphere (V > 0 and [ < 0).
The theory can be easily extended to continuous stratification by noting, following Gill

(1982), that the equations for a continuously stratified, flat-bottomed ocean can be separated
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Figure 4.1: The dispersion relationship modified by the Doppler shift due to a uniform
poleward flow. The thin line represents wave frequency without background current and
the thick line represents wave frequency with background current. Here V = 0.5 m s71,
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into an infinite set of vertical normal modes. For each baroclinic mode, the equations are
the same as (4.1), (4.2) and (4.3), but with ¢’ replaced by ¢ and a different H (equivalent
depth) for each mode. For a uniform stratification (that is, the buoyancy frequency, N

2

independent of depth) the dispersion relationship corresponding to (4.8) takes the form

N2(k? 4 17)
m2

(w—-VD2=f2+ 4.9

where m is the vertical wavenumber (for the n** baroclinic normal mode, m = 57 where
n > 1). When V = 0 (no background flow), equation (4.9) reduces to equation (8.4.23) in
Gill (1982).

4.2.1 On a S-plane

We first investigate this problem in the “diagnostic” case. “Diagnostic” means that the
density field is specified and the horizontal pressure gradients are no longer interactive with
the flow, so that baroclinic dispersion of inertial-gravity waves is excluded?. On an f-plane,
the dispersion relation is then the same as in (4.8) or (4.9) but with the terms involving g’
and N neglected (that is (w — V{)? = f?), and is the same for both the reduced gravity and
continuously stratified models. To take account of the variation of the Coriolis parameter
with latitude, we make use of the WKBJ approximation (see Gill (1982)). The dispersion

relationship can then be written as
(w—VD?* = (fo+ By)* (4.10)

where f is replaced by fy+ By on a S-plane. f, is the local inertial frequency at the latitude
where the near-inertial waves are generated and [ is the variation of f with latitude. The use
of the WKBJ approximation to write equation (4.10) assumes that the wavelength implied
by the meridional wavenumber, {, is small compared to the scale on which f varies with

latitude (that is, the planetary scale). The same approach has been used by Anderson and

2The diagnostic case is appropriate when the horizontal length scales are large compared to the internal
radius of deformation; see Greatbatch (1983).
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Figure 4.2: Variation of near-inertial wavelength against the poleward distance from the
generation latitude in the diagnostic case. For this plot, 3 = 2.3 x 107 m~! 57! and
V=05mst

Gill (1979) (compare our equation (4.10) with their equation (4.8)) and Garrett (2001) (see
his equation (4.7)).

For near-inertial waves, w is very close to fy, and (4.10) can be approximated by
-V = By. ' 4.11)

It follows that the meridional wavenumber is given by —B8y/V, where y/V = t is the ad-
vective time scale from the generation latitude y = 0. For a poleward background current,
V is positive, y is positive and 3 is positive, so ! is negative and its magnitude increases lin-
early with latitude during the advection. This indicates that the inertial oscillations shrink
meridionally when carried poleward (Fig. 4.2). The same is true for inertial oscillations
that are carried equatorward, as can be seen from equation (4.11), since this time both V
and y are negative, and [ is once again negative.

The near-inertial energy is carried by the group velocity. The horizontal group velocity
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in the diagnostic case is
Ow

5=

which means the near-inertial energy is transported poleward solely by the background

1% (4.12)

current at the speed of the background current velocity and the near-inertial waves act as
passive tracers. The vertical group velocity is dw/3m = 0 in this case, which indicates that
the near-inertial energy is trapped in the mixed layer and dissipated there, and this energy
is not available for deep ocean mixing.

However, in the real ocean, the density field is free to interact with the flow. In this
case, baroclinic dispersion can play a role and the near-inertial waves become active tracers.
To illustrate this case, we assume vertically uniform stratification. As before, we use the

WKBI approximation to write (4.9) as

N?[?
m?

(w=V1*=(fo+By)* + (4.13)

where, for simplicity, only vertical and meridional propagation are considered. Assuming
once again that w = fy it follows that | < —fy/V, which indicates that the inertial oscilla-
tions shrink quicker meridionally than in the diagnostic case. The horizontal group velocity
is given by

Ow N?|

—(ﬁ:v_'-m?(w—Vl)

showing that the horizontal group velocity is determined by the sum of the background

(4.14)

advective velocity, V, and a modified horizontal wave dispersion term. Since [ is negative,
near-inertial energy is transported poleward at a speed less than the background current
velocity. Similarly, the vertical group velocity is given by

Ow N2

am . miw-—VI) *13)

The negative sign indicates downward (upward) propagation of the near-inertial energy
when phase velocity is upward (downward) as in the case when V' = 0 (see Gill (1982)).

Since w — VI > w, the amplitude of the vertical group velocity is reduced by a factor of
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(w — V1) /w from the case with V = 0. For storm-generated near-inertial waves that are
carried poleward by a background current, the downward propagation of the near-inertial
energy is therefore reduced and less energy escapes from the mixed layer to the deep ocean.
Zhai et al. (2004a) showed that inertial energy can be carried by a background current
(in their case, the Gulf Stream) to remote regions in a model of the northwest Atlantic
Ocean. The dominance of advection over wave dispersion in their model can easily be
demonstrated using the theory developed here, but modified to take account of advection
by a zonal, rather than meridional flow. The zonal component of the horizontal group
velocity is then 3 N2
'a% =V e VR (4.16)
where U is the zonal background flow. For the size of storm in Zhai et al. (2004a), k is
about 2x 107 m™!, wisabout 10™* 571, we take N2/m? = 1.0 m? s~2 and the background

current velocity U is close to 1 m s~ . Thus

advective processes ~ m2(w — Vk)U

dispersive processes N2k 0_12_ 4.17)

which indicates that advective processes dominate the near-inertial wave dispersion in their

case.

4.2.2 On an f-plane

On the f-plane, the S-effect is excluded. In the diagnostic case, the dispersion relationship
reduces to
(w—-VI* = f’ (4.18)

which shows that VI = constant. As long as the poleward background current V' is
spatially uniform, the meridional wavenumber [ is constant, which indicates that the inertial
oscillations keep their shape during the poleward advection.

When baroclinic wave dispersion plays a role, northward energy propagation is en-

hanced by the northward advection, while the southward energy propagation is reduced as



40

~500

=1000 |

~1500 |

-2000

Depth (m)

=-2500

-3000+

-3500}

=4000 |-

1 1

b
2 4 6 8 10 12 14 16
Temperature (°C)

-4500 .

Figure 4.3: Initial vertical temperature profile used in the model. Note that the temperature
is initially horizontally uniform.

seen from the dispersion curve (Fig. 4.1). Depending on the strength of the background
flow, the first baroclinic mode is the mode that can most easily overcome the poleward
advection and propagate equatorward (we shall see evidence of this in the model results
presented below). This is because the quadratic dependence on horizontal wavenumber in
(4.8) is stronger the larger the gravity wave speed +/¢’H, and for the baroclinic modes, the
first mode has the largest wave speed. (Equivalently, amongst the baroclinic modes, the
vertical wavenumber m is smallest for the first baroclinic mode, from which it follows that

the dispersion term on the right hand side of equation (4.14) is largest for the first mode).
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4.3 Numerical Model

The ocean model used here is the same as in Zhai et al. (2004a), except that we use an
idealized model set-up. The model domain is rectangular and covers the area between
30°W and 60°W and between 30°N and 60°N, with two open boundaries at the south and
the north and two solid boundaries at the east and the west. The horizontal resolution is
about 20 km and there are 31 unevenly distributed vertical levels with the centers of the top
five levels located at 5, 16, 29, 44 and 61 m, respectively. The stratification is horizontally
uniform, with a vertical temperature structure representative of the mid-latitude Atlantic
Ocean (Fig. 4.3). The salinity is set everywhere uniform. An initial poleward current of
50 cm s~! is introduced everywhere in the domain and maintained by the open boundaries
throughout the simulation. To prevent western intensification of the barotropic background
flow, the bottom relief is designed in such a way as to compensate for the variation of the
Coriolis parameter with latitude. The water depth is a function of longitude and latitude
and is given by

H(z,y) = H(z) X 2sin(¢) 4.19)

where the zonal dependence H(z) is a linear slope and ¢ is the latitude. In this way,

f _ 2Qsin(9) _ 0
H H(z) x2sin(¢) H(x)

(4.20)

where (2 is the Earth’s rotation rate, and the f/H contours coincide with lines of longitude.
The poleward background flow is then an almost spatially uniform flow throughout the
model runs, following the f/H contours rather than forming an intensified western bound-
ary current as happens with a flat bottom. Storm forcing is specified following Chang and
Anthes (1978) and used to generate the inertial oscillations. The wind stress for the storm
is
T [Tmin 0< 7 < Tin
T =Tmaz X § (Tmaz — 7)/(Tmaz — Tmin) Tmin <7 < Traz (4.21)

0 r Z Tmam
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Longitude

Figure 4.4: Temporal evolution of the inertial-band filtered zonal current at the sea surface
in the prognostic run on a S-plane (unit: m s™*). The dashed line represents the storm track.

where 7 is the amplitude of the tangential wind stress with respect to the storm center (the
radial wind stress is set to zero), and r is the radial distance from the center. Here, we
put Tpmin = 30 KM, Tyae = 300 km, and Tynaz = 3 N m~2 for a typical storm, the same
as in Zhai et al. (2004a). The storm track is specified to be zonal from 55°W to 35°W at
43°N latitude and the translation speed of the storm is 8.5 m s~!. Radiation open boundary
conditions are used at the south and the north boundaries. Since the boundaries are far

away from the area we are interested in, they are small in their effect.
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Figure 4.5: Vertical transect showing the temporal evolution of the inertial-band filtered
zonal current in the prognostic run on a -plane (unit: m s~!) in the upper 2500 m. The
dashed line shows where the storm center intersects the transect.
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4.4 Results

4.4.1 On a S-plane

Two prognostic model runs are conducted on a S-plane, one with the storm forcing and the
other without the storm forcing. The velocity differences between the two model runs are
used to represent the oceanic response to the storm forcing. In order to extract the near-
inertial response, a bandpass filter centered at the local (43°N) inertial frequency is used.
The temporal and spatial evolution of the inertial-band filtered zonal currents at the sea
surface is shown in Fig. 4.4. The near-inertial currents are initially biased to the right of
the storm track (not shown) consistent with previous studies (e.g., Price (1981)). They are
gradually advected poleward and the inertial oscillations are almost centered at the storm
track at day 4. As the inertial oscillations are carried further poleward, they are squeezed
meridionally as predicted by the linear theory, while the zonal wavenumber is well pre-
served. The S-dispersion effect is also evident after day 7, indicated by the near-inertial
waves propagating equatorward, but it seems that most energy is carried poleward of the
storm track. A vertical transect along the middle longitude is shown in Fig. 4.5. This figure
is similar to Fig. 12 in Gill (1984), but note that the source of the equatorward-propagating
waves is carried several hundred kilometers poleward of the storm track by the background
flow. In addition, in contrast to the situation in Gill (1984) where the background flow is
zero, the presence of the poleward background flow inhibits the equatorward dispersion of
baroclinic modes higher than the first mode (see the end of Section 2). In fact, it seems only
the first baroclinic mode can make its way equatorward, as indicated by the 180 phase dif-
ference between the near-surface and near-bottom currents equatorward of the storm track
in Figure 4.5.

Two additional diagnostic model runs (i.e., one with the storm forcing and one without)
are conducted on the B-plane, with the density field specified from the initial condition,
in which case the horizontal pressure gradients are independent of the model-calculated
temperature so that the baroclinic dispersion of the inertial-gravity waves is excluded. This

effect is evident in Fig. 4.6. There is no baroclinic dispersion and the near-inertial energy
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dashed line shows where the storm center intersects the transect.
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Figure 4.7. Temporal evolution of the inertial-band filtered zonal current at the sea surface
in the diagnostic run on a 8-plane (unit: m s™!). The dashed line represents the storm track.
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Figure 4.8: Temporal evolution of the zonal current at the sea surface in the diagnostic run
on a f-plane (unit: m s~!). The dashed line represents the storm track.

is confined in the mixed layer except for the (deep) inertial pumping which is also carried
poleward of the storm track. The inertial oscillations act like passive tracers in the diagnos-
tic case and the near-inertial energy occurs only poleward of the storm track at day 13, and
is eventually dissipated there. For t &~ 10 days and V = 50 m s~1, the advection distance is
roughly about 430 km, which is consistent with what is shown in Fig. 4.7. The meridional
width of the inertial oscillations is about 300 km at day 13 after being advected poleward
for about 500 km, close to the analytical prediction in Fig. 4.2. The advection distance of
the 1nertial oscillations in the prognostic run is a little shorter than that in the diagnostic
run, due to the second term in equation (4.14), which is negative and representing the wave
propagation. The most revealing fact is that the diagnostic run captures the essential fea-
tures of the prognostic run, i.e., the poleward advection of the near-inertial energy and the

meridional squeezing of the near-inertial oscillations (compare Fig. 4.4 with Fig. 4.7).
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Figure 4.9: Temporal evolution of the zonal current at the sea surface in the prognostic run
on a f-plane (unit: m s~!). The dashed line represents the storm track.

4.4.2 On an f-plane

In the diagnostic run on the f-plane, the inertial oscillations act solely as passive tracers
(Fig. 4.8). There is no squeezing of the meridional wavelength and the shape of the inertial
oscillations are well preserved during the advection, which is consistent with the analyti-
cal solution. In the prognostic case on the f-plane, baroclinic dispersion takes effect and
there is energy leakage both northward and southward through the propagation of the near-
inertial waves (Fig. 4.9). This can be explained by the concepts of modal separation and
modal interference as described in Gill (1984) and Zervakis and Levine (1995). The inertial
oscillations, though carried northward by the background current, do not change much in

their shape in contrast to what happens on the S-plane.

4.5 Summary and Discussion

Inertial oscillations can be carried poleward by a background flow beyond their turning

latitude due to the Doppler shift effect. The inertial oscillations shrink meridionally with
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latitude during this advection. As the scales become smaller, the near-inertial waves are
more vulnerable to nonlinear interactions, which could eventually lead to small-scale dissi-
pation and mixing. This advection-induced mixing occurs poleward of their source regions.
Since a given energy level at higher latitudes causes much more mixing than at lower lati-
tudes (Gregg et al. (2003); Garrett (2003)), a mechanism for transporting inertial energy to
higher latitudes could lead to more efficient mixing than would otherwise be the case. We
believe therefore that the mechanism described in this paper could be important for under-
standing mixing in the ocean. The phenomenon discussed in this paper could be applied to
the North Atlantic Current (e.g. off eastern Canada), the Norwegian Coastal Current, and
other poleward currents, even though those are more complicated environments and subject

to additional physics.
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Chapter 5

Enhanced Vertical Propagation of

Storm-Induced Near-Inertial Energy in

an Eddying Ocean Channel Model!

The interaction between inertial oscillations generated by a storm and a mesoscale eddy
field is studied using a Southern Ocean channel model. It is shown that the leakage of
near-inertial energy out of the surface layer is strongly enhanced by the presence of the
eddies, with the anticyclonic eddies acting as a conduit to the deep ocean. Given the ubiq-
uity of the atmospheric storm tracks (a source of near-inertial energy for the ocean) and
regions of strong ocean mesoscale variability, we argue that this effect could be important
for understanding pathways by which near-inertial energy enters the ocean and is ultimately

available for mixing.

ICitation: Zhai, X, R. J. Greatbatch and J. Zhao (2005), Enhanced vertical propagation of storm-
induced near-inertial energy in an eddying ocean channel model, Geophys. Res. Lett., 32, L18602,
doi:10.1029/2005GL023643. Copyright 2005 American Geophysical Union. Reproduced by permission
of American Geophysical Union.
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5.1 Introduction

There is a remarkable coincidence of regions with strong mesoscale variability (storm
tracks) in both the atmosphere and the ocean. This coincidence inevitably means that re-
gions where there is a strong energy input to the ocean at near-inertial frequency (Figure
5.1a) are also regions of strong mesoscale variability in the ocean (Figure 5.1b). The ques-
tion therefore arises as to how the presence of an eddy field in the ocean affects the vertical
propagation of near-inertial energy from the surface layer to depth where, ultimately, it is
available for mixing (Munk and Wunsch (1998)). In the absense of eddies or a mean flow,
near-inertial energy generated at the surface spreads both vertically and horizontally (Gill
(1984), Zervakis and Levine (1995)). The near-inertial wave propagation and energy trans-
port are largely governed by the horizontal scale of the near-inertial motions, which, on
an f plane, is primarily set by the scale and propagation speed of the applied wind field
(Kundu and Thomson (1985)). Including the S-effect, it has been shown that near-inertial
energy generated at a particular latitude is free to propagate equatorward, but is restricted
in its poleward propagation by the planetary vorticity gradient (Anderson and Gill (1979);
D ’Asaro (1989); Garrett (2001); Alford (2003a)). Similar to the 3 effect, the horizontal
gradient of the relative vorticity can also be important for near-inertial energy propagation
and the decay of the near-inertial energy in the mixed layer (van Meurs (1998)). Kunze
(1985) had earlier argued that near-inertial waves propagating in geostrophic shear are sub-
ject to the absolute, not the planetary, vorticity gradient, and can be trapped in regions
of negative relative vorticity. The ubiquity of the atmospheric and oceanic storm tracks
strongly suggests that the transfer of near-inertial energy out of the surface layer into the
deep ocean should not be studied without considering the inhomogeneity of the absolute
vorticity field associated with mesoscale eddies. Young and ben Jelloul (1997) have studied
how near-inertial oscillations propagate through a three-dimensional geostrophic flow and
noted that a field of eddies with horizontal scale much smaller than that of the inertial oscil-
lations can greatly increase the vertical propagation rate of the near-inertial energy. Klein
and llewellyn Smith (2001) studied the horizontal dispersion of near-inertial oscillations in

a mesoscale eddy field and found the prevalence of the trapping regime, inside regions of
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negative relative vorticity. Lee and Niiler (1998) have also pointed out the possibility that
anticyclonic eddies can act as a chimney, draining near-inertial energy from the surface to
the deep ocean.

In this letter, we consider the response of an eddy-rich channel model to a moving
storm, and, in particular, how the presence of the eddies affects the vertical propagation of

the near-inertial energy generated by the storm.

5.2 The Model

The model is a 5000 m depth reentrant channel of length 50° longitude. The numerical
code is the same as used by Eden et al. (2004) and is a revised version of the MOM2 code.
The northern and southern boundaries of the channel are at 30°S and 38°S, respectively.
The horizontal resolution is 1/3° in longitude (in both latitude and longitude) and there are
45 unevenly spaced z levels in the vertical. The initial conditions are a state of rest and a
horizontally homogeneous but vertically stratified ocean. A cosine-shape eastward wind
stress is applied at the surface to generate baroclinic instability. A quadratic drag law is
used for bottom friction with a coefficient of 1.5 x 10~2. Lateral biharmonic viscosity of
2 x 10! m*/s and explicit vertical viscosity of 2 x 10™* m?/s are also employed. The
QUICKER advection scheme is used for the only tracer (potential temperature) with no
explicit diffusion.

A year-long spin-up forced by the cosine-shape zonal wind was used to allow the tur-
bulence to fully develop and reach a quasi-equilibrium state before the storm forcing is

introduced. The wind stress for the storm is specified following Chang and Anthes (1978)

as
T/rmin 057 < Thin
T = Tmaz X (Tmaz - T)/(Tma:v - Tmin) Tmin &7 < Thaz (5'1)
0 7 2 Trmaz

where 7 is the amplitude of the tangential wind stress with respect to the storm center, and

r is the radial distance from the center (the radial wind stress is put to zero). Here, we put
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Figure 5.1: (a) Near-inertial energy input at the surface of the world ocean in the winter
season (adopted from Alford (2003b)); (b) Eddy kinetic energy at the surface of the world
ocean (adopted from Stammer and Wunsch (1999)). Note the use of different reference
longitudes in the two figures.
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Figure 5.2: Near-inertial energy associated with the storm at 5 m depth [(a) and (c)] and
1641 m depth [(b) and (d)] and integrated over a 15 day period following the storm. (a)
and (b) are for the case with eddies, (c) and (d) for the case without eddies. The units are
m?s~2. Note that the scale used at 5 m depth [(a)and (c)] is different from that used at 1641
m depth [(b) and (d)].

Tmin = 30 km, 7nez = 300 km, and Tpne; = 3 Nm~2. The storm centre moves along
34°S from the west to the east at 10 ms™! and decays so as not to reenter the channel at
its western end. The storm forcing was added to the zonal wind stress at the end of the
spin-up. A model run using the storm forcing applied to a resting ocean was also carried
out and used to determine the difference between the response of an eddying and a resting

ocean to the storm.
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5.3 Model Results

At the end of the spin-up, the model domain is characterized by strong warm-core anticy-
clonic eddies aligned close to the north wall of the channel (see Figure 5.3b below) and
weaker cold-core cyclonic eddies further south. The maximum velocity reaches 2 m s~1
at the surface. In order to isolate the near-inertial response of the model, a 5th order But-
terworth bandpass filter centred at the local (32°5) inertial frequency was applied to the
model-computed velocities. Figure 5.2 shows the kinetic energy calculated from the band-
pass filtered velocity fields and integrated over a 15 day period following the passage of the
storm. When the ocean ahead of the storm is at rest (Figure 5.2¢), the near-inertial energy
at the surface is found along and to the left (north) of the storm track, and integrates over
the area of the channel to a value of 3.5 x 105 m2s™2. The leftward bias results from the
surface current being turned by the Coriolis force in the same direction as the wind stress
to the left of the track, but in the opposite direction to the right of the track (Chang and
Anthes (1978)). When there are eddies, a much more complicated pattern results (Figure
5.2a). Several “hot spots” are formed, reflecting the pattern of the eddy field. Nevertheless,
integrating over the area of the channel, the total near-inertial energy at the surface is now
only 2.0 x 10° m?s~2, nearly half of that when there are no eddies. A different picture
emerges at 1641 m depth (Figure 5.2b,d). In the absense of eddies, the energy level is so
low that no contours appear on the plot (Figure 5.2d), whereas in the presence of eddies
(Figure 5.2b), there are localized regions where the integrated, near-inertial energy is at
least one order of magnitude larger. Integrated over the area of the channel, the total near-
inertial energy in Figure 5.2¢ is more than 40 m?s~2 compared to only about 8 m?s~2 in
Figure 5.2d. These results indicate a much more efficient transfer of near-inertial energy to
depth when there are eddies compared to when there are not.

Figure 5.3 compares the difference in integrated, near-inertial energy between Figures
5.2b and 5.2d (Figure 5.3a) with the temperature field at the same depth (Figure 5.3b). It
should be noted that Figure 5.3b is a snapshot, whereas Figure 5.3a shows the difference
between quantities integrated over a 15 day period. Nevertheless, the two figures roughly

correspond to the same time period, and clearly show that each hot-spot for near-inertial
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Figure 5.3: (a) The difference between Figures 5.2b and 5.2d in m?s~2 and (b) a snapshot
of the temperature (°C) field at 1641 m depth.
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energy at 1641 m depth (Figure 5.3a) corresponds to an individual anticyclonic (warm)
eddy (Figure 5.3b). The correspondence is not exact because the anticyclonic eddies are not
steady, but rather move around, and the near-inertial energy trapped in these anticyclones is
carried by them and redistributed. Nevertheless, our results support the contention of Lee
and Niiler (1998) that anticyclonic eddies can act as a conduit, draining near-inertial energy
to depth (what they call the “chimney effect”). Figure 5.4 shows vertical transects of the
near-inertial energy along 32°S for the two cases, with and without eddies. The chimney
effect can be clearly seen in Figure 5.4a. Each high-energy conduit corresponds to an
anticyclonic eddy (Figure 5.3b) and carries the near-inertial energy to more than 1500 m
depth in the case with eddies (Figure 5.4a), compared to the much weaker and more diffuse
downward spreading of near-inertial energy in the case without eddies (Figure 5.4b). Young
and ben Jelloul (1997) describe an example in which the horizontal scale of the near-inertial
oscillations is much larger than that of the eddy field and also find enhanced propagation
of the near-inertial energy to depth in association with the eddies. By contrast, our model
results show a strong correspondence between the horizontal scale of the storm-generated
near-inertial oscillations, and that of the eddy field, and highlight the importance of the
chimney effect.

The basic mechanism at work was introduced by Kunze (1985). He argued that in the

presence of the relative vorticity ¢, the effective Coriolis parameter, f.sy, is replaced by

fesr=f+¢/2 (5.2)

where f is the planetary vorticity. To examine this effect, we have looked at time series
of the bandpass filtered velocities within the hot spots at depth 1641 m. These reach up
to 4 cm/s, somewhat greater than the 1 em/s maximum found in the case with no eddies.
A spectral analysis shows that the dominant frequency is shifted from about 19 hours (the
local inertial period) when there are no eddies to near 23 hours when there are eddies. For
a typical anticyclonic eddy in the channel, the relative vorticity ¢ is roughly 2 x 1075 571,
Based on equation (5.2), the effective inertial period in such an eddy is approximately 23

hours, consistent with the model results. The same frequency shift can also be seen in
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Figure 5.4: Vertical transect of the near-inertial energy in m2s~2 along 32°S in the experi-
ment (a) with eddies; (b) without eddies.
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the surface level of the model where it is also consistent with equation (5.2). This result
differs from D ’Asaro (1995), who found a much smaller frequency shift associated with
near-inertial oscillations generated in the Northeast Pacific by a strong storm. The reason

for this difference is not clear.

5.4 Discussion and Summary

The thermohaline circulation of the ocean results primarily from deep water formation at
sites in the Nordic and Labrador Seas, and around Antarctica, and upwelling throughout the
rest of the global ocean. Mechanical energy input from the wind and tides is thought to be
necessary to generate the diapycnal mixing required to support the upwelling branch of the
thermohaline circulation (Munk and Wunsch (1998), Wunsch (2002)). Global maps of the
wind-induced energy flux to inertial motions at the surface have been drawn by Watanabe
and Hibiya (2002) and Alford (2003b), but there is a question as to how the near-inertial
energy generated at the surface is transferred to the deep ocean where it is available to
participate in deep ocean mixing,

Wind-induced near-inertial energy is thought to be redistributed by the propagation of
inertial-gravity waves to lower latitudes, for example by the beta-dispersion effect (see
Alford (2003a) and Chiswell (2003)), and by advective processes (e.g., Zhai et al. (2004a)
and Zhai et al. (2005a)). However, there is a strong similarity between the distribution of
the input of near-inertial energy at the surface (Alford (2003b)) and the distribution of eddy
kinetic energy in the world ocean (Stammer and Wunsch (1999); see Figure 5.1), making it
necessary to examine the effect of a mesoscale eddy field on the vertical propagation of the
near-inertial energy.

Our model results suggest that the vertical propagation of near-inertial energy is strongly
enhanced by the presence of eddies. Young and ben Jelloul (1997) had earlier arrived at
a similar conclusion. However, in contract to Young and ben Jelloul (1997), our model
results emphasise the important role played by anticyclonic eddies, which in our model,

drain near-inertial energy quickly to the deep ocean through the “inertial chimney” effect
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of Lee and Niiler (1998). Since a given energy level at higher latitudes causes much more
mixing than at lower latitudes (Gregg et al. (2003), Garrett (2003)), the “inertial chimneys”
could be an efficient way to generate mixing at depth, since they can drain wind-generated
near-inertial energy to depth more locally, at middle to high latitudes, rather than transfer-
ring it first to lower latitudes as in the S-dispersion effect (Garrett (2001)). We argue that
the “inertial chimney” effect could be particularly important in the Southern Ocean, where
there is both an abundance of eddies, and strong near-inertial energy input at the surface due
to passing storms. Such an effect could be important for understanding diapycnal mixing
levels in the Southern Ocean, and ultimately, the pathways of the meridional overturning

circulation.
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Chapter 6

Spreading of Near-Inertial Energy in a

1/12° Model of the North Atlantic

Ocean!

Near-inertial energy in the ocean is thought to be redistributed by S-dispersion, whereby
near-inertial waves generated at the surface by wind forcing propagate downward and equa-
torward. In this letter, we examine the spreading of near-inertial energy in a realistic 1/12°
model of the North Atlantic driven by synoptically varying wind forcing. We find that (i)
near-inertial energy is strongly influenced by the mesoscale eddy field and appears to be lo-
cally drained to the deep ocean, largely by the chimney effect associated with anticyclonic
eddies, and (ii) the interior of the subtropical gyre shows very low levels of near-inertial

energy, contrary to expectations based on the 3-dispersion effect.

ICitation: Zhai, X, R. J. Greatbatch, and C. Eden (2007), Spreading of near-inertial energy in a 1/12
model of the North Atlantic Ocean, Geophys. Res. Lett., 34, 1.10609, doi:10.1029/2007GL029895. Copy-
right 2007 American Geophysical Union. Reproduced by permission of American Geophysical Union.
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6.1 Introduction

Near-inertial waves are believed to be an important source of energy for generating diapy-
cnal mixing in the ocean, contributing to the maintenance of the meridional overturning
circulation (Munk and Wunsch (1998)). The traditional view is that near-inertial energy is
redistributed in the ocean largely by the 3-dispersion effect, whereby near-inertial waves
are free to propagate equatorward, but are restricted in their poleward propagation by the
planetary vorticity gradient (e.g., Anderson and Gill (1979); Garrett (2001)). Observational
evidence has been found to support this idea (e.g., Chiswell (2003); Alford (2003a)). How-
ever, the ocean is not homogeneous, and similar to the idea of 3-dispersion, the horizontal
gradient of the relative vorticity can influence the propagation of near-inertial waves (Kunze
(1985); Young and ben Jelloul (1997); van Meurs (1998); Lee and Niiler (1998); Klein and
llewellyn Smith (2001); Zhai et al. (2005b)). It has also been pointed out (Zhai et al.
(2005b)) that there is a remarkable coincidence between regions with strong mesoscale
variability (storm tracks) in both the atmosphere and the ocean. It follows that regions
where there is a strong energy input to the ocean at near-inertial frequency (the atmospheric
storm tracks) and also regions of strong mesoscale variability in the ocean, making stud-
ies of the interaction between near-inertial waves and mesoscale eddies necessary. Using
an idealized ocean channel model, Zhai et al. (2005b) showed the important role played
by anticyclonic eddies for draining near-inertial energy from the surface to the deep ocean
through the “inertial chimney” effect (e.g. Kunze (1985), Lee and Niiler (1998)). The basic
mechanism at work was discussed by Kunze (1985) (see also Mooers (1975)), who showed

that in the presence of the relative vorticity ¢, the effective Coriolis parameter, f.;y, is

fesr=1F+C/2 (6.1)

where f is the planetary vorticity. It then follows that if the relative vorticity gradient is
strong enough, near-inertial energy generated inside anticyclonic eddies can be trapped and
reflected downward locally to the deep ocean.

Most previous studies on the interaction between near-inertial oscillations and mesoscale
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eddies have been conducted in idealized model set-ups, and it is not clear how significant
the chimney effect is in reality in comparison with S-dispersion. In this letter, we make
a first attempt to address this issue using a realistic eddy-resolving (1/12°) model of the

North Atlantic Ocean driven by synoptically varying wind forcing.

6.2 The Model

The model used in this study is based on a rewritten version of MOM2, and is idential to
the one used in Eden et al. (2007b). The horizontal resolution is about 10 km at the equator
decreasing to about 5 km in high latitudes, corresponding to roughly 1/12° in longitude.
The model domain extends between open boundaries at 20°S and 70°N formulated follow-
ing Stevens (1990), with a restoring zone in the eastern Mediterranean Sea. There are 45
vertical geopotential levels with increasing thickness with depth, ranging from 10 m at the
surface to 250 m near the maximal depth of 5500 m. The model was spun-up for 10 years
with monthly climatological forcing. After that, it was forced using daily wind stress taken
from 24-hour forecasts of the operational weather forecast model from ECMWF started
from operational analyses at 12 Universal Coordinated Time (UTC) on each day from year
2001 to 2004 (see Eden and Jung (2006)). The horizontal resolution of the ECMWF model
is about 40 x 40 km and here we use forcing from 2001 starting on January 1.

The model variables are saved every 0.1 day, so aliasing of the near-inertial frequency
band in the model output is not a problem. We examine the model results in winter when
the near-inertial energy input is at its maximum, and leave the question of seasonality to
a future study. To compute near-inertial energy, the horizontal velocity is filtered (using
a Butterworth filter) to retain periods of less than 1.3 days. By near-inertial energy in the
model we mean the kinetic energy computed from the high pass filtered velocity. The
cutoff period of 1.3 days is sufficient for the regions that we are interested in, and further
refinement of the band-pass filter does not lead to any major changes of the near-inertial

properties in the model.
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Figure 6.1: (a) Energy input to near-inertial motions. (b) Total wind work. Both are inte-
grated for 10 days. Unit, x8640 N m™".
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6.3 Model Results

Figure 6.1a shows the input of near-inertial energy at the sea surface calculated using 7 - uy,
where 7 is the wind stress vector and wuy the high pass filtered surface velocity, and inte-
grated for 10 days starting on March 8. For simplicity, we focus on the subtropical gyre
and its neighbourhood. The overall pattern and magnitude is broadly consistent with the
estimate given by A/ford (2003b) who used a slab model and did not account for mesoscale
eddies. In particular, south of the atmospheric storm track, over the subtropical gyre, much
lower levels of energy input are found than beneath the atmospheric storm track itself.
Clearly, however, integrations using wind forcing with higher temporal resolution and aver-
aged over many years will be required to provide a reliable comparison with Alford (2003b).
Our purpose here is simply to show that the energy input to the inertial frequency band in
the model is at a reasonable level. For comparison, Figure 6.1b shows the total wind work
(7 - u, where u is the total surface velocity) over the same region, integrated over the same
10 days. Here, the mesoscale eddy field clearly dominates; in particular, the wind trans-
fers energy into (and out of) the ocean mostly through the mesoscale eddy field (Zhai and
Greatbatch (2007)), and the peak value 1s more than one order of magnitude larger than
that of the near-inertial energy input.

The distribution of the near-inertial energy itself is illustrated in Figure 6.2. At the
surface (Fig. 6.2a), the near-inertial energy shows a smooth maximum over the Grand
Banks of Newfoundland, where the relative vorticity is small compared with the Coriolis
frequency. By contrast, much smaller spatial scales, reflecting the mesoscale eddy field,
are found in other parts of the figure, in contrast to expectations based on traditional theory
in which the spatial scale is set by the scale of the applied wind field (e.g. Greatbatch
(1984); Kundu and Thomson (1985)). The same effect can be seen by comparing Figures
6.2a and 6.2¢ in the idealised study of Zhai et al. (2005b), and has been noted in observed
data by Kunze and Sanford (1984) for a frontal situation, demonstrating the influence of
the mesoscale in regulating the near-inertial energy field. Deeper down at 516 m depth,
large near-inertial energy levels are also confined in the western boundary current region

and again exhibit small spatial scales associated with the eddy field. Vertical transects
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(Figures 6.2¢,d) reveal a similar picture, with relatively high levels of near-inertial energy
in “chimneys” confined to the neighbourhood of the Gulf Stream. The association between
high levels of near-inertial energy and negative relative vorticity is shown in Figure 6.3.
The Gulf of Mexico (Figures 6.3a,c) offers a very clear example of the “chimney effect”
with nearly all the significant inertial energy confined within two warm core rings (see also
Figure 6.4). The situation is more complicated in the neighbourhood of the Gulf Stream,
where advection (Zhai et al. (2004a)) and doppler shift effects (e.g. Zhai et al. (2005a))
are likely to be important, but there is still a clear association between high levels of near-
inertial energy and regions of negative relative vorticity.

Finally, we see no evidence in the model of the equatorward spreading of near-inertial
energy from its generation over the Gulf Stream region, in association with the passage of
atmospheric storms, to the interior of the subtropical gyre further south. Both the horizontal
plan views and the vertical transects (Figure 6.2) indicate very low levels of near-inertial
energy south of 35°N and below the surface layer of 100m depth, much lower, for example,
than found by Nagasawa et al. (2000) in their study without eddies using a 1/6° model
of the North Pacific. Rather the picture that emerges is of near-inertial energy input at
the surface in the western boundary current region that propagates locally down to the
deep ocean, with no significant leaking equatorward through S-dispersion. Therefore, the
majority of the subtropical gyre, apart from the top 100 m, can be described as a “desert”
for the near-inertial energy. It should be noted that the model run starts from January 1
with synoptic wind forcing, so near-inertial waves should have adequate time to ventilate

the subtropical gyre by the time in March of our plots if G-dispersion is at work (Anderson
and Gill (1979); Nagasawa et al. (2000)).

6.4 Discussion and Summary

Near-inertial energy is traditionally thought to be redistributed in the ocean largely by §-

dispersion, whereby the near-inertial energy propagates both equatorward and downward
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(e.g. Garrett (2001)). If this is the case, then near-inertial energy generated in the west-
ern boundary current region could fuel the deep subtropical ocean, where there is only a
limited energy source at the surface. However, the ocean is turbulent and inhomogeneous
in its nature, and the propagation of near-inertial waves can be strongly influenced by the
mesoscale flow field. For example, enhanced near-inertial energy levels have been observed
on the negative vorticity sides of fronts (e.g., Kunze and Sanford (1984); Mied et al. (1986))
and in warm eddies (e.g., Kunze and Sanford (1986)). Given the remarkable coincidence
of the atmospheric storm tracks (the source regions for near-inertial energy in the ocean)
and the oceanic storm track, mesoscale eddies need to be taken into account when studying
the distribution of near-inertial energy in the ocean. Using an idealized model, Zhai et al.
(2005b) showed the important role played by anticyclonic eddies for draining near-inertial
energy from the surface to the deep ocean through the “inertial chimney” effect (e.g. Kunze
(1985), Lee and Niiler (1998)). However, there have been no previous studies with high-
resolution realistic simulations. In this letter, we examine the spreading of near-inertial
energy in an eddy-resolving (1/12°) model of the North Atlantic Ocean driven by synoptic
wind forcing. The picture that emerges from this study is as follows:

1) The horizontal scale of variations in near-inertial energy in the model, both at the
surface and subsurface, is strongly influenced by the mesoscale eddy field and, as a result,
is much smaller than that of the applied wind forcing.

2) Most of the near-inertial energy input at the surface is drained locally to the deep
ocean by the mesoscale eddy field, and in particular, by the chimney effect associated with
anticyclonic eddies.

3) The interior of the subtropical gyre is a “desert” for near-inertial energy, contrary to
expectations from [-dispersion theory (Garrett (2001), Nagasawa et al. (2000)).

Enhanced near-inertial energy in warm eddies has been observed to generate turbulence
and mixing through shear instability at the critical depth where the vertical group velocity
goes to zero (e.g., Lueck and Osborn (1986), Kunze et al. (1995)). Therefore, strong diapy-
cnal mixing associated with near-inertial wave breaking is expected to occur in the Gulf

Stream system and other regions of the world ocean with high levels of eddy kinetic energy



75

(e.g. the Southern Ocean). Furthermore, since a given energy level at higher latitude causes
much more mixing than at lower latitudes (Gregg et al. (2003); Garrett (2003)), mesoscale
eddies could be efficient in generating mixing at depth, since they can drain the near-inertial
energy to depth locally, rather than transferring it to lower latitudes as in B-dispersion.

More detailed calculations are necessary to provide accurate estimates of the near-
inertial energy input to the ocean in the presence of a mesoscale eddy field, updating Alford
(2003b), and also to study the fate of near-inertial energy within eddies and the associated
mixing, building on the observation work of Lueck and Osborn (1986) and Kunze et al.
(1995). Longer integrations, including the seasonal cycle, and using wind stress forcing
with higher temporal and spatial resolution are clearly required, as well as further rela-
tively short model integrations using even higher model resolution than we have used here.
Nevertheless, our results clearly suggest that energy input from the wind to the near-inertial
frequency band may well be dissipated, and lead to mixing, locally within mesoscale ed-
dies in the ocean rather than being spread equatorward by 3-dispersion. If this result holds
up to closer scrutiny, then the diapycnal diffusivity that is specified in the ocean component
of climate models will need to be adjusted accordingly, with relatively large values in re-
gions of relatively large eddy kinetic energy in the ocean, complementing recent work by
Hibiya et al. (2006) on the spatial distribution of the diapycnal diffusivity resulting from
tidal forcing.
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Chapter 7

The Possible Role in the Ocean Heat

Budget of Eddy-Induced Mixing due to

Air-Sea Interaction!

The traditional point of view is that in the ocean, the meridional transport of heat is achieved
by the wind-driven and meridional overturing circulations. Here we point out the funda-
mental role played by ocean mixing processes. We argue that mixing (i.e. water mass
conversion) associated with eddies, especially in the surface mixed layer, can play an im-
portant role in closing the ocean heat budget. Our results argue that the lateral mixing
applied at the surface of ocean/climate models should be playing an important role in the
heat balance of these models, indicating the need for physically-based parameterizations to
represent this mixing.

ICitation: Greatbatch, R. J., X. Zhai, C. Eden, and D. Olbers The possible role in the ocean
heat budget of eddy-induced mixing due to air-sea interaction, Geophys. Res. Lett., 34, L07604,
doi:10.1029/2007GL.029533, 2007. Copyright 2007 American Geophysical Union. Reproduced by per-
mission of American Geophysical Union.
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7.1 Introduction

The earth exhibits a net radiative gain of heat from the sun in the tropics and middle lat-
itudes, but a net loss in higher latitudes. The earth’s fluid envelope is therefore required
to redistribute heat from low to high latitudes in order to maintain balance (Gill (1982)).
The ocean is believed to play an important role in this process and the traditional picture is
that ocean heat traﬁsport is achieved by the circulation (e.g. Bryan (1991)). In the North
Atlantic, it is thought the meridional overturning circulation dominates (Hall and Bryden
(1982), Roemmich and Wunsch (1985)), with warm water flowing northward in the up-
per part of the water column and colder water returning southward at depth, giving a net
northward transport of heat when integrating over the depth of the water column (Bryan
(1962)). Recently Boccaletti et al. (2005) have pointed out that the shallow wind-driven
overturning cells also contribute to this process. Here we present an alternative point of
view and emphasise the fundamental role played by mixing processes in the ocean heat
budget. The necessary mixing can arise either from interaction with the atmosphere in the
surface mixed layer or from interior mixing. Estimates of the diapycnal diffusivity in the
interior of the ocean (Ledwell et al. (1993)) are of the order 1075 m? s~!, and we argue that
this level of mixing is insufficient to close the heat budget (see Sections 2 and 3). Although
more enhanced mixing has been found over rough topography, e.g. Ledwell et al. (2000),
this mixing takes place at too great a depth to affect the heat budget for the top 1 km or
so of the ocean where the thermocline is located - see Figure 7.1. Mixing inferred from
water mass transformation theory (e.g. Speer (1997)) also supports the small values found
in the ocean interior. Eddies, on the other hand, are known to play an important role in
shaping the large-scale ocean circulation, especially in the Southern Ocean (Danabasogiu
et al. (1994), Rintoul et al. (2001)), but it has not been clear what role the eddies play in
the overall heat balance. Early work suggested that eddies do not have a fundamental role
to play (Drijfhout (1994), Bryan (1996)). In this letter, we combine a new theory (Eden
et al. (2007a)) with observed data to argue, by contrast, that the redistribution of heat by
eddies plays a fundamental role. Our approach is an extension of that taken by Radko and
Marshall (2004) (see also Marshall et al. (2002), Hughes (2002)), except that rather than
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Figure 7.1: Zonally-averaged potential temperature (°C) from the World Ocean Atlas 1998
(Levitus et al. (1998)).

analyse an idealised model set-up (as in Radko and Marshall (2004)), we apply the theory
to ocean data. Importantly, we emphasise the role played by the surface mixed layer and,
in particular, we stress a new aspect, namely the importance of mixing that arises from the
damping of the sea surface temperature (SST) variance by the surface heat flux (see Zhai
and Greatbatch (2006b)). Our ultimate aim is to show the importance of heat transfer as-
sociated with mesoscale eddies in the 3-D heat budget of the ocean. However, to do this we
must begin with the heat budget for the ocean after zonal averaging (Section 2), for which
standing eddies are important, and then make use of the zonally-averaged case to extend
the theory to three-dimensions in Section 3, where the importance of mesoscale eddies is

revealed.

7.2 Zonal Averaging

The potential temperature in the ocean reveals a bowl-shaped warm water pool, with isen-

tropes outcropping at the surface on both sides of the equator (see Figure 7.1). The question
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arises as to how the heat input at the surface at low latitudes escapes from the “bowl” and
redistributes itself poleward in order to maintain balance. Following zonal averaging at
fixed height and time averaging to ensure a statistically steady state, the equation for the

ocean heat budget, following Eden et al. (2007a), can be written as:
V- (LyuwT)=Q+ V- (L,K/VT) (7.1)

where the overbar denotes the averaging operator (zonal and time averaging), T is the
potential temperature, u* is the “residual mean” velocity (sum of the Eulerian mean and
eddy-induced transport velocity; see Gent et al. (1995)), L., is the zonal width of the ocean
as a function of latitude and depth, and @ is the total, instantaneous thermal forcing associ-
ated, in the surface mixed layer, with the surface heat flux and 3-D turbulence (e.g. leading
to entrainment/detrainment etc..) and, in the ocean interior, with microstructure mixing
(Gregg et al. (2003)). K, is the thermal diffusivity associated with the departures from
the average. Fden et al. (2007a) give the following expression for K, in statistical steady
conditions:

K |VT|* = —Q'T" + higher order terms (72)

where the prime denotes the departure from the zonal/time average. Noting that, in statis-

tically steady state, the equation for the eddy variance, o= %’2- is
V - (Lyug) = L, [-0'T' - VT + Q'T' (71.3)

we see that the second term on the right hand side of (7.2) is the same as the Q7" term
in (7.3). The higher order terms in (7.2) arise from rotational fluxes used to absorb the
advective flux of variance on the left hand side of (7.3) - see Eden et al. (2007a) for details
- leaving a balance between production, —uw'T” - VT and dissipation Q'T" to determine K.
Furthermore, the Q"T" term is negative when variance is being dissipated, in which case K
emerges as a positive coefficient. (Equations (7.7) and (7.11) provide a simple illustration
of K, when @ is a Newtonian relaxation term.) We now integrate (7.1) over the area

(called the “control volume”) between the sea surface and a mean isentrope, say T = T,,.
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The residual mean advection term integrates to zero and plays no role in the subsequent
balance (using the fact that the normal component of u* is zero at the sea surface and
V - (Lyu*) = 0). Physically, this is because the potential temperature of the water that is
advected into the control volume (the “bowl” of warm water) is the same as the potential
temperature of the water that is advected out. The resulting balance (see Walin (1982)) is
therefore _

/Lw(Ks + Ke)g—z;ds = —Zci (7.4)

s P

where the integral is taken along the isentrope T = T, n is the coordinate perpendicular
to the isentrope, and p, c, are the density of sea water and the specific heat at constant
pressure, respectively. In (7.4) we have split the thermal forcing (Q into two parts: K is
the diffusivity associated with the 3-D mixing, in particular microstructure mixing in the
ocean interior, and # is the net input of heat at the surface. (7.4) says that the heat input
at the surface, #, is balanced by mixing processes, either the 3-D mixing associated with
K, acting on the mean gradient, or mixing (i.e. water mass conversion) associated with the
eddies, i.e. the departures from the averaging operator, and represented by K. A striking
feature of equation (7.4) is that there is no appearance of the mean circulation associated
with the wind-driven or meridional overturning circulations, as in the traditional view of
ocean heat transport (Bryan (1991)). Furthermore, the essential role played by mixing
processes for balancing the heat budget is made very clear.

Let us now consider the heat budget for the control volume that is bounded by the sea
surface and the 14 °C isentrope. The 14 °C isentrope spans roughly the range of latitudes
between about 40°N and 40°S (see Figure 7.1). We use the ocean heat transport estimates
shown in Figure 3 of Wunsch (2005) (see also Ganachaud and Wunsch (2000)) to estimate
the total surface heat input to our control volume to be about 1 PW (1 PW is 10'> W). It
should be noted that the error bars are such that the actual net heat input could be as much
as 2 PW or as little as 0 PW (as implied by Grist and Josey (2003)). Taking H = 1 PW,
K, = 107% m? s~!, as found from microstructure measurements (Ledwell et al. (1993)),
and 0T /On = 2 °C/100 m from Figure 7.1, the integrated contribution from the small-

scale mixing is almost one order of magnitude too small to balance the surface heat input.
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Furthermore, since the 14 °C isentrope is confined to the upper few hundred meters of the
water column, we cannot invoke enhanced mixing over rough topography (e.g., Ledwell
et al. (2000)) to close the budget. It is also easy to show that 3-D mixing in the surface
mixed layer associated with the K term is insufficient to balance the budget, since the
horizontal length scales associated with 3-D mixing are too small to provide the necessary
diffusivity. It follows that if one accepts that the net heat input is 1 PW, then to close the
heat budget one needs to invoke the K, term; that is, mixing associated with the departures
from the zonal/time average. Diagnoses using the 16 °C or 18 °C isentropes add support to
this conclusion because as the water mass contained in our control volume warms, one can
be increasingly confident that the lower bound on the estimate for the net heat input, H, is
significantly above 0 PW.

K. is the diffusivity arising from the departures from the zonal/time average and we
can use the theory of Eden et al. (2007a) to estimate its value. In our case, these depar-
tures are associated with mesoscale eddies, standing eddies arising from the departure of
the time-mean flow from the zonal average, and also the seasonal cycle. The latter is a
complication we expect to be associated with a negative diffusive effect. This is because
when the variations in the thermal forcing, (), are seasonal only, the temperature and forc-
ing changes, T", ()’ respectively, are positively correlated, as can be seen from Figure 1 in
Gill and Turner (1976), leading to a negative diffusivity using (7.2). (Note that the effect
of seasonal forcing is to enhance the equator to pole temperature contrast, rather than re-
duce it.) Clearly, however, if K, is negative, then the heat budget given by (7.4) cannot be
balanced. It follows that either the mesoscale eddies or the standing eddies dominate. A
second complication is the role of along-isopycnal mixing. Since potential temperature is
the dominant influence on density over most of the ocean (at least the subtropical regions
we are interested in), we neglect this effect in what follows. On the other hand, the eddy-
induced diffusivity, whether this comes from the mesoscale or the standing eddies, will be
important in the surface mixed layer where the ocean has contact with the atmosphere (e.g.

Tandon and Garrett (1996)). We therefore assume that K, is dominated by the contribution
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Figure 7.2: Surface eddy diffusivity in units of m? s~! estimated from equation (7.11) using
Haney (1971) and color coded using a log scale to base 10, together with the mean SST
(°C) contours.

from the surface mixed layer and write equation (7.4) as

27LKeLw?Z ~ (7.5)
oy  pc
where we have neglected the contribution from 3-D mixing (the K, term) and h represents
a mean mixed layer depth. To estimate h, we use the climatology of the mixed layer depth
taken from the U.S. Naval Research Laboratory (Kara et al. (2003)), which is on the order
of 100 m at 40° latitude in both hemispheres. The diffusivity, K., diagnosed from equation
(7.4) using H = 1 PW is then close to 10* m? s~1.

The eddy diffusivity in the surface mixed layer can also be estimated directly from
theory. We neglect the higher order terms (which can be shown to be small) in equation
(7.2) to obtain

KT, ~ -QT' (7.6)

where T, is the meridional gradient of the zonally-averaged sea surface temperature (SST),
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and T" is the departure of the SST from the zonal/time average. To illustrate the importance
of the damping of SST variance by the atmosphere, we replace Q' by a simple restoring
boundary condition, in which SST is relaxed back to climatology on a time scale (1/7) of
50 days (Haney (1971)), so that

K, |T,? ~ ~T". (1.7)

In order to estimate T2, we use climatological SST data from the World Ocean Atlas and
compute the variance based on the departures from the zonal average. Taking |T,| from

Figure 7.1, then gives values of K, that are significantly larger than 10* m? s~!

, indicating
that sufficient mixing is indeed available in the surface mixed layer to close the ocean heat
budget in the zonally-averaged case. It should be noted that this estimate for the diffusivity
is based on the standing eddies only (analogous to the gyre component in Bryan (1962) )
and does not include the effect of mesoscale eddies. In the 3-D case discussed next, only

transient eddies are available to provide the necessary mixing.

7.3 The 3-D Case

Following Eden et al. (2007a), the equation for the ocean heat budget in the 3-D case in

statistically steady state is:
V-(uT)=Q+ V- (K. VT) (7.8)

where here the overbar represents a time mean carried out in height coordinates, V is now
a 3-D operator, u* the 3-D “residual mean” velocity (different from u* in equation (7.1))

and K, is the diffusivity in the 3-D case given in statistical steady conditions by
K.|VT|?> = —Q'T" + higher order terms. (7.9)

As before, the diffusivity, K, in general will be positive (in association with the irreversible
removal of variance). Taking the control volume to be the volume of water between the sea

surface and a mean isentropic surface, say T = Ty, it follows, exactly as before, that the
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residual advection term drops out from the heat balance, again revealing the central role

played by mixing processes, and leaving the balance

/(K +K)—~dA# % (7.10)

where the integral is now taken over the isentropic surface T' = T,, and H is the total
surface heat input to the control volume. We now use the surface heat flux climatology of
Grist and Josey (2003) to adjust our estimate for the net surface heat input in the zonally-
averaged case in order to account for the fact that the 14 °C isentrope does not outcrop
exactly along the latitude lines 40°N and 40°S. This adjustment turns out to be negligibly
small compared to 1 PW, and we therefore take 1 PW as our estimate for the net surface
heat input to our control volume in the 3-D case, as for the zonally-averaged case (while
recognising the uncertainty in this estimate noted above). It follows, as before, that we
expect mixing associated with K. to play an important role in balancing the ocean heat
budget. Since in the 3-D case we are using time averaging, the influence of standing eddies
is excluded, and mesoscale eddies are the only mechanism available to provide the mixing
necessary to overwhelm the negative diffusive effect from the seasonal cycle. We now
concentrate, as before, on the mixing arising due to interaction between mesoscale eddies
and the surface heat flux. To provide some indication of the likely magnitude of K, in
this case, we replace ) in (7.9) by a simple restoring boundary condition, as before, and

neglect the higher order terms to obtain
K VT|? =~ T (7.11)

where T2 is the SST variance which, here, is derived from satellite data. The SST data
have a resolution of 14 km and are taken from the NOAA Satellite and Information Service
website (for details, see http://www.class.noaa.gov/nsaa/products). The selected dataset
spans the period from August 2001 to September 2005, and is available once a week. The
SST anomaly (T”) is computed after the seasonal cycle has been removed and is the depar-

ture from the mean over the whole study period. Figure 7.2 shows the estimated diffusivity
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for the Gulf Stream region computed from the variance using (7.11) and a time scale of
50 days for 1/~. In the region of the Gulf Stream front, the estimated values are of order
1000 m? s~! due to the strong mean gradient in SST there. Much larger values (of order
10 m? s71) are found immediately south of the Gulf Stream where the mean gradient is
relatively weak. We note that the net northward flux of heat computed by multiplying the
local value of the diffusivity by the local value of the gradient of mean SST is comparable
to the flux implied by (7.5), suggesting that as in the zonally-averaged case, there is suffi-
cient mixing available in the surface mixed layer due to air-sea interaction processes alone
to balance the 3-D ocean heat budget. Clearly future work should focus on estimating the
diffusivity K, globally and on developing parameterizations for K for use in climate mod-
els. A first attempt at estimating the diffusivity from satellite data has been given by Zhai
and Greatbatch (2006a) and agrees quite well in both amplitude and spatial structure with
the estimate in Figure 7.2. Zhai and Greatbatch (2006b) have estimated the eddy-induced
surface diffusivity from a model and also find a similar pattern and amplitude. In particular,
the large values, approaching 10 m? s~! immediately south of the Gulf Stream, are feature
of diagnoses from both observations (Zhai and Greatbatch (2006a)) and models (Zhai and

Greatbatch (2006b)) and appear to be robust.

7.4 Conclusions

Equations (7.4) and (7.10) show that mixing (either 3-D mixing acting on the mean gradient
or eddy-induced mixing) is the essential ingredient for closing the ocean heat budget. Our
results have emphasised the diabatic aspect of the mesoscale eddies (Tandon and Garrett
(1996)). In particular, we argue that eddy-induced mixing in the surface mixed layer due
to air-sea interaction processes can play an important role in closing the ocean heat budget
(illustrated schematically in Figure 7.3). It follows that the lateral mixing applied near the
surface in non-eddy resolving ocean/climate models may be required to play an important
role in closing the ocean heat budget in these models, and that careful attention should

be given to how the lateral mixing in these models is specified. The current practise is
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Figure 7.3: Schematic illustrating the oceanic heat budget.

often to simply replace the isopycnal mixing in the ocean interior by horizontal mixing
at the surface, with no guarantee that the magnitude and spatial structure of the mixing
is appropriate. There is clearly a need to develop physically-based parameterizations for
eddy-induced mixing, especially in the surface mixed layer. The important role played by
the damping of SST variance by the surface heat flux has been emphasised in this paper, an
effect that has been illustrated using a model by Zhai and Greatbatch (2006b).
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Chapter 8

Inferring the Eddy-Induced Diffusivity
for Heat in the Surface Mixed Layer
Using Satellite Datal

The eddy-induced diffusivity for heat at the surface of the western North Atlantic Ocean is
estimated using satellite altimetry and sea surface temperature data. A rotational eddy flux
is removed from the total eddy flux following the ideas of Marshall and Shutts (1981). The
resulting eddy-induced diffusivity shows considerable spatial variability with a value near
10* m? s~! just to the south of the Gulf Stream and values in the range 1-2 x 10> m? 57!
within the Gulf Stream itself.

ICitation: Zhai, X, and R. J. Greatbatch, Inferring eddy-induced diffusivity for heat in the surface mixed
layer using satellite data, Geophys. Res. Lett., 33, 124607, doi:10.1029/2006GL027875, 2006. Copyright
2006 American Geophysical Union. Reproduced by permission of American Geophysical Union.
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8.1 Introduction

Eddies play an important role in determining the large-scale ocean circulation and in tracer
transport, and models used for climate studies and prediction must rely on their parameter-
ization for some time into the future. Most climate models currently use the parameteriza-
tion of Gent and McWilliams (1990) (hereafter GM) to mimic the flattening of isopycnals
and the associated release of available potential energy due to baroclinic instability. The
GM parameterization can be interpreted in terms of thickness diffusion on isopycnal sur-
faces, and several attempts have been made to diagnose the “thickness diffusivity” using
output from eddy-resolving models, e.g., Rix and Willebrand (1996), Bryan et al. (1999),
Peterson and Greatbatch (2001) and Eden et al. (2007b). The GM parameterization is an
adiabatic parameterization, that is, the effect of the eddies is assumed to be completely
adiabatic, and the resulting eddy flux is entirely advective in character. However, while
adiabaticity is a good approximation in the ocean interior, where the observed level of di-
apycnal mixing is low, the adiabatic assumption breaks down in the surface mixed layer,
where the ocean has contact with the atmosphere (Tandon and Garrett (1996), Treguier
et al. (1997)). In fact, although baroclinic instability is itself an intrinsically adiabatic
process, eddies generated by baroclinic (or any other) instability processes are strongly
modified in the surface mixed layer by interaction with the atmosphere, leading to irre-
versible diapycnal mixing (i.e. water mass conversion) associated with eddies. It has also
been proposed that diapycnal eddy fluxes play a significant role in the maintenance of the
thermocline and in balancing the ocean heat budget (e.g., Marshall et al. (2002), Karsten
et al. (2002), Hughes (2002), Radko and Marshall (2004), Greatbatch et al. (2007)).
Recently Eden et al. (2007a) have provided a comprehensive theory in which the eddy
heat (or tracer) flux is decomposed in a consistent fashion into advective (i.e., adiabatic),
diffusive (i.e., diabatic) and rotational parts, extending the theory of Marshall and Shutts
(1981) to the completely general situation. In Eden et al. (2007a), the diabatic effect of
eddies is associated with the irreversible removal of variance at small scale (or the lo-
cal growth of variance in non-statistically steady situations). Here, we combine satellite-

derived geostrophic velocity anomalies with sea surface temperature (SST) data to estimate
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the eddy-induced diffusivity for heat in the surface mixed layer of the western North At-
lantic, based on the theory of Eden et al. (2007a). It should be noted that the mixing we are
talking about here is strictly diabatic and differs from the thickness mixing/diffusivities as-
sociated with the adiabatic eddy tracer transport, and also from the mixing length approach
for estimating diffusivities taken by Holloway (1986), Keffer and Holloway (1988) and
Stammer (1998). In particular, following Fden et al. (2007a), we emphasise the dissipation

of the eddy variance of SST through interaction with the tmosphere.

8.2 Data Description

The SST data has a resolution of 14 km and is taken from the NOAA Satellite and In-
formation Service website. It is a composite gridded-image derived from 8-km resolution
SST observations. SST is defined as the sea surface temperature tuned to in situ data at
1 meter depth (for details, see http://www.class.noaa.gov/nsaa/products). The geostrophic
velocity anomaly (GVA) is derived from maps of sea surface height anomalies optimally
interpolated to a 1/3° Mercator grid and downloaded from the CLS Space Oceanography
Division website (LeTraon et al. (1998)). The study area is the western Atlantic Ocean,
extending from 20°N to 50°N and from 280°W to 310°W. The reason for choosing this
region is that the ocean here is subject to strong eddy activity. To overcome the mismatch
between GVA and SST data grids, we linearly interpolate the GVA data to the SST data
grids. The interpolated GVA fields preserve very well the features in the original GVA
data. The selected datasets span the period from August 2001 to September 2005, with a
temporal resolution of a week (two times a week in the later years). Both the GVA (u’)
and the SST (7”) anomalies are computed after the seasonal cycle has been removed? and
are departures from the mean over the whole study period. The surface temperature flux
associated with the Ekman flow anomalies is about two orders of magnitude smaller than
the eddy temperature flux associated with the GVA, and is neglected in this study. It should

be noted that in the following computations, both the mean temperature gradient and the

2The seasonal cycle is obtained by fitting a sine curve with annual period to the data.
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final diffusivities are spatially smoothed over a scale of 100 kms.

8.3 Results

By considering the full hierarchy of tracer moments, Fden et al. (2007a) express the eddy-

induced diffusivity for heat, K., in quasi-steady state as
_ S _— 1 _, — 1 —
K |VT]? = -QT" + D(4,Q) — 592((153@) + 57?3(¢4Q) + - (8.1)

where the operator D() = V - (VT|VT|7%()), Q is the diabatic forcing and ¢, are the
moments of variance (¢, = %n) and T is here the SST. In the surface mixed layer, () is
controlled by the surface heat flux and entrainment. We begin by neglecting the higher

order terms and use the balance
K J|VT* ~ —Q'T". (8.2)

It is instructive to replace @) by a simple restoring boundary condition, as in Haney (1971),

where SST is relaxed towards climatology on a time scale (1/), so that
Q=—(T-T) (8.3)

where T is the instantaneous SST and T is a specified restoring temperature. Substituting
into (8.2), we obtain

K VT =~ T, (8.4)
It follows that in this simple case, the surface eddy diffusivity can be estimated from the
variance of the SST (W) shown in Figure 8.1a. For simplicity, we begin by putting the
time scale 1/- equal to 100 days (the spatial distribution of this time scale is discussed
later). The resulting diffusivity, K., is shown in Figure 8.1b. Large values of order 104
m? s71 are found to the south of the Gulf Stream, where the mean temperature gradient

is relatively weak, whereas smaller values are found in the Gulf Stream itself, where the
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mean gradient is relatively strong, even though the variance (Figure 8.1a) is relatively large
there.

Next we estimate the diffusivity using the eddy flux, w'T”. Following Eden et al.
(2007a), the eddy flux can be decomposed as

vT' =V x0+Bx VT - K,VT (8.5)

where all the vectors and vector operators are three dimensional (3-D). V x 0 serves as a
rotational flux which drops out when the (3-D) divergence of the eddy flux is taken, and
B is the vector streamfunction for the eddy-induced transport velocity. From (8.5) the
eddy-induced diffusivity K, is given by

K, = -|VT|*(W'T' - V x 6) - VT. (8.6)

We note that for a particular choice of rotational flux, 6, (8.6) and (8.1) are equivalent (see
equation (43) in Eden et al. (2007a)). However, we begin by ignoring the rotational flux
(i.e. put @ = 0) and also assume that the vertical gradient of the mean temperature field is
zero (i.e. that the surface layer is well mixed). Figure 8.2 shows the horizontal component
of the raw eddy flux (w'T") plotted together with the mean temperature. (“Raw” here means
that no rotational flux has been removed.) The raw eddy flux shows considerable spatial
variability, with large amplitude associated with the Gulf Stream, especially after it sepa-
rates at Cape Hatteras, and a significant component along the mean temperature contours.
The eddy-induced diffusivity, K4, 1s diagnosed using (8.6) from the raw eddy fluxes by

putting§ = 0, i.e,, B
w1l .-vT
VT2
and is shown in Figure 8.3a. The raw eddy diffusivity is largely positive in the study area,

Kraw = — (8.7)

indicating that the raw eddy flux is mostly down the mean temperature gradient, although
some regions with negative diffusivity are found. The large-scale structure of K, reveals

a pattern that is basically similar to K, as derived using Harney (1971) (see Figure 8.1b),
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Figure 8.1: (a) Rotational eddy flux plotted together with the variance (°C?). (b) Surface

eddy diffusivity K, estimated using Haney (1971) and plotted on a log scale with base 10;

unit: m? s~!. Black contours are the annual-mean SST (°C).
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Figure 8.2: Surface eddy flux plotted together with the annual-mean SST; Unit: °C.

with maximum values on the order of 10* m? s~! immediately to the south of the Gulf
Stream and values typically between 1000 m? s~ and 2000 m? s~! in the region of the
Gulf Stream front itself. It should be noted that the component of the eddy flux normal to
the mean contours (not shown) is largest along the Gulf Stream front and is relatively small
in magnitude in the subtropical ocean. The eddy diffusivity, on the other hand, is relatively
large in the subtropical ocean because of the weak mean temperature gradient there.
Rotational fluxes can be large in amplitude, and it is important to realize their presence
when interpreting eddy fluxes either in models (Bryan et al. (1999), Jayne and Marotzke
(2002)) or observations (/llari and Marshall (1983)). Here, we note that in the decom-
position of Marshall and Shutts (1981), the rotational flux circulates along the variance
contours. We therefore follow Eden et al. (2007b) and estimate the horizontal component

of the rotational flux using _
wl’-v¢o
TNy — — 7 88
(u )R |V¢lz _1¢ ( )

where V = (-7, £)" denotes anti-clockwise rotation of the gradient vector by 90°, as
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in Eden et al. (2007b). We also tried using the more general approach for estimating ro-
tational fluxes of Medvedev and Greatbatch (2004) and Eden et al. (2007a). However, the
results are not very satisfactory, probably because the vertical flux of variance (which un-
fortunately is not available to us) is required to make (8.6) and (8.1) equivalent (see Eden
et al. (2007a)). 1t is should also be noted that the two-dimensional divergence of (u'T”)g
is not, in general, zero. However, it is easy to add a vertical component to make the 3-D
divergence zero, as required by the theory. The horizontal component of the rotational flux
is plotted together with the variance in Figure 1a. (The spatial distribution of the variance
in the study area is of its own special interest. The maximum variance is found in the Gulf
Stream separation region at Cape Hatteras and there is a spatial shift of the region of high
variance associated with the presence of the New England Seamounts near 39°N, 295°W.)

We now estimate the eddy-induced diffusivity after removing the rotational flux using

_(@T - @T)w) - VT
VTP

K, = (8.9)

where (WT") is defined using equation (8.8). The resulting eddy diffusivity (Figure 8.3b)
is similar in structure but generally reduced in amplitude compared to the raw diffusivity
(Figure 8.3a), though there are still “hot spots” where the eddy diffusivity is close to 10*
m? s~!. Regions with negative diffusivity are also generally reduced compared to Figure
8.3a. Overall, the amplitude and large-scale structure of the eddy diffusivity diagnosed
in this study compares reasonably well (but with differences in detail) with the diffusivity
derived from surface drifter data by Zurbas and Oh (2004). The values we have diagnosed
are also generally larger than previous estimates (e.g. Stammer (1998) - see also Holloway
(1986) for the North Pacific and Marshall et al. (2006) for the Southern Ocean), the reason
being the fundamental role played in our approach by the damping of SST variance by
the surface heat flux (illustrated explicitly by equation (8.4)). However, in common with
Marshall et al. (20006) our diagnosed diffusivities are smaller in the core of the Gulf Stream
jet and enhanced on the equatorial flank (see Marshall et al. (2006) for a discussion of this

issue).
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Figure 8.3: Estimated dissipation time scale 1/+. Unit: days

Finally, we can estimate the dissipation time scale by equating (8.4) and (8.7) to obtain

uT -vT

= (8.10)

y=—
The (absolute) value of the time scale 1/~ is shown in Figure 8.4. The computed time scale
shows considerable spatial variability, with shorter time scale along the Gulf Stream (about
20-30 days) and longer time scales (100 days and longer) in less eddy rich regions. This
difference in time scales is broadly consistent with expectations from the theory of Brether-
ton (1982) (see also Rahmstorf and Willebrand (1995)) since surface thermal damping in
the region of the Gulf Stream front is expected to be more rapid than in the relatively quiet
gyre interior where SST is much more spatially homogeneous. It should be noted, however,
that consistency with the above theory is not guaranteed because our estimate includes a
contribution to the dissipation from entrainment whereas the Bretherton (1982) approach
is based on the contribution from surface heat flux alone. The relatively short dissipation
time scale along the Gulf Stream also explains why the estimated eddy diffusivity shown

in Figure 8.1b is lower in amplitude than shown in Figure 8.3, since to produce Figure 8.1b
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we used a spatially uniform time scale of 100 days.

8.4 Summary and Discussion

Observations in the atmosphere are easier to make and hence more abundent than those in
the ocean, facilitating the diagnosis of eddy fluxes in the atmosphere (e.g., Lau and Wallace
(1979), Illari and Marshall (1983)). Sea surface height and temperature seen from satel-
lites provide a way to analyze the eddy properties near the surface of the ocean. Greatbatch
et al. (2007) have argued that the eddy-induced diffusivity in the surface mixed layer plays
a fundamental role in balancing the ocean heat budget and it is clearly important to pro-
vide estimates of this diffusivity from data, and to correctly parameterize the eddy-induced
diffusivity in ocean/climate models. Here we have conducted a regional diagnosis of the
eddy-induced diffusivity for heat by directly combining satellite-derived geostrophic ve-
locity and sea surface temperature anomalies from the western North Atlantic Ocean. The
eddy diffusivity derived from the raw fluxes (no rotational flux removed) exceeds 10* m?
s~! to the south of the Gulf Stream, where the mean temperature gradient is weak, and
typically takes values in the range 1000 — 2000 m? s™! within the Gulf Stream itself. We
estimated the rotational eddy flux based on the approach of Marshall and Shutts (1981).
The resulting eddy diffusivity is reduced in amplitude but has the same basic spatial pattern
as the diffusivity derived from the raw fluxes. It still has values close to 10* m? s~! south
of the Gulf Stream. A similar spatial structure and amplitude is also found when the eddy-
induced diffusivity is derived using a simple restoring boundary condition (Haney (1971))
applied to SST. We can also estimate the dissipation time scale for SST anomalies in the
study area by inversion using the eddy flux and the variance. The estimated time scale com-
pares (perhaps surprisingly) favourably with the theory of Bretherton (1982), indicating a
time of 20-30 days in the Guif Stream itself and longer time scales (100 days and longer)
in less eddy-rich regions. We note that values of the eddy diffusivity diagnosed here are

generally larger than found in previous studies (e.g. Holloway (1986), Stammer (1998),
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Marshall et al. (2006)) but are consistent with (i) Zurbas and Oh (2.004), (i1) considera-
tions based on the ocean heat budget (Greatbatch et al. (2007)), and (iii) estimates from a
model (Zhai and Greatbatch (2006b)). We argue that ocean climate models should include
a surface eddy diffusivity applied to temperature with a magnitude and spatial structure
similar to that diagnosed here, while noting that a different eddy diffusivity is required
in the salinity equation to reflect the different dissipation mechanism for surface salinity

anomalies.
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Chapter 9

The Surface Eddy Diffusivity for Heat in

a Model of the Northwest Atlantic

Ocean!

Eddies influence the surface heat budget both by modifying the surface heat flux and by the
lateral transfer of heat within the surface mixed layer. It is shown that the presence of eddies
modifies the surface heat flux in a model of the northwest Atlantic Ocean by more than 100
W m~? over the Gulf Stream system. The diffusive effect of eddies is then illustrated by
comparing two model runs, in the second of which the surface heat flux acts only on large
spatial scales and interaction with the mesoscale eddies is suppressed. This second run
exhibits finer-scale structure and tighter thermal fronts than in the fully interactive run.
Finally, we estimate the surface eddy diffusivity associated with surface thermal damping
from the fully interactive run. The estimated diffusivity takes large values (more than 103
m? s71) south of the Gulf Stream and smaller values elsewhere.

!Citation: Zhai, X., and R. J. Greatbatch, Surface eddy diffusivity for heat in a model of the northwest
Atlantic Ocean, Geophys. Res. Lett., 33, 124611, doi:10.1029/2006GL028712, 2006. Copyright 2006
American Geophysical Union. Reproduced by permission of American Geophysical Union.
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9.1 Introduction

Most state-of-the-art ocean/climate models use the parameterization of Gent and McWilliams
(1990) (hereafter GM) to parameterize the role of eddies in the large-scale ocean circulation
and ocean tracer transport. The GM parameterization assumes the tracer fluxes associated
with eddies are completely adiabatic. However, eddies can be strongly modified in the
surface mixed layer by interaction with the atmosphere, leading to irreversible mixing and
water mass conversion (e.g Tandon and Garrett (1996), ITreguier et al. (1997), Zhai and
Greatbatch (2006a)), with the implication that eddy fluxes also have a diffusive effect that
needs to be taken into account in ocean/climate models. Furthermore, Greatbatch et al.
(2007) have argued that the diffusive effect of eddies, especially in the surface mixed layer,
plays an important role in the global ocean heat balance. However, studies of the diffu-
sive effect of eddies are still quite limited, though some efforts have been spent on drifter
data (e.g., Zurbas and Oh (2004)) and satellite products (e.g. Holloway (1986), Stam-
mer (1998), Marshall et al. (2006), Zhai and Greatbatch (2006a), Ferrari and McWilliams
(2007)). Furthermore, it is only recently (Eden et al. (2007a)) that a firm theoretical basis
for decomposing eddy tracer fluxes into advective, diffusive and rotational parts has been
proposed. Eden et al. (2007a) generalise the seminal work of Marshall and Shutts (1981) to
show how, in the completely general situation of inhomogeneous turbulence, it is possible
to choose the rotational component of the flux to ensure that the diffusive part is associated,
in statistically steady state, with the irreversible removal of eddy variance, and hence can
be expected to be down the mean tracer gradient. (Note that the rotational flux has no di-
vergence and so does not appear explicitly in the mean tracer budget, but it does appear in
the eddy variance equation. In the theory of Eden et al. (2007a), the rotational flux absorbs
the advection of variance term that appears in the eddy variance equation). In this letter,
we illustrate the diffusive effect of eddies by comparing two sets of model runs, in one of
which the dissipation of eddy variance is suppressed by experimental design. We also use
our model set-up to illustrate the large impact eddies can have on the surface heat loss to

the atmosphere over the Gulf Stream system.
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9.2 Ocean Model and Method

9.2.1 Model Description

The model is the same as the northwest Atlantic Ocean model described in Greatbatch
and Zhai (2006). The model domain spans the area between 30°W and 76°W and 35°N
and 66°N with a horizonal resolution at each latitude of 1/5° in longitude. There are 31
unevenly spaced z levels. The model is initialized with January mean temperature and
salinity fields and forced by 12-hourly NCEP wind stress starting at the beginning of Jan-
vary 1990. The net heat flux through the sea surface (#) is the sum of the climatological
surface heat flux (M), taken from da Silva et al. (1994), and a restoring term (H ;) as
in Sheng et al. (2001), where Hye; = B(SSTptim — SSThnoder). SSTim is the interpolated
monthly mean climatological sea surface temperature (SST), SST 04 the modeled SST,
and J is the coupling coefficient with value 31 W m~2 K. The sea surface salinity in the
model is restored to the monthly mean climatology on a time scale of 15 days, but differ-
ent from Greatbatch and Zhai (2006), only on large spatial scales (larger than 300 km), in
order to reduce the damping of the eddies due to the surface boundary condition (note that
precipitation does not fall preferentially on the saltier eddies, nor does evaporation occur
more frequently over the fresher eddies). Along the model’s open boundaries, temperature
and salinity are restored to climatology and the transport is specified as described by Sheng
et al. (2001).

9.2.2 The Semi-Diagnostic Method (SDM)

All the model runs here use the SDM introduced in Zhai et al. (2004b). The SDM is a
special case of the semi-prognostic method (Greatbatch et al. (2004)) in which, on large
spatial scales, the density variable in the model’s hydrostatic equation is an input density
field (in our case computed from the climatological data of Geshelin et al. (1999)), whereas
on the mesoscale, the corresponding density variable is the model density. In this way, the
large scale flow in the model is strongly constrained, while the mesoscale is completely

free, ensuring a rich eddy field. It is also possible to carry out a diagnostic model run
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in which the specified density field in the model’s hydrostatic equation is the same as the
large scale density field seen by the semi-diagnostic model run. The difference between
the semi-diagnostic model run and the corresponding diagnostic model run is then entirely
attributable to the eddies present in the semi-diagnostic run but missing from the diagnos-
tic model run. Readers are referred to Zhai et al. (2004b) for details. Use of the SDM
eliminates the common problems of Gulf Stream overshooting and the disappearance of
the northwest comer in models (Willebrand et al. (2001)). Here we carry out a companion

diagnostic model run to show the role of eddies in driving the surface heat flux.

9.2.3 Experiment Design

Following Fden et al. (2007a), the equation for the time-averaged (annual mean) potential
temperature, T, is
T,+V-(wT)=V.(K.VT) +Q, 9.1

where an overbar denotes a time average, u* is the “residual” velocity (the sum of the
Eulerian mean and the eddy-induced transport velocity; see Gent et al. (1995)), () is the
total instantaneous thermal forcing, and K, is the diabatic diffusivity associated with the

eddies given, in statistically steady state, by

KIVIP = QT + D) - ;D@0 + D@D+ 02)
In (9.2), the operator D() = V- (VT|VT|7%()), ¢n is the higher order variance (¢,, = I;ll),
and a prime denotes departure from the time average. It should be noted that the advective
effect of the eddies is contained entirely in u*, and that the diffusive effect of the eddies is
contained in K., the diffusivity of heat associated with the eddies and which is the focus
of our paper. The irreversible removal of eddy variance is associated with the Q'T” term
in (9.2), while the higher order terms arise from the inhomogeneity of the eddy field and
here are neglected. In this study, we consider only the contribution to the heating, (), that is
associated with the surface heat flux, H acting on the surface mixed layer (the relationship
between (@ and H is discussed further later). Neglecting the higher order terms, (9.1) then
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reduces to
KeIVTl2 ~ —QT! (9.3)

where the term on the right hand side of the equation is now the dissipation of variance
associated with the surface heat flux. Based on the theory, two semi-diagnostic model runs
are conducted with the difference only in the way of dealing with the surface heat flux.
The control run (TOTAL) is forced by the total net surface heat flux as described in the
previous subsection. The SMOOTH run is forced by the same formulation for surface heat

flux except that it acts only on large spatial scales, i.e.
Hsmoorn = Heiim + B(SSTaim — SSTmodet), (94)

where the filter, denoted by an overbar, passes horizontal scales larger than a specified
cut-off scale (here 300 km). By this design, the dissipation of mesoscale eddy variance
by surface damping (associated with —Q'T” in (9.2)) is strongly suppressed in SMOOTH.
A complication arises because of the seasonal cycle in the surface heat flux seen by the
model. Using (9.2), the seasonal cycle generates a negative diffusivity because surface
temperature and surface heat flux associated with seasonal forcing alone exhibit a positive
correlation (see Figure 9.1 in Gill and Turner (1976)). In order to avoid contamination
from the seasonal cycle in our estimate of the surface eddy diffusivity of heat, we therefore
conduct another two model runs (TOTAL,, and SMOOTH,,) forced by the annual-mean

forcing only.

9.3 Results

To begin, we first examine the net role of eddies in determining the annual mean surface
heat flux in the model run with seasonally varying forcing (Figure 9.1). Since the clima-
tological surface heat flux is identical in the semi-diagnostic and diagnostic models, the
difference comes from the restoring term which relies on the difference between the mod-

eled and climatological SST. The diagnostic model gains a lot of heat through the restoring
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Figure 9.1: The difference, semi-diagnostic minus diagnostic, in the annual mean surface
2

heat flux for Year 3; unit: W m—.
term over the Gulf Stream and in the northwest corner east of Newfoundland because its
SST is colder than the climatology. The situation is greatly improved in the semi-diagnostic
model. The main role of eddies in the semi-diagnostic model is to increase heat loss along
the Gulf Stream and in the northwest corner (over 100 W m~2 on average). There is also
a significant impact on the surface heat flux over the eastern Canadian shelf, including the
Labrador Shelf. The impact of eddies arises partly from the changes to the mean flow
discussed by Zhai et al. (2004b), but also from the diffusive effect we discuss next.

To illustrate the diffusive effect, we compare the model runs TOTAL and SMOOTH,
also with seasonal forcing. Recall that the mesoscale thermal damping, which according to
(9.2) determines the surface eddy diffusivity of heat, is suppressed by design in SMOOTH
compared to TOTAL. Therefore, we expect to see tighter SST gradients in SMOOTH com-
pared to TOTAL. The 3rd-year annual mean SSTs in the two model runs are shown in
Figure 9.2. The large-scale patterns of SSTs are very much the same in the two models and
compare well with the climatology (not shown). However, we do observe more fine-scale

structure and tighter SST gradients in SMOOTH, e.g., the cold tongue associated with the
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Figure 9.2: The 3rd-year annual mean SST in (a) TOTAL and (b) SMOOTH.
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Labrador Current flowing along the shelf break around the Grand Banks of Newfoundland,
and the thermal fronts south of Nova Scotia and southeast of Newfoundland associated with
the Gulf Stream and the North Atlantic Current. The difference between Figures 9.2a and
9.2b is shown in Figure 9.3a and is consistent with the idea that an increased lateral diffu-
sion of heat is operating in TOTAL compared to SMOOTH. It is particularly striking how
in TOTAL, the SST is consistently colder (warmer) on the offshore, i.e. warm, (inshore, i.e.
cold) side of the Gulf Stream, North Atlantic Current and Labrador Current, indicating that
heat is being more efficiently exchanged across the thermal fronts associated with these
currents in TOTAL than in SMOOTH. We recall that the only difference between TOTAL
and SMOOTH is that in TOTAL, the surface heat flux acts on all spatial scales, and is an
effective damping of the eddies, whereas in SMOOTH the surface heat flux acts only on
large spatial scales, and is much less effective at damping the eddies. It follows that the
more efficient heat exchange in TOTAL is a consequence of the thermal dissipation of the
eddies that is present in TOTAL, but suppressed (by design) in SMOOTH. The model runs
with the annual-mean forcing yield similar results (see Figure 9.3b) and we now turn to
these runs to estimate the diffusivity using equation (9.3).

Since TOTAL,,, has annual mean forcing, the fluctuations in surface heat flux, ', are
associated entirely with the surface restoring term. It follows that H'T' = — ﬂ?’ﬁ, and
indicates the damping of SST variance in the model by the surface heat flux. It is also
clear that H'T' is everywhere negative (as is indeed the case in the model - not shown)
and is proportional to the SST variance, 7'2. As can be seen from Figure 9.4a, H'T" takes
large values along the Gulf Stream and North Atlantic Current and in the northwest corner.
There is also the indication of significant eddy activity further north, in the Labrador Sea.
Figure 9.4b shows K, estimated using equation (9.3) assuming that the surface heat flux
acts on a uniform mixed layer depth of 50 m. K, is positive everywhere, with values of
more than 10® m? s~! south of the Guif Stream and North Atlantic Current, and in the range
102-10°® m? s~ within those current systems themselves. The pattern and magnitude of the
estimated surface eddy diffusivity agree well with that inferred from satellite data by Zhai
and Greatbatch (2006a). The rough similarity between the distributions of K, and eddy
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Figure 9.3: The difference (°C) in the 3rd-year annual mean SST (a) TOTAL minus
SMOOTH, i.e., Figure 9.2a minus 9.2b; (b) TOTAL,, minus SMOOTH,,. Red and blue
contours represent values of 0.25°C and -0.25°C, respectively.
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kinetic energy (EKE) also provides some justification for using EKE as an index to param-
eterize the eddy diffusivity (Stammer (1998)), an issue to be explored further elsewhere.
An attempt to take account of the contribution to the total heating ) from entrainment
and mixing (i.e. taking account of the fact the mixed layer depth is, in reality, variable)
shows a very noisy field, indicating that very much longer model runs (beyond our current
capability) are required to obtain stable statistics on this contribution. Nevertheless, the
general agreement between the diffusivity shown in Figure 4a, and the diffusivity derived
from satellite data by Zhai and Greatbatch (2006a) (which includes the entrainment effect)
suggests that our estimate using a fixed mixed layer depth is representative. Finally we note
that since the diffusivity given by equations (9.2) and (9.3) clearly depends on the dissipa-
tion time scale, and since this dissipation time scale will be different for different tracers
(e.g. salinity versus temperature), it is a prediction of the theory that the eddy-induced dif-
fusivity will depend on the dissipation characteristics of individual tracers, and is therefore
likely to be tracer dependent (see also the discussion in Plumb and Mahlman (1987)).
Finally, the contribution of the diffusive effect of the eddies to the eddy-induced surface
heat flux shown in Figure 9.1 can be estimated by subtracting the surface heat flux in
SMOOTH from that in TOTAL. Since the contribution comes entirely from the restoring
term, the spatial pattern is the negative of that shown in Figure 9.3a, and is not shown
here. We note, however, the amplitude reaches as much as 80 W m~2 locally near the Gulf
Stream. It follows that while the diffusive effect does not dominate the difference shown in

Figure 9.1, it can, locally, make a significant contribution and cannot be ignored.

9.4 Summary and Discussion

Most state-of-the-art ocean/climate models use the parameterization of Gent and McWilliams
(1990) (hereafter GM) to mimic the role of eddies in determining the large-scale circula-
tion and its tracer transport. The GM parameterization assumes the effect of eddies to be
completely adiabatic since the mechanism generating the eddies (baroclinic instability) is

an intrinsically adiabatic process. However, eddies generated by the instability process
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Figure 9.4: (a) H'T" in TOTAL,,; unit: W m~2 °C. (b) The estimated surface eddy diffusiv-
ity for heat, K, plotted together with the annual-mean SST in TOTAL,, (black contours)

for a fixed mixed layer depth of 50 m; unit: m? s™'. Both are plotted on a log scale with
base 10.
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can be strongly modified in the surface mixed layer by interaction with the atmosphere,
or weakly modified in the ocean interior by microstructure mixing, leading to irreversible
mixing and an associated eddy-induced diffusivity. Here we focus on the surface mixed
layer, where the ocean has contact with the atmosphere, and the eddy-induced diffusivity
is strongly enhanced by air-sea interaction processes (landon and Garrett (1996), Treguier
et al. (1997)).

To illustrate the diffusive effect of eddies, we described two model runs, one (TOTAL)
in which the surface heat flux is applied at all spatial scales, one (SMOOTH) in which
the surface heat flux acts only on large spatial scales. By this design, damping of the
eddy SST variance by the surface heat flux, and which basically sets the surface eddy
diffusivity (see (9.2) and (9.3)), is present in TOTAL but suppressed in SMOOTH. As
such, we observe finer-scale structures and tighter thermal fronts in SMOOTH, due to the
suppression of the diffusive eddy effect. To avoid the complication associated with the
seasonal cycle, the surface eddy diffusivity for heat, K, is estimated from a model run
with annual mean forcing only. The estimated K, is positive everywhere in the study area
with values of more than 10® m? s~ south of the Gulf Stream and North Atlantic Current,
and in the range 102-10% m? s~! within those current systems themselves. The coincidence
of regions of high EKE and large K, also provides some justification for using EKE as a
proxy to parameterize K, (e.g. Stammer (1998)). To diagnose K, we did not take account
of variations in mixed layer depth. An attempt to do so suggests that a very long model run
would be required to obtain a stable estimate, and is beyond the scope of the present study.
However, since our estimate has similar magnitude and spatial pattern to the diffusivity
inferred from satellite data (Zhai and Greatbatch (2006a)), we believe our estimate to be
realistic (a topic for future research). We recommend that coarse-resolution climate models,
which do not resolve meso-scale eddies, need to incorporate the surface eddy diffusion
effect, since this is almost certainly important to obtain the correct water mass formation
rate (Marshall (1997)) and for balancing the heat budget (Greatbatch et al. (2007)). Finally
we note that it is a prediction of the theory that the eddy-induced diffusivity for different

tracers (e.g. salinity, carbon or CFC) depends on the dissipation characteristics for those
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tracers and is unlikely to be the same as that for heat (see also Plumb and Mahlman (1987)),

another topic to be explored in future work
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Chapter 10

Diagnosing the Role of Eddies in Driving

the Circulation of the Northwest

Atlantic Ocean!

In this letter we present a variation of the recently proposed “semi-prognostic method” for
use with ocean models. The new version has the advantage that model drift is effectively
prevented, while at the same time the meso-scale eddy field is free to evolve. We use the
method to probe the importance of the eddy-driven circulation in the northwest Atlantic
Ocean. For the particular model we use here, it is shown that the eddies strongly reinforce
the eastward Gulf Stream jet and the northern recirculation in the slope region, with over
50% of the total transport of this recirculation being directly eddy-driven. The eddies also
play a role in setting the temperature and salinity properties of the “northwest corner”
southeast of Newfoundland.

ICitation: Zhai, X, R. J. Greatbatch and J. Sheng, Diagnosing the role of eddies in driving the circulation
of the Northwest Atlantic Ocean, Geophys. Res. Lett., 31, L23304, d0i:10.1029/2004GL021146, 2004.
Copyright 2004 American Geophysical Union. Reproduced by permission of American Geophysical Union.
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10.1 Introduction

Ocean models contain systematic errors because of both physical and numerical inaccura-
cies, e.g. in the parameterization of unresolved physical processes and numerical truncation
error. Therefore ocean models almost inevitably show a tendency to drift away from clima-
tology in multi-year simulations. For example, the Gulf Stream tends to separate too far to
the north, and the recirculation in the slope region between the Gulf Stream and the east-
ern Canadian Shelf tends to disappear after several years of simulation (see, for example,
Willebrand et al. (2001)). In addition, the model temperature can be in error by as much
as 10°C in the “northwest corner” region southeast of Newfoundland (Lazier (1994); sce
Greatbatch et al. (2004)). One way to correct for model drift is to follow Sarmiento and
Bryan (1982) and add Newtonian relaxation terms to the tracer equations so as to “nudge”
the model temperature and salinity towards climatology. This is equivalent to adding inter-
nal buoyancy sources and sinks to the model tracer equations, and is not consistent with the
observation that the diapycnal mixing is weak in the ocean interior (e.g., Gregg (1989); Led-
well et al. (1998)). As an alternative, Sheng et al. (2001) proposed the “semi-prognostic”
method, which has the advantage of adjusting the model momentum equations and leaving
the tracer equations unchanged. Eden et al. (2004) modified the original semi-prognostic
method and reduced some of the drawbacks of the original method (see Greatbatch et al.
(2004) for an overview). However, the semi-prognostic method does not prevent model
drift completely; instead, it just slows it down (as can be seen from Fig. 14 in Sheng et al.
(2001)).

In this note, we explore a new technique based on the semi-prognostic method in which
model drift is effectively prevented, while at the same time meso-scale eddies are allowed
to evolve as freely as possible. We use the new method as a diagnostic tool to show the
importance of eddies for driving the circulation in the northwest Atlantic Ocean. There is

also a counterpart to this new method, which we point out but do not explore here.
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10.2 Ocean Model and Methods

The model is the northwest Atlantic Ocean model developed by Sheng et al. (2001). The
model domain spans the area between 30°W and 76°W and 35°N and 66°N with a horizon-
tal resolution of about 1/3° in longitude. There are 31 unevenly spaced z levels. The model
is initialized with January mean temperature and salinity fields and forced by monthly
mean COADS (Comprehensive Ocean-Atmosphere Data Set) surface heat flux and 12-
hourly NCEP (National Center for Environmental Prediction) wind stress starting at the
beginning of January 1990. The model sea surface salinity is restored to the monthly mean
climatology on a time scale of 15 days. Along the model’s open boundaries, temperature
and salinity are restored to climatology and the transport is specified as described in Sheng
etal. (2001).

10.2.1 The Semi-Prognostic Method

The semi-prognostic method was introduced originally by Sheng et al. (2001) for the pur-
pose of adjusting a model to correct for systematic error. The adjustment is accomplished
by replacing the density variable p in the model’s hydrostatic equation by a linear combina-
tion of the model-computed density p,, and an input density p. (in our case, climatological
density):

p = 0pm + (1 — )pe = pm + (1 — @) (pc — pm) (10.1)

where p,, = p(T, S, pres) is the density calculated from the model potential temperature
T and salinity S, pres is the reference pressure at the center of each z level, and « is the
linear combination coefficient with a value between 0 and 1 (Sheng et al. chose 0.5). Using
(10.1), the model’s hydrostatic equation can be written as:

dp
9z = —g9pm — g(1 — (X)(,Oc ~ Pm)s (10.2)
where the second term on the right hand side of (10.2) appears as a correction term and g

is the acceleration due to gravity. As noted by Sheng ef al. (2001), the above procedure is
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equivalent to adding a forcing term to the horizontal momentum equations. (It is important
to note that the semi-prognostic method is adiabatic, leaving the temperature and salinity
equations unconstrained). The presence of p,, g in the correction term on the right hand side
of (10.2) leads to damping of the meso-scale eddy field in the model. Eden et al. (2004)
smoothed the second term to avoid this damping. However, the smoothing does not prevent

the slow drift of the mean circulation.

10.2.2 The New (Semi-Diagnostic) Method

We start from a diagnostic model, where the density variable in the hydrostatic equation is

specified from climatology p., i.e.,

Op
—_— = — 103
5% 9Pc (10.3)
We now rewrite (3) as
op
25 = ~9Pm = 9(pc = pm) (10.4)

(the same as (10.2) with o = 0). The new method, which we call the “semi-diagnostic”
method, uses equation (10.4) in the model, but with the correction term g(p. — p,,,) spatially

filtered so that

Op S
5 = "9Pm— (Pe — Pm)g- (10.5)

Since —gpm — m = —P.g, it follows that the large-scale flow field of the model is
strongly constrained by the large-scale climatology, p.. Meanwhile, the eddy field, which
depends on the first term —gpp,, is free to develop. Furthermore, there is no coefficient
« involved in equation (10.5), as in the semi-prognostic method, avoiding the difficulty of
choosing its value. In the semi-prognostic method, the mean flow field of the model is

not as strongly constrained as in the new method. This is because in Sheng et al’s case,

—gpm — 0.5(pc — pm)g = —(0.5p. + 0.5p,)g, which means that only 50% of the mean
flow field of the model is constrained by the climatology, and this is true for both the orig-

inal semi-prognostic (Sheng et al. (2001)) and the smoothed semi-prognostic (Eden et al.
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(2004)) methods. It is for this reason that the semi-prognostic method cannot completely
prevent model drift.

We have applied the semi-diagnostic method to the northwest Atlantic Ocean model
using spatial filtering on a scale of roughly 300 km (sufficient to release the eddy field) for
the overbar in (10.5). The input density, p,, is taken from the high resolution climatology
of Geshelin et al. (1999). Use of the semi-diagnostic method maintains the northern recir-
culation, between the Gulf Stream and the eastern Canadian shelf (Fig. 10.1a), whereas in
the semi-prognostic case (o = 0.5, Fig. 10.1b) the recirculation gradually disappears. (It is
important to note that the semi-prognostic model nevertheless shows much less drift than
a prognostic model with the same model parameters (Sheng et al. (2001))). Furthermore,
the semi-diagnostic case has been run for 10 years with no evidence of model drift. The
transport carried by the recirculation is about 15-20 Sverdrups (Sv) in the semi-diagnostic
model, and is comparable to estimates from observations (e.g., Hogg et al. (1986)). The
semi-diagnostic method also generates a sharper front at the Guif Stream than the semi-
prognostic case (Figs. 10.1a,b).

It is not hard to imagine the counterpart to the semi-diagnostic method. This time we
start with the hydrostatic equation seen by a prognostic model, i.e,,

Bp_ . B B
5, = ~9Pm = —0p (Pm — Pc)g (10.6)

rather than (3). By spatially filtering the second term, we get

op o
5; = —9gpPc (pm pc)g' (10-7)

Since —gp, — (Pm — Pc)g = —Pmy, the large-scale flow field of the model is free to evolve
in this case. Here we do not envisage the input density p. as being the climatological den-
sity field, but rather high-frequency density fluctuations derived from altimetric data (e.g.,
Cooper and Haines (1996)) or from a higher resolution model (as in a nested modelling

system; Zhai et al. (2004c)). We leave exploration of the counterpart method to a later
paper.
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Figure 10.1: Model-calculated annual mean horizontal transport streamfunctions in year
3 using the (a) semi-diagnostic, (b) semi-prognostic and (c) diagnostic methods. The red
contours represent anticyclonic transport and blue contours cyclonic transport. The contour

interval is 5 Sv.
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Figure 10.2: The eddy-driven annual mean transport (in Sv) computed by the model.

10.3 The Eddy-Driven Circulation in the Northwest At-

lantic Ocean

It has long been known that eddies are an essential element in understanding the general
circulation both in the atmosphere (e.g., Philips (1956)) and the ocean (e.g., Gill et al.
(1974); Holland and Lin (1975)). For example, the northern recirculation gyre of the Gulf
Stream is thought to be mostly driven by eddies (e.g., Holland and Rhines (1980), Hogg
(1983)). However, since the flow is highly geostrophic, momentum balances are not a use-
ful way for determining the importance of the eddies; the Reynolds stresses are usually one
or two orders of magnitude smaller than the Coriolis and pressure gradient terms (Holland
and Lin (1975)). As we now show, the semi-diagnostic method provides a simple way to

determine the importance of eddies for driving the mean circulation.
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At discussed in Section 2, use of the semi-diagnostic method can maintain the large-
scale circulation, while at the same time leaving the mesoscale eddies free to develop. If
the first term in (10.5) is filtered spatially in the same way as the second term, we get

op
5, = P8~ (P = Pm)g = —Pcg. (10.8)

To understand the role of the eddies, an additional diagnostic model run is conducted using
(10.8) in place of the model hydrostatic equation. In this calculation, there are no eddies
(because the model is diagnostic) and temperature and salinity are treated as passive tracers.
It follows that the difference between the annual mean fields in the semi-diagnostic and
diagnostic cases is due entirely to the presence of mesoscale eddies in the semi-diagnostic
case and their absense in the diagnostic case. In comparison with Fig. 10.1a, the annual
mean transport streamfunction in the diagnostic case (Fig. 10.1¢) shows a weaker front
marking the Gulf Stream, and a weaker northern recirculation; only about 5-10 Sv annual
transport (Fig. 10.1b) compared to 15-20 Sv in the semi-diagnostic case. The difference
between Fig. 10.1a and Fig. 10.1c represents the eddy-driven circulation (Fig. 10.2). The
eddies strengthen the Gulf Stream jet and the North Atlantic Current in the northwest corner
(by 10-15 Sv) and strongly reinforce the northern recirculation gyre of the Gulf Stream by
over 50%, and, correspondingly the outflow along the slope of the subpolar gyre (by 5-10
Sv) (Fig. 10.2). The eddies alter the mean flow by fluxing momentum up the gradient in
the Gulf Stream and adjacent northwest corner region (Holland and Lin (1975), Wardle and
Marshall (2000)). Our results also support the theoretical study by Greatbatch (1987).
The annual mean temperature field at 45 m depth in the semi-diagnostic and diagnos-
tic model runs is shown in Fig. 10.3. It is important to note that the temperature field is
not directly constrained in the model and has the same evolution equation as in an uncor-
rected model. In both cases, the model temperature field compares well with climatology.
However, in the semi-diagnostic case, the northwest corner region is more strongly devel-
oped and penetrates more strongly into the Labrador Sea. The difference between these
two model versions can be explained entirely by the presence of the eddies in the semi-

diagnostic model, but not in the diagnostic model. It follows that the eddies play a role in
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Figure 10.3: Model-calculated annual mean temperature at 45 m depth in year 3 using the
(a) semi-diagnostic and (b) diagnostic methods. (c) Climatological temperature at the same
depth. The contour interval is 2°C.
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shaping the hydrographic structure of the northwest corer region in the semi-diagnostic

case.

10.4 Summary and Discussion

Many studies (e.g. transient tracers or the carbon cycle) require ocean models to be run
for many decades. Model drift can be a serious problem in such situations calling into
questioning the fidelity of the model results (see Zhao et al. (2004)). Nudging in the tracer
equations is not desirable, since unrealistic diapycnal mixing is introduced into the model.
The semi-diagnostic method introduced here adjusts the model momentum equations, as in
the semi-prognostic method, leaving the model tracer equations unchanged. Different from
the semi-prognostic method, which can only slow model drift, the semi-diagnostic method
strongly inhibits model drift. Meanwhile, meso-scale eddies are allowed to develop freely,
enabling the method to be used as a diagnostic tool to probe the importance of eddies for
driving the circulation. In a model of the northwest Atlantic Ocean, we found that the
eddies strongly reinforce the Guif Stream jet and the North Atlantic Current. Over half
of the transport of the northern recirculation gyre of the Gulf Stream is driven by eddies.
The eddies also play a role in shaping the hydrographic structure of the northwest corer
region. We note, however, that while these results are broadly consistent with the role we
expect eddies to play in this region, the particular diagnosis we have carried out depends
on both the model used, the quality of the input climatology, p., and the precise form of the
averaging operator in (10.5).

The counterpart of the semi-diagnostic method was also introduced. In this case, the
high frequency, small scale structures in the model are constrained, but the large-scale
circulation is completely free to evolve. We suggest that this method could be used as a
means of assimilating high-frequency data (e.g., the altimetric data) or as a technique for
nesting models (Zhai et al. (2004c) describe the use of the semi-prognostic method as a
nesting technique). The semi-diagnostic model can be used to constrain the large-scale

structure of the inner (higher-resolution) model, and its counterpart to transfer information
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about small scales back to the outer model. We plan to explore these issues in a later paper.
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Chapter 11

The Influence of Assimilated Eddies on

the Large-Scale Circulation in a Model

of the Northwest Atlantic Ocean!

In this letter, we apply a novel technique (the “semi-diagnostic method”) to assimilate the
eddy field from a model with constrained large-scale circulation into a model version with
an unconstrained large-scale circulation. Assimilation of the eddies (i) drives an anoma-
lous circulation corresponding to the northern recirculation gyre of the Gulf Stream, but of
insufficient strength to appear in the mean field and (ii) leads to a much enhanced circu-
lation in the northwest corner, east of Newfoundland. We argue that the blocking of f/H
contours from the east by the mid-Atlantic Ridge is a major influence on the dynamics of
the northwest corner, and that the dynamics of the eddy-driven northern recirculation and

the northwest comer are fundamentally similar.

ICitation: Greatbatch, R. J., and X. Zhai, Influence of assimilated eddies on the large-scale circulation
in a model of the northwest Atlantic Ocean, Geophys. Res. Lett., 33,1.02614, doi:10.1029/2005GL025139,
2006. Copyright 2006 American Geophysical Union. Reproduced by permission of American Geophysical
Union.
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11.1 Introduction

It has long been known that eddies are an essential element in understanding the general cir-
culation of both the atmosphere (e.g., Philips (1956)) and the ocean (e.g., Gill et al. (1974),
Holland and Lin (1975)). Of particular interest here are the northwest corner region, east
of Newfoundland (Lazier (1994)), where the North Atlantic Current turns abruptly east-
ward towards Europe, and the recirculation gyres associated with the Gulf Stream (e.g.
Worthington (1976); Schmitz (1980);Hogg (1983); Richardson (1985); Hogg et al. (1986))
where forcing by eddies is believed to be important (Holland and Rhines (1980); Hogg and
Stommel (1985); Marshall and Nurser (1986); Greatbatch (1987)). The northern recircu-
lation of the Gulf Stream is also a feature of diagnostic model studies (e.g. Mellor et al.
(1982)) where it owes its existence to forcing by the bottom pressure torque (Greatbatch
et al. (1991)). Recently, Zhai et al. (2004b) described what they call the “semi-diagnostic
method” (hereafter SDM) and used the method to show that in a model of the northwest
Atlantic, the eddies enhance the transport of the northern recirculation by a factor of 2,
even though the existence of the recirculation gyre itself is apparent in a diagnostic model
calculation. In Zhai et al. (2004b), the large scale circulation is constrained by climato-
logical, hydrographic data, whereas the eddies are free to evolve and influence the mean
state of the model (we call this version 1 of the SDM). Zhai et al. (2004b) also mentioned
an alternative version of their method in which the eddies are strongly constrained by the
input data, but the large scale is free to evolved in an unconstrained manner (we call this
version 2 of the SDM). The latter case is similar to the situation in models that assimilate
the eddy field, e.g. from altimeter data, examples being the studies of Mellor and Ezer
(1991), Ezer and Mellor (1997), Oschlies and Willebrand (1996) and Cooper and Haines
(1996). This is because measurement of the large-scale sea surface height (SSH) using
satellite altimetry has, until recently, been limited by our knowledge of the geoid, and most
assimilation studies have been restricted to assimilating the SSH variability associated with
the eddies, and not the large-scale mean state. Killworth et al. (2001) note that assimilation
of the eddy variability alone is generally not enough to lead to significant improvement in

the mean state of a model; large-scale information is usually also required. Here, we use
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version 2 of the SDM to illustrate the effect of assimilating the eddy field in a model of the
northwest Atlantic similar to that used by Zhai et al. (2004b). We are interested in knowing
to what extent assimilation of the eddies alone improves the large-scale circulation in the
model compared to the prognostic model with no assimilation, and what inferences can be

drawn about the dynamics of circulation features in the model from our results.

11.2 Ocean Model and Methods

The model is the same as the northwest Atlantic Ocean model described by Sheng ez al.
(2001), except for the use of higher horizontal resolution. The model domain spans the
area between 30°W and 76°W and 35°N and 66°N, and here we use a horizontal resolution
of 1/5° in longitude. There are 31 unevenly spaced z levels, as in Sheng et al. (2001).
The model is initialized with January mean temperature and salinity fields and forced by
monthly mean surface heat flux from da Silva et al. (1994) and 12-hourly NCEP wind stress
starting at the beginning of January 1990. The model sea surface salinity is restored to the
monthly mean climatology on a time scale of 15 days. Along the model’s open bound-
aries, temperature and salinity are restored to climatology and the transport is specified as
described in Sheng et al. (2001).

11.2.1 The Semi-Diagnostic Method (Version 2)

Following Zhai et al. (2004b), our starting point is the hydrostatic equation seen by a prog-
nostic model, i.e.,

dp _

35, = ~9Pm = —9pc = (pm — pc)g; (11.1)

z

where p is the pressure variable carried by the model and g is the acceleration due to gravity.
Here, p, = p(T, S, pres) is the density calculated from the model potential temperature T’
and salinity S, and p,.y is the reference pressure at the center of each z level. p. is the

specified input density that is to be “assimilated” into the model and will be associated
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with the mesoscale eddy field. By spatially filtering the second term, we get

o S
a = —gp0c (pm Pc)g' (11.2)

The filter, denoted by an overbar, passes horizontal scales larger than a specified cut-off
scale (here 300 km, as in Zhai et al. (2004b)), but effectively eliminates horizontal scales

smaller than the cut-off. Since

oD —— _
a—f = —gpc — (Pm — Pe)9 = —PmY, (11.3)

the large-scale flow field of the model is free to evolve. On the other hand, on spatial scales
smaller than the cut-off, (11.2) takes the form gg = —gp,, indicating that the mesoscale
in the model is strongly constrained by the input hydrography, p.. It should be noted that
when data derived from satellites, e.g. altimeter data, is assimilated into a model, it is nec-
essary to associate a subsurface density field, corresponding to p., with the surface features.
Different assimilation schemes use different methods for choosing p., e.g. correlation anal-
ysis Mellor and Ezer (1991), Ezer and Mellor (1997) or by vertically rearranging the water
masses in a model Cooper and Haines (1996). Here we take p. from a SDM (version 1)
model run using the climatology from Geshelin et al. (1999) to constrain the large-scale
circulation, as described by Zhai et al. (2004b). We then use version 2 of the SDM to as-
similate the mesoscale from the version 1 model run into the prognostic version (without
assimilation) of the same model set-up. It should be noted that the assimilation takes place
only through equation (11.2), and that all other model equations remain as in the prognostic

model.

11.3 Model Results

Figure 11.1 shows the annual mean transport streamfunction for Year 5 of the model inte-
grations from the 3 different model versions. Figure 11.1c is from the prognostic model

run, without assimilation. As in Sheng et al. (2001), it is clear that the prognostic model
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Figure 11.1: Model-calculated annual mean horizontal transport streamfunction in year
5 using the (a) semi-diagnostic version 1, (b) semi-diagnostic version 2, (c) prognostic
models and (d) the difference, (b) minus (c). Red contours represent anticyclonic transport
and blue contours cyclonic transport. The contour interval is 10 Sv.
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Figure 11.2: The f/H contours in the northwest Atlantic Ocean. The units are 10 5s~!m ™!

lacks the northern recirculation gyre south of Atlantic Canada, the Gulf Stream being too
far to the north. Additionally, the circulation in the northwest corner, near 50°N 320°E, is
weak. By contrast, when the large scale circulation is strongly constrained, as in the SDM
Version 1 case (Fig. 11.1a), both the northem recirculation and the northwest corner are
well-developed (Zhai et al. (2004b)). To produce Figure 11.1b, the eddies from the SDM
Version 1 case (Figure 11.1a) are being assimilated into the prognostic model using Version
2 of the SDM (see Section 2). In Figure 11.1b, the model still lacks a northern recircula-
tion gyre but, on the other hand, has a well-developed northwest corner with even stronger
circulation than in Figure 11.1a, and in complete contrast to the weak representation of the
northwest corner in Figure 11.1c. In Figure 11.1d, the streamfunction in Figure 11.1b is
subtracted from that in Figure 11.1c, revealing the influence of the assimilated eddy field
in Figure 11.1b. It is clear that eddies do, indeed, drive a northern recirculation gyre of up
to 30 Sv in strength, but clearly, it is not of sufficient strength to show up as a closed gyre
in Figure 11.1b. It is also striking how the region of enhanced transport associated with
the northwest corner in Figure 11.1b (see also Fig. 11.1d) is bounded roughly by the f/H
contour highlighted in Figure 11.2. This particular f/H contour, corresponding to a depth
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of around 3700 m at 50°N, connects to the southern boundary of our model domain, and
not the eastern boundary, as do the contours with larger values of f/H, the topographic fea-
ture that marks this division being the Charlie Gibbs Fracture zone. It is also of interest
that the cyclonic circulation associated with the eddy-driven northern recirculation lies to
the south of this f/H contour, reminiscent of the theoretical study of Hogg and Stommel
(1985). Indeed, these results suggest that the dynamics of the northwest corner, and also
the eddy-driven part of the northern recirculation shown in Fig. 11.1d, is similar in our
model to that described by Hogg and Stommel (1985) for the northern recirculation gyre;
namely an eddy-driven circulation within potential vorticity contours that are closed on the
west, north and east by topography, but on the south by the sloping stratification of the
subtropical gyre. In the case of the northwest comer, it is the presence of the mid-Atlantic
Ridge, and the blocking to the east of the f/H contours (see Figure 11.2) that makes this
possible.

Figure 11.3 compares the corresponding temperature fields in the different model ver-
sions at 45 m depth. It should be noted that temperature is not directly assimilated into the
model; in fact, the adjustment of the model due to the assimilation takes place entirely in
the momentum equations (Sheng et al. (2001); Greatbatch et al. (2004)), leaving the tracer
equations unchanged. We again see the strongly developed northwest comer in the SDM
Version 2 case (Figure 11.3b), with even warmer water being found in the northwest corner
in this case than in the climatology (Figure 11.3d). Nevertheless, the assimilation used to
produce Figure 11.3b has not been successful in improving the temperature field in the Gulf
Stream/northern recirculation region, south of Atlantic Canada (compare Figure 11.3b with
Figure 11.3¢). It seems that in this particular model, assimilation of the large-scale hydrog-
raphy (used to produce Figure 11.3a) is required to bring the model temperature field south
of Atlantic Canada into line with climatology (Zhai et al. (2004b)).
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Figure 11.3: Model-calculated annual mean temperature (°C) at 45 m depth in year 5 using

the (a) semi-diagnostic version 1, (b) semi-diagnostic version 2, (c) prognostic models and
(d) climatological annual mean temperature at the same depth. The contour interval is 1°C.
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11.4 Summary and Discussion

In this paper, we have used the counterpart of the semi-diagnostic method (SDM) intro-
duced by Zhai et al. (2004b), to examine the impact of assimilating eddies on the large-
scale circulation in a model of the northwest Atlantic Ocean. A novel feature of our study
is that while the eddy field is strongly constrained by the assimilation procedure, there is
no direct constraint on the large-scale circulation in the model. The results support the
finding of Zhai et al. (2004b) that the existence of the Gulf Stream northern recirculation
gyre (Hogg et al. (1986)) is owed in the model primarily to bottom pressure torque forcing
associated with the large scale hydrography, but that the eddies do contribute to the trans-
port associated with this gyre. In particular, the assimilated eddies in our model do drive a
northern recirculation gyre, but not of sufficient strength to appear as a closed gyre in the
mean field shown in Figure 11.1b. On the other hand, the northwest corner, east of New-
foundland, is dramatically enhanced in the model run with assimilated eddies compared to
the prognostic model run. We argue that this is because f/H contours are blocked to the east
by the mid-Atlantic ridge, and that the northward extent of the northwest corner is set by
the gap in the mid-Atlantic Ridge due to the Charlie-Gibbs Fracture zone in the model.
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Chapter 12

Conclusions

In this thesis, several topics have been researched, ranging from wind power input to the
ocean and spreading of near-inertial energy, to eddy-induced mixing and its role in ocean
heat budget. These topics are closely linked to each other. Here, the research is summarized
and the main results discussed. In addition, some speculation is provided on follow-on
research that could be carried out in the future.

Wind power input to the ocean is a fundamental problem in oceanography, since it
represents one of the two main energy sources for maintaining the circulation. However,
recent estimates of wind work on the ocean have ignored the surface motion of the ocean;
that is, the parameterized wind stress depends on the 10-m wind alone, instead of consider-
ing the relative motion between the atmosphere and the ocean. The consequence of leaving
the surface ocean velocity out of the wind stress parameterization is to overestimate the
wind power input to the ocean. Consistent with the idealized study by Duhaut and Straub
(2006), we find (Zhai and Greatbatch (2007), see also Chapter 2) that the wind power in-
put is reduced by about 17% when ocean surface currents are included in the wind stress
parameterization in a high-resolution model of the northwest Atlantic Ocean. In addition,
the modelled eddy kinetic energy decreases by about 10%, in response to direct mechanical
damping by the surface stress. We also find that the decrease in wind power input due to
including surface ocean velocity in the wind stress is one order of magnitude larger than the

energy dissipation associated with bottom friction. This result stresses the importance of
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taking account of the ocean velocity dependence in the specification of surface stress if the
energetics of the ocean circulation are to be properly represented in models. We note that
our model has only been run for 2 years, the second year being used for the analysis, and
that model is not fully eddy-resolving. Clearly future work should involve using models of
much higher resolution, longer multi-year simulations, and wind forcing with higher time
and spatial resolution. The Southern Ocean is one place that is expected to be important for
the wind energy input (see Wunsch (1998)), since the Antarctic Circumpolar Current (ACC)
moves in the same direction as the circumpolar wind. However, the Southern Ocean is also
rich in eddies and, hence, we should expect to see a noticable reduction in estimates of the
wind power input over the Southern Ocean when the ocean surface velocity dependence of
the wind stress is taken into account, a topic for future research.

Wind power input to near-inertial motions at the surface is one of the important en-
ergy sources for mixing (4/ford (2003b)). The traditional view is that the wind-induced
near-inertial energy is redistributed by the propagation of inertial-gravity waves to lower
latitudes, that is, by the beta-dispersion effect (see Anderson and Gill (1979), Gill (1984),
Garrett (2001)). However, the real ocean is not homogeneous, and the background mean
currents and mesoscale eddy field can strongly influence the propagation of near-inertial
waves. For example, we find (Zhai et al. (2004a); see also Chapter 3) that the near-inertial
energy induced by Hurricane Juan (2003) is advected into the ocean interior by the Gulf
Stream in a model of the northwest Atlantic Ocean, suggesting that geostrophic advection
could play a role in redistributing near-inertial energy in the ocean. We also find (Zhai
et al. (2005a); see also Chapter 4) that inertial oscillations can be advected poleward be-
yond their turning latitude because of the Doppler shift effect. The inertial oscillations
shrink meridionally with latitude during this advection, and could eventually lead mixing
through nonlinear interactions. This advection-induced mixing occurs poleward of their
source regions. Since a given energy level at higher latitudes causes much more mixing
than at lower latitudes (Gregg et al. (2003); Garrett (2003)), a mechanism for transporting
inertial energy to higher latitudes could lead to more efficient mixing than would otherwise

be the case. This phenomenon could apply to the North Atlantic Current, the Norwegian



146

Current, and other poleward currents, even though those are more complicated environ-
ments and subject to additional physics than has been considered here. Recently, we point
out (Zhai et al. (2005b)) that there is a remarkable coincidence between the regions where
near-inertial energy is input to the ocean (the atmospheric storm track) and regions of en-
hanced eddy activity (the oceanic storm track), making it necessary to examine the effect
of a mesocale eddy field on the input of near-inertial energy and its subsequent vertical
propagation. Using an idealized eddying channel model mimicing the Southern Ocean, we
find (Zhai et al. (2005b); see also Chapter 5) that the storm-induced near-inertial energy
is trapped inside the anticyclonic eddies and drained locally to the deep ocean through the
chimney effect (Lee and Niiler (1998)). Then, we examined the spreading of near-inertial
energy in a realistic 1/12° model of the North Atlantic driven by synoptically varying wind
forcing. We find (Zhai et al. (2007); see also Chapter 6) that (1) near-inertial energy is
strongly influenced by the mesoscale eddy field and appears to be locally drained to the
deep ocean, largely by the chimney effect associated with anticyclonic eddies, and (ii) the
interior of the subtropical gyre shows very low levels of near-inertial energy, contrary to ex-
pectations based on the 3-dispersion effect. Enhanced near-inertial energy in warm eddies
has been observed to generate turbulence and mixing through shear instability at the critical
depth where the vertical group velocity goes to zero (e.g., Lueck and Osborn (1986);, Kunze
etal. (1995)). Therefore, strong diapycnal mixing associated with near-inertial wave break-
ing is expected to occur in the Gulf Stream system and other regions of the world ocean
with high levels of eddy kinetic energy (e.g. the Southern Ocean). Furthermore, mesoscale
eddies could be efficient in generating mixing at depth, since they can drain the near-inertial
energy to depth locally, rather than transferring it to lower latitudes as in the S-dispersion
effect (Gregg et al. (2003); Garrett (2003)). More detailed calculations are necessary to
provide accurate estimates of the near-inertial energy input to the ocean in the presence of
a mesoscale eddy field, updating Alford (2003b), and also to study the fate of near-inertial
energy within eddies and the associated mixing, building on the observation work of Lueck
and Osborn (1986) and Kunze et al. (1995). Longer integrations, including the seasonal

cycle, and using wind stress forcing with higher temporal and spatial resolution are clearly
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required, as well as further relatively short model integrations using even higher model
resolution than we have used here. Nevertheless, our results clearly suggest that energy
input from the wind to the near-inertial frequency band may well be dissipated, and lead to
mixing, locally within mesoscale eddies in the ocean rather than being spread equatorward
by B-dispersion. If this result holds up to closer scrutiny, then the diapycnal diffusivity
that is specified in the ocean component of climate models will need to be adjusted accord-
ingly, with relatively large values in regions of relatively large eddy kinetic energy in the
ocean, complementing recent work by Hibiya et al. (2006) on the spatial distribution of the
diapycnal diffusivity resulting from tidal forcing.

Eddies can also induce mixing by interaction with the atmosphere. Most state-of-the-art
ocean/climate models use the parameterization of Gent and McWilliams (1990) (hereafter
GM) to parameterize the role of eddies in the large-scale ocean circulation and ocean tracer
transport. The GM parameterization assumes the tracer fluxes associated with eddies are
completely adiabatic. However, eddies can be strongly modified in the surface mixed layer
by interaction with the atmosphere, leading to irreversible mixing and water mass conver-
sion (e.g Tandon and Garrett (1996), Treguier et al. (1997)), with the implication that eddy
fluxes also have a diffusive effect that needs to be taken into account in ocean/climate mod-
els. It has been proposed recently that diapycnal eddy fluxes play an important role in the
maintenance of the main thermocline (Marshall et al. (2002); Radko and Marshall (2004)).
Using an integral constraint, we point out (Greatbatch et al. (2007); see also Chapter 7) the
fundamental role played by ocean mixing processes in the ocean heat budget and we argue
that eddy-induced mixing in the surface mixed layer due to interaction with the atmosphere
can play an important role in closing the ocean heat budget. Meanwhile, we recongize that
the error bars associated with the surface heat flux and micro-structure mixing used for
estimating our ocean heat budget could be large, and a detailed budget analysis based on a
better data set and new measurements is clearly needed. It follows that the lateral mixing
applied near the surface in non-eddy resolving ocean/climate models may be required to
play an important role in closing the ocean heat budget in these models, and that careful

attention should be given to how the lateral mixing in these models is specified. The current
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practise is often to simply replace the isopycnal mixing in the ocean interior by horizontal
mixing at the surface, with no guarantee that the magnitude and spatial structure of the mix-
ing is appropriate. There is clearly a need to provide estimates of this eddy-induced mixing
from observed data or eddy-resolving model output and develop physically-based parame-
terizations for eddy-induced mixing, especially in the surface mixed layer. We estimate the
eddy-induced diffusivity for heat in the surface mixed layer in two ways: (i) directly com-
bining satellite-derived geostrophic velocity and sea surface temperature anomalies from
the western North Atlantic Ocean (Zhai and Greatbatch (2006a); see also Chapter 8) and
(ii) conducting numerical experiments with a high-resolution model of the northwest At-
lantic Ocean (Zhai and Greatbatch (2006b); see also Chapter 9). The surface eddy-induced
diffusivities estimated from these two methods are broadly consistent with each other and
show considerable spatial variability with large values to the south of the Gulf Stream
and smaller values within the Gulf Stream itself. Finally we note that the eddy-induced
diffusivity for different tracers (e.g. salinity, carbon or CFC) depends on the dissipation
characteristics for those tracers and is unlikely to be the same as that for heat (see also
Plumb and Mahlman (1987)), another topic for future research.

Apart from eddy-induced mixing, eddies are also known to play an important role in
shaping the large-scale ocean circulation, especially in the western boundary region and in
the Southern Ocean (Danabasoglu et al. (1994), Rintoul et al. (2001)). However, since the
flow is highly geostrophic, momentum balances are not a useful way for determining the
importance of the eddies; the Reynolds stresses are usually one or two orders of magnitude
smaller than the Coriolis and pressure gradient terms (Holland and Lin (1975)). We intro-
duce a new method (the semi-diagnostic method) for use with ocean models, which has the
advantage that model drift is effectively prevented, while at the same time the meso-scale
eddy field is free to evolve (Zhai et al. (2004b); see also Chapter 10). This new method is
then used to probe the importance of the eddy-driven circulation in the northwest Atlantic
Ocean. For the particular model used in this study, we find that the eddies strongly rein-
force the eastward Gulf Stream jet and the northern recirculation in the slope region, with

over 50% of the total transport of this recirculation being directly eddy-driven. We note,
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however, that while these results are broadly consistent with the role we expect eddies to
~ play in this region, the particular diagnosis we have carried out depends on both the model
used, the quality of the input climatology, and the precise form of the averaging operator.
The counterpart of the semi-diagnostic method is also used to examine the impact of as-
similating eddies on the large-scale circulation in a model of the northwest Atlantic Ocean
(Greatbatch and Zhai (2006); see also Chapter 11). A novel feature of this study is that
while the eddy field is strongly constrained by the assimilation procedure, there is no direct
constraint on the large-scale circulation in the model. We find assimilation of the eddies
(i) drives an anomalous circulation corresponding to the northem recirculation gyre of the
Gulf Stream, but of insufficient strength to appear in the mean field and (ii) leads to a much
enhanced circulation in the northwest corner, east of Newfoundland. We then argue that
the blocking of f/H contours from the east by the mid-Atlantic Ridge is a major influence
on the dynamics of the northwest corner, and that the dynamics of the eddy-driven northern
recirculation and the northwest corner are fundamentally similar. Since the semi-diagnostic
method has been proven to be robust and powerful, it has the potential to be used to ad-
dress the question of “can eddies make the ocean desert bloom” (e.g., Oschlies and Garcon

(1998)), another topic for future research.
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