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ABSTRACT

Maxwell’s equations, which represent a fundamental relationship between electric and magnetic fields, have been studied for decades. Although the analytical solutions have been given for analyzing many microwave structures, it is difficult to obtain them for predicting field behaviors in complex structures with composite materials. Consequently, numerical techniques have been studied, applied and proven to be effective in both time domain and frequency domain. With the particular desire of obtaining the full wave analysis for the microwave devices in an efficient manner, researchers have been driven into finding novel time domain techniques. The Finite-difference Time-domain (FDTD) method was then developed and has been extensively investigated and employed in solving electromagnetic problems due to its simplicity, effectiveness and flexibility. It has become one of the most popular time-domain methods so far. For the electrically large structures and highly conductive materials, however, the FDTD algorithm requires large computation resources and prohibitively long simulation time owing to its two inherent limits: dispersion errors and Courant-Friedrich-Levy (CFL) stability condition. Several FDTD-based algorithms, aiming at removing or alleviating the two constraints, have been recently developed. They include multiresolution time-domain (MRTD) method and pseudospectral time-domain (PSTD) method for reduction of numerical dispersion, and alternating direction implicit FDTD (ADI-FDTD) method for complete removal of CFL condition.

So far, the ADI-FDTD method has been applied only to the Cartesian coordinates system. As well, its exclusive advantages have not been fully explored in solving practical electromagnetic problems. In this thesis, the newly developed three-dimensional ADI-FDTD method in the cylindrical coordinates system is presented for effectively analyzing cylindrical microwave devices, especially body of rotational (BOR) structures. Unlike the conventional ADI algorithm, however, the alternation is performed in a term-wise manner rather than in the coordinates at each time step. As a result, for the three-dimensional case, only two alternations are required to obtain the unconditionally stable scheme. The CFL stability condition that exists in the conventional FDTD method is completely removed. The time step of the ADI-FDTD method is no longer determined by the CFL stability condition but by the modeling accuracy.

Theoretical proof of the unconditional stability of the ADI-FDTD method in cylindrical coordinates system is given with the help of SCHUR-COHN-FUJIWA Criterion. The numerical verification of the unconditional stability as well as the effectiveness and efficiency of the proposed method are also demonstrated in experiments. It is found that the required iteration number can be at least three times less than that of the conventional FDTD method that can result in great saving in CPU time.

To further demonstrate the exclusive advantages of the ADI-FDTD method in solving practical electromagnetic problems, two resonant structures with conductive materials have been computed with the proposed method. A modified ADI-FDTD method in cylindrical coordinates system is specifically derived for solving highly conductive materials. The detailed field behavior in the conductive materials is then computed, which can not be easily done with the conventional FDTD method. It is shown that the ADI-FDTD method is remarkably effective and efficient for solving the structures with conductive materials, especially the highly conductive materials.
Finally, the ADI-FDTD algorithm is successfully combined with the popular absorbing boundary conditions (ABCs) for simulating open structures. The detailed implementation of the uniaxial perfectly matched layers (UPML) boundary conditions in stretched coordinates is presented for modeling general open media. With the comparison between the Mur ABC and the UPML ABC, it is shown that the UPML ABC has smaller reflection errors and is more capable of absorbing evanescent waves. It is also shown that the ADI-FDTD method combined with the UPML absorbing boundary conditions is more effective and accurate in modeling the structures with arbitrary conductivities than the Surface Impedance Boundary Condition (SIBC) method.

In conclusion, the ADI-FDTD method is an effective and efficient tool in simulating the field behaviors in RF/Microwave circuits and devices, especially where the fine mesh is indispensable. The exclusive feature of the unconditional stability allows it to be particularly useful in Monolithic Microwave Integrated Circuit (MMIC) and nanotechnology designs in the future.
Chapter 1  Introduction

1.1  Maxwell's Equations and Their Solutions

Maxwell's partial differential equations represent the spectral-temporal relationship of electric and magnetic fields. Based on these equations together with certain principles and theorems, such as duality, reciprocity, uniqueness, image theory, induction theorem and Green's functions, a variety of the electromagnetic phenomena can be interpreted and described. More specifically, since they were firstly introduced in 1870, their applications can be found in various areas, such as fundamental physics, remote sensing, satellite communication, optical fiber communication, electromagnetic compatibility, military electronic warfare, and wireless communications. As a result, seeking the solutions to Maxwell's equations in different environmental settings has been one of the most interesting topics in electromagnetism.

The primary ways to find electromagnetic solutions can be categorized into experimental, analytical and numerical approaches. Experimental approach obtains the electrical parameters by measuring the subjects under study with electronic testing equipment. Analytical approach solves the Maxwell's equations directly, most likely in geometries of regular shapes. Numerical approach employs the numerical methods to solve Maxwell's equations. Each approach has its advantages and disadvantages. The practical experiment can provide electronically measured references for the parameters of interest such as field strength, waveform, field attenuation etc. However, it is subject to the environmental interference, the accuracy of apparatus as well as potential high cost of setting up testing facilities. Therefore it is not feasible and practical sometimes for the accurate scientific research or theoretical study. Analytical approach is the most accurate way for analyzing the field behavior. But it is difficult or impossible to perform for complex structures or composite materials. Numerical techniques are currently the burgeoning approach that is applied for solving arbitrary complex circuit structures. Their flexibility, effectiveness and ability make them useful tools in electromagnetics. Thanks to the rapidly increased
computing power, it can now be used to cope with heavy computation loads associated with simulating complex structures [1-87].

On the other hand, for modern electronic system design, proper electromagnetic modeling and accurate computation play an increasingly indispensable role before the system is fabricated due to the demands for performance at high frequency band. Novel MIC/MMIC techniques allow hundreds or even thousands of electronic components to be integrated into a single package or circuit board. Such a high-density integration introduces non-negligible various electromagnetic interactions and interference such as cross-talk among different circuit parts or different layers of the circuit board. In addition, thin film techniques and nanotechnology enable the circuits of much smaller size than before. With such a small or even tiny size, electromagnetic effects that were ignored in the conventional design needs to be taken into account. Consequently, low-cost and reliable numerical analysis has become an essential procedure for the design of today's electronic systems.

The normal procedure of an electromagnetic computation technique includes developing a proper mathematical model, running numerical simulation to validate it, and modifying the model based on the simulation results. Many numerical models have been developed in the past twenty years. In the following section, several widely used numerical methods will be briefly discussed for a better understanding of the state-of-the-art in computational electromagnetics.

1.2 Brief Review of the State-of-the-art

A. Finite Difference Method (FDM)

Finite difference method [1] is a simple method for solving partial differential equations. This method can be applied to a wide range of EM problems even with irregular boundary shapes and different boundary conditions [1] [2]. The least analytical property with minimal mathematical preprocessing made it be a prevailing method during 1950-1970 [3] [4]. However, the simplicity of the method is at the cost of numerical inefficiency. For structures with good many grid points, it needs more storage memory
and faster computer processor to accomplish computation. Certain precautions have to be considered when it is applied to an open problem in which an infinite solution region is truncated to a finite size.

The basic idea of FDM method can be summarized as:

1) Discretize the whole solution domain into a grid structure with the mesh points lying on the boundary.
2) Replace the derivatives of the partial differential governing equations with the difference quotients related to adjacent points.
3) Form a system of linear equations with unknowns being the field variable for each point.
4) Solve the linear equations with known boundary conditions and obtain field value at each point.

![Figure 1.1 A typical mesh for a two-dimensional finite difference method](image)

Figure 1.1 shows a typical 2-D computation area. Suppose that the governing function is:

\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} = 0
\]

(1.1)

Replacement of the derivatives with their corresponding finite-difference quotients leads to:
\[
\frac{\partial^2 \phi_A^2}{\partial x^2} + \frac{\partial^2 \phi_A^2}{\partial y^2} \approx \frac{\phi_B + \phi_D - 2\phi_A + \phi_E + \phi_C - 2\phi_A}{h^2} = 0
\] (1.2)

or, the field value at point A can be expressed as:

\[
\phi_A = \frac{\phi_B + \phi_C + \phi_D + \phi_E}{4}
\] (1.3)

After forming the equation for each grid point, the field value at each point can be obtained by solving the system of linear equations with the help of known boundary conditions.

For complicated structures or the structures with complex shapes or different materials, the programming of the FDM method may become complicated. The computation accuracy may also decrease when the fields change rapidly. Nevertheless, with the development of high-speed computers with large storage capability, the easy application of the finite differential method has made it popular in solving EM problems [5] [6].

**B. Finite Element Method (FEM)**

Finite element method [7] is one of the widely used numerical methods for solving electromagnetic problems [8] [9]. Instead of dealing with partial differential equations with certain boundary conditions, it solves energy functional that represents the total energy in a particular system. By discretizing the whole solution area into small element areas or cells, functionals are set up and variational expressions are established in terms of the small element areas. These small areas or cells, unlike those in FDM method, are usually polygons such as triangles and rectangles for two-dimensional problems and tetrahedral for three-dimensional problems. Such choices of the elements render FEM the flexibility in matching its cells with irregular boundary shapes. The field quantities with each element are expanded in terms of basis functions, usually linear basis functions. By minimizing the functional over the whole domain that consists of elements, a system of linear equations is obtained for the expansion coefficients. Solving the set of linear
equations for the coefficients, the FEM solutions are obtained. For example, the solution to the two dimensional Laplace equation is equivalent to minimizing the functional:

\[
I(\phi) = \langle \phi, \nabla^2 \phi \rangle = \iint \left[ \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right) \right] dx dy = -\iint \left[ \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 \right] dx dy \quad (1.4)
\]

\( S \) in the above equation is then discretized as the sum of small element areas. The functional becomes a collection of the contributions from all of the small elements. By expanding \( \phi \) in each small element in terms of known basis functions with unknown coefficients and minimizing the functional by setting its first derivatives with respect to all coefficients to be zero, a matrix equation is then generated. By solving the set of equations for the coefficients, the solutions are obtained.

One of the problems of FEM methods is the numerical spurious solutions which correspond to nonphysical field structures [10]. Several schemes are available to reduce or eliminate these spurious solutions, such as edge-based FEM method [11] [12] [13] [14]. In addition, the complex data processing and tremendous number of elements are two scabrous topics for practical applications.

C. Method of Moments (MoM)

Method of Moments [15] is a popular means for discretizing a continuous operator equation such as an integral equation. By employing weighted residuals techniques, the method has been widely used in computational electromagnetics since Harrington first introduced it into electromagnetic field theory [15]. It has been shown that the method is extremely suitable for solving antenna radiation and scattering problems [16-20].

The normal procedure of the method can be described as follows. Assume that the equation to be solved is:

\[
Lu = f
\]
where $L$ is an operator-differential or integral, $f$ is known force function and $u$ is the solution to be determined. The first step in the moment method is to expand the unknown function $u$ in terms of the approximate solution $\tilde{u}$ that is a linear combination of known basis functions $\phi_n$ with $n=1,2,\ldots,N$:

$$\tilde{u} = \sum_{n=1}^{N} \alpha_n \phi_n$$  \hspace{1cm} (1.6)

where the $\alpha_n$'s are the unknown expansion coefficients of the approximate solution and the $\phi_n$'s are the basis functions. The second step is to select a set of linear independent test functions $w_n$ ($n=1,2,\ldots,N$), and then set to zero of the inner product of each test function and the residual:

$$R = \tilde{u} - f = \sum \alpha_n \phi_n - f$$

$$\langle R, W_n \rangle = 0$$

or

$$\sum_{n=1}^{N} \alpha_n \langle L\phi_n, w_n \rangle = \langle f, w_m \rangle \hspace{1cm} m = 1,2,\ldots,N$$  \hspace{1cm} (1.7)

In a matrix form:

$$A[\alpha] = B$$  \hspace{1cm} (1.8)

where $\alpha$ is a column vector which is composed of the unknown expansion coefficients, and:

$$A = \begin{bmatrix}
\langle L\phi_1, w_1 \rangle & \langle L\phi_2, w_1 \rangle & \cdots & \langle L\phi_n, w_1 \rangle \\
\langle L\phi_1, w_2 \rangle & \langle L\phi_2, w_2 \rangle & \cdots & \langle L\phi_n, w_2 \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle L\phi_1, w_N \rangle & \langle L\phi_2, w_N \rangle & \cdots & \langle L\phi_n, w_N \rangle 
\end{bmatrix}$$  \hspace{1cm} (1.9)
\[ B = \begin{bmatrix}
  \langle f, w_1 \rangle \\
  \langle f, w_2 \rangle \\
  \vdots \\
  \langle f, w_n \rangle 
\end{bmatrix} \quad (1.10) \]

By solving equation (1.8), the approximate solution to coefficient \( \alpha \)'s are obtained and therefore is found. There are several choices available for the basis functions and test functions, such as unit pulse function and delta function etc. When the test functions are identical with the basis functions, the method is called Galerkin's method. Due to the flexible choice of the basis functions as well as the test functions, the method of moments can be used to solve static, quasi-static and dynamic problems expressed by differential or integral equations. Some commercial EM simulators such as HP-ADS Momentum are based on this technique.

\textbf{D. Method of Lines (MoL)}

Method of lines [21] was developed for solving partial difference equations. The method was firstly applied to the calculation of planar microwave circuits by Schulz and Pregla [22]. The primary concept of the method is that all but one of the independent variables of partial differential equations are discretized for numerical processing while the analytical expressions are sought for the remaining one variable, which actually results in a dimension-reduced system.

For example, the cross section a microstrip line is shown in Fig. 1.2. The governing equation to be solved is the homogeneous Helmholtz equation:

\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + (k^2 - \beta^2)\phi = 0
\quad (1.11)
\]

where \( \phi \) is the electric or magnetic field, \( k \) is the wave number and \( \beta \) is the propagation constant.
The x direction is discretized by a family of N straight lines parallel to the y axis separated by \( h \).

![Figure 1.2 One half of the cross section of a microstrip line for the MoL procedure](image)

By replacing the partial derivative with respect to the \( x \) coordinate with difference expression, the two scalar functions for \( E \) or \( H \) that satisfy the Helmholtz equation become:

\[
\frac{\partial^2 \phi}{\partial y^2} + \frac{1}{h^2} \left[ \varphi_{i,i}(y) - 2\varphi_i(y) + \varphi_{i-1}(y) \right] + (k^2 - \beta^2)\varphi_i(y) = 0
\]

\[
i = 1, 2, \ldots, N
\]  
(1.12)

or in matrix form,

\[
h^2 \frac{d\Phi}{dy^2} - \left[ P - h^2(k^2 - \beta^2)I \right]\Phi = 0
\]

where I is the identity matrix and \( P \) is a tridiagonal matrix determined by the lateral boundary conditions at \( x=0 \) and \( x=a/2 \). The discretization lines for \( E \) and \( H \) are shifted by half the discretization distance, \( h/2 \), so that the boundary conditions can be easily implemented.

Because \( P \) is a real symmetric matrix, there is an orthogonal matrix \( T \) such that:

\[
T^T PT = \text{diag}(\lambda)
\]

(1.14)
where $T'$ denotes the transpose of $T$ and the elements of the diagonal matrix $\text{diag}(\lambda)$ are eigenvalues of $P$. By introducing

$$T'\Phi = U$$  \hspace{1cm} (1.15)

the system of $N$ coupled ordinary equations (1.12) can be decoupled as:

$$h^2 \frac{\partial^2 U}{\partial y^2} + [\lambda_i - h^2 (k^2 - \beta^2)] U_i = 0 \hspace{0.5cm} i = 1, 2, \ldots, N$$  \hspace{1cm} (1.16)

The equations of this form can then be analytically solved for each homogeneous region.

The method of lines has been extensively used in a number of practical but analytically complex structures such as microstrip resonator, stripline coupler, and via hole in multilayer packaging [23] [24] [25]. However, in most cases MoL is restricted to the analysis of planar and quasiplanar waveguide structures.

\textbf{E. Spectral Domain Method (SDM)}

Unlike the above methods that are conducted in temporal and spatial domain, SDM [26] is a Fourier-transformed version of integral equation method applied to planar structures. The purpose of Fourier transform is to convert a multidimensional problem into an ordinary one-dimensional problem. It was originally proposed by Itoh and Mittra on the dispersion analysis of microstrip lines. This method has been widely used in analyzing planar structures including microstrip line, finline, slotline and coplanar waveguide [27-30].

Basically SDM can be summarized in three formulation steps:

1. Associate two scalar potentials $\varphi$ and $\psi$ with electric and magnetic fields of one dimension in all the regions. The field components are then Fourier transformed in other dimensions. The governing equations are reduced to one-dimensional ordinary differential equations for the untransformed dimension.
2. Determine an appropriate Green's function for \( \varphi \) and \( \psi \) by means of immittance approach.

3. Solve the equations for the Fourier transformed unknown current distribution for a strip by means of Galerkin's method. The unknown currents are solved and expressed in terms of known basis functions.

The primary advantage of the SDM is the numerical efficiency due to the decreased dimensions. However, the significant amount of analytical preprocessing restricts its applicability to a limited number of cases. The method is generally used in well-shaped structures with infinitely thin conductors, having perfect conduction.

The numerical computation methods described so far are generally used for solving the EM problems in frequency domain, and therefore are called frequency domain numerical methods. Naturally, frequency domain methods are computationally efficient since only a narrow range of frequency is under study. During the period of the pre-computer era when large scale computation was impossible, these methods had been the primary tools for analyzing EM problems.

With the arrival of cheap powerful digital computers in recent years, large scale computation becomes possible. There have been growing interests in the direct time domain (TD) methods to calculate the electromagnetic scattering and interaction phenomena. This may be due to the surge in the activities in such areas as:

1) Electromagnetic pulse (EMP) application and short pulse radar that involve strong transient effects.
2) High speed digital circuit packaging and interconnects which include the propagation, crosstalk and radiation of electronic digital pulses.
3) Broad band signal transmission, where signals are mostly interpreted in time domain.

Direct transient analysis is preferred in these applications. Therefore, the time domain methods are the natural choice because they have several advantages over conventional frequency domain methods:
1) They can provide wideband analysis with recorded time domain signature.
2) The field behavior can be visually studied in time domain.
3) The simulation needs to be run only once to obtain the information over a wide range of frequencies, and the frequency domain information can be extracted from the time domain data by Fourier transform.
4) They can handle very short pulse excitations such as electromagnetic pulse and lighting which are not very suitable for frequency domain methods.

Typical examples of the growing variety of TD research include the original time-domain differential equation (TDDE) approach by Yee [31], which is the basis of the widely used finite difference time domain (FDTD) model [32]. An alternative implementation of TDDE models was shortly thereafter developed as the transmission line method (TLM) by John and Beurle [33]. Some of the frequency domain methods were also studied and transformed to their time domain counterpart, such as TDFEM [34] and TDMoL [35]. In the following section, several popularly used time domain methods are reviewed and discussed.

A. Finite-Difference Time Domain Method (FDTD)

Finite-difference time-domain is one of the most popular numerical methods that is widely used and of important research interest at present due to its simplicity for numerical implementation and relatively less requirements of computation resources [36]. By directly differencing Maxwell's time-dependent curl equations or their equivalent integral equations, FDTD can predict the field behaviors in a certain structure in time domain as well as in frequency domain by Fourier transforming time domain responses. Its simplicity and flexibility enable its applications to various types of electromagnetic problems, such as anisotropic and nonlinear problems. With the development of other related numerical techniques, such as Perfectly Matched Layers Absorbing Boundary Condition (PML-ABC) [37], and Efficient Techniques of Frequency Response Extraction [38] etc., FDTD has been extended to a variety of research areas, such as bio-electromagnetics [39].
Like other numerical techniques, FDTD method has its own disadvantages which are mainly originated from its two inherent modeling constraints [36] [40]. Theoretical studies show that FDTD is not computationally efficient when it is applied to electrically small and electrically large structures. The main reasons are due to the following limits:

1. In the spatial domain, the maximum spatial increment must be small enough in comparison with the wavelength (usually 8-10 steps per smallest wavelength) in order to obtain accurate field components values.

2. In the temporal domain, the time marching step must be small enough to meet the Courant-Friedrich-Levy (CFL) stability condition.

The above two limits makes FDTD too difficult to be applied to the problems where fine grid mesh or long simulation time is inevitable. Since this thesis work is based on the FDTD, more detailed discussions of FDTD will be given in Chapter 2.

B. Transmission Line Method (TLM)

TLM is another popular time domain method developed by Johns and Beurle [41] in 1971. It is a conceptually different approach from that of the straightforward differencing method of the Maxwell equations [42] [43] [44]. It employs the analogy between voltage and current propagation on a transmission line network and plane wave propagation in space. Consequently, field space is discretized into 2D or 3D grid of transmission lines interconnected at nodes. By analyzing the incident voltage wave and reflected voltage wave propagating along the transmission lines in the structure, the filed behavior in the structure can be obtained.

In the generic form of the three dimensional TLM method, the space is discretized into a three dimensional lattice with a period of $\Delta l$. Six field components are represented by a hybrid TLM cell as shown in Figure 3. Boundaries corresponding to the electric wall and the magnetic wall are represented by short-circuiting shunt nodes and open-circuiting shunt nodes on the boundary. Magnetic and dielectric materials can be introduced by adding short-circuited series stubs of length $\Delta l/2$ at the series nodes (magnetic field components) and open-circuited $\Delta l$ stubs at the shunt nodes (electric field components).
The losses can be represented by resistively loading the shunt nodes. The three dimensional nodes in TLM lattice are currently expressed with three dimensional condensed nodes.

In general TLM can be viewed as a transmission-line discrete-model of Maxwell's equations. The method can also be interpreted as an implementation of Huygen's principle, in which fields spreading in space can develop and form as a series of secondary sources. Since both TLM and FDTD methods are modeling of the Maxwell's equations in a march-on-time fashion, they can be made equivalent. The equivalence of the TLM and a modified FDTD method was shown by Chen et al. [45].

Similar to FDTD, TLM models involve space and time discretization. Therefore they are also subject to problems of mesh dispersion and anisotropy [46] [47] [48]. In addition, due to the introduction of periodic lattice structure, a typical passband-stopband phenomenon appears in the frequency data. Thus the frequency range must be lower than the upper bound of the lowest passband and is determined by the mesh size. An extensively study on TLM can be found in [49].

![Figure 1.3 A hybrid TLM cell](image)
C. **Time Domain Finite Element Method (TDFEM)**

Due to the advantage of unstructured grid that is generally used in FEM, FEM is capable of modeling the structures with arbitrary geometries. The FEM introduced before was originally applied for solving boundary value problems. It was a natural step to develop the method for solving initial value time domain problems, which resulted in the TDFEM that were presented in [34] [50-52]. TDFEM is based on solving the wave equations for electric or magnetic field. For example, the wave equation can be expressed as:

\[
\nabla^2 u - \epsilon \mu \frac{\partial^2 u}{\partial t^2} = 0
\]

(1.17)

The corresponding functional equation is:

\[
F(u) = \int_{V} \left( 0.5|\nabla u|^2 + u \epsilon \mu \frac{\partial u}{\partial t} \right) \, dv
\]

(1.18)

where \( u \) is electric or magnetic field, \( \epsilon \) is the medium permittivity and \( \mu \) is the medium permeability.

By following the general FEM procedure for space discretization and field expansion, and minimizing the functional, a system of ordinary differential equations can be obtained:

\[
\epsilon \mu A \frac{\partial^2 u}{\partial t^2} + Bu = C
\]

(1.19)

where \( A \) and \( B \) are known matrices related to discretization steps and geometry, \( C \) consists of known elements related to excitation functions and boundary conditions. By discretizing the partial differential in time domain, the above equation can be solved by updating the electromagnetic field distribution in a leapfrog fashion.

Unlike the FDTD method, TDFEM techniques have the remarkable stability and the flexibility of modeling complex structures with curved and irregular boundaries. A lot of
research [53-56] has been conducted on the improvement of TDFEM. Nevertheless, TDFEM techniques have not been widely used in solving EM problems. The reasons are:

1. The unstructured 3-D mesh generation takes a significant effort to develop, especially when the structure necessitate considerable mesh cells to simulate the field behavior.
2. It needs large pre and post-data processing, which adds more computation loads.
3. It is more time consuming than FDTD method on every time step marching.

Due to the above disadvantages, some research [57-61] has been focused on hybrid methods that take advantage of both finite-difference and finite element time domain techniques.

D. Time Domain Method of Lines (TDMoL)

With the fast development of planar microwave circuit, accurate full wave analysis of planar transmission line and its discontinuities became one of the important research topics in 1980s. By analyzing modal field distributions and input pulse behavior for a shielded microstrip line, Itoh et al. first formulated the time domain solution to MoL [62] [63]. The general procedure of TDMoL can be described as:

1. Discretize the computation area with field lines, which properly satisfy the boundary conditions
2. Express the field distribution as an expanded modal field distribution.
3. Find the coefficients of the expansion.

After the above operations, the field values at each grid point at any time step can be obtained so that the full wave analysis can be conducted for a certain structure. However, TDMoL techniques have not been widely used for analyzing planar type structures. The reasons are that:

a. Modal field distributions are not always known, especially for complex structures;
b. There is additional complexity when solving non time harmonic problems;
c. It is not computationally easy to find the coefficient of the expansion;
d. Large pre- and post-data processing.

\section*{E. Multi-resolution Time Domain Method (MRTD)}

FDTD method requires large memory and CPU time consumption due to small spatial discretization and CFL constraint. To relax or even remove the above constraints, various time domain techniques have been developed \cite{64-84} for improved computation efficiency. In 1996, a multi-resolution time-domain method \cite{64} was proposed based on Battle-Lemarie wavelets, which shows an excellent capability to approximate the exact solution with negligible error at the Nyquist sampling rates in space. At the same time, Daubechies-wavelet-based technique \cite{65}, and a multigrid technique using Haar wavelets \cite{66} \cite{67} were reported. These MRTD have been employed to analyze cavity resonators \cite{64} \cite{66} \cite{68}, microstrip lines \cite{69} \cite{70}, patch antennas \cite{71}, and nonlinear problems \cite{72}.

The general idea of MRTD method is to expand the field components with scaling functions. Basically, by applying method of moments to Maxwell’s equations in its temporal form, the MRTD can be derived with the use of scaling and wavelet functions as a set of basis functions, such as:

\begin{equation}
E = \sum_{k,l,m,n=0}^{\infty} k E_{l/2}^{m,n} h(t)\phi_{l/2}^{m,n}(x)\phi_{n}(y)\phi_{n}(z) \tag{1.20}
\end{equation}

where the indices $k,l,m,n$ are the discrete time and space indices related to the time and space coordinates via $t=k\Delta t$, $x=l\Delta x$, $y=m\Delta y$, $z=n\Delta z$. The $\Delta t$, $\Delta x$, $\Delta y$, $\Delta z$ represent the time and space discretization steps. The function $h_n(x)$ is defined as:

\begin{equation}
h_n(x) = h\left(\frac{x}{\Delta x} - m\right) \tag{1.21}
\end{equation}

with
\[
    h(x) = \begin{cases} 
    1 & \text{for } |x| < \frac{1}{2} \\
    \frac{1}{2} & \text{for } |x| = \frac{1}{2} \\
    0 & \text{for } |x| > \frac{1}{2} 
\end{cases} \quad (1.22)
\]

The function \( \phi_m(x) \) is defined as:

\[
    \phi_m(x) = \phi(\frac{x}{\Delta x} - m) \quad (1.23)
\]

where \( \phi(x) \) is the scaling function. By inserting the above field expansions into Maxwell’s equations and sampling the equations with pulse function as test functions in time and scaling functions as test functions in space, MRTD formulas can be obtained.

The MRTD algorithm is much more complicated than that of FDTD due to the field expansion. The field at one grid point is related to the field at its several neighboring points. With more smooth function such as cubic spline Battle-Lemarie scaling function, the number of the relevant points can be limited. [64].

Although MRTD can greatly reduce the dispersion of FDTD and therefore reduce the memory requirement for space gridding, the stability condition for MRTD still remains and actually becomes more stringent [73] [74]. The scheme itself has less physical meaning than FDTD by calculating the coefficients instead of real field values. In addition, it is essentially a high-order technique, which does not seem more advantageous over the high-order conventional FDTD [75].

**F. Pseudo-Spectral Time-Domain (PSTD)**

Pseudo-spectral Time-domain method was firstly introduced by Q. H. Liu [76] [77] in 1997. It used the Fast Fourier Transform (FFT) instead of finite difference to compute spatial derivatives in the spatial spectral domain. The main advantage of the method is its spatial grid upper bound can reach two grids per wavelength, which is the Nyquist
Sampling limit. Compared to at least 8–10 grids per wavelength needed by FDTD method, PSTD method has much less computation memory requirement.

To be more explicit, the following paragraphs explain the main difference between the PSTD and the FDTD in the representation of spatial derivatives. In the Yee’s FDTD algorithm, central difference approximation for space derivatives is used:

\[
\frac{\partial f(n\Delta x, m\Delta y, l\Delta z, k\Delta t)}{\partial x} = \frac{f(n\Delta x + \frac{\Delta x}{2}, m\Delta y, l\Delta z, k\Delta t) - f(n\Delta x - \frac{\Delta x}{2}, m\Delta y, l\Delta z, k\Delta t)}{\Delta x}
\]

In the PSTD method, the space derivative is computed through the Fourier transform:

\[
\frac{\partial f(n\Delta x, m\Delta y, l\Delta z, k\Delta t)}{\partial x} = -F^{-1}[ik_xF(f(n\Delta x, m\Delta y, l\Delta z, k\Delta t))]
\]

where \( F \) and \( F^{-1} \) denote the forward and inverse Fourier transform, and \( k_x \) is Fourier transform variable, or spatial frequency along the \( x \) direction.

Compared to FDTD, PSTD method use only \((1/8)^D - (1/4)^D\) [77] (\( D \) is the dimensionality) memory that required by FDTD, and it is simple to implement because the nodes are condensed. In addition, the dispersion error of the PSTD method is smaller than that of FDTD method.

However, because spatial Fourier transform requires the fields to be continuous within the whole spatial domain, problems arise when the fields are discontinuous, for example, at the boundary of perfect conductor where the magnetic field components are not continuous [76]. In such a case, the PSTD method is not effective. Furthermore, PSTD is not suitable for highly inhomogeneous media. A hybrid method combining the FDTD and the PSTD method [78] was developed recently to retain the merits of each individual method.
It should be noted that as an explicit approach, the PSTD is still constrained by the CFL stability condition. Furthermore, the complex computations inherited from FFT doubles the computer memory requirement and results in less saving in computation time than expected. In addition, it is still a high-order technique, which has a dispersion property not much better than that of the high-order FDTD method.

**F Alternating-Direction Implicit FDTD (ADI-FDTD)**

ADI-FDTD method was first applied to Yee’s grid by R. Holland in 1984 [79]. Instead of directly calculating field values, the finite-difference operator for 3-D solution to Maxwell’s equations was factored into three operators. Each operator is performed in respect to the three coordinate directions. However, the scheme required three implicit sub-step computations for each FDTD recursive cycle and it was never found to be completely stable without adding significant dielectric loss.

In 1990, a specially designed two dimensional FDTD algorithm, which employed time step larger than that allowed by explicit FDTD method, was presented in [80]. Nevertheless, it was based on a new staggered grid different from Yee’s and the grid points and field components were twice of the Yee’s on a body surface. Consequently, the method consumes more computer memory and computation resources. Very recently, a new two dimensional FDTD algorithm free of the Courant stability conditions was proposed for a 2D-TE wave [81]. The resulting FDTD formulation was found to be unconditionally stable. Consequently, the second constraint of the FDTD modeling is completely removed. F. Zheng et al. successfully developed ADI-FDTD method for general three dimensional problems [82] [83]. The applications of ADI-FDTD method in solving EM problems have subsequently been reported, such as [84], especially for problems that the conventional FDTD method is incapable of solving due to CFL condition.

Since this thesis work is based on ADI-FDTD method, the detailed description to ADI-FDTD method will be introduced in Chapter 3.

In the above sections, several numerical methods for solving electromagnetic problems have been introduced and discussed. Each method has its own distinct advantages and
disadvantages in respect to different types of electromagnetic problems. For a specific problem, an appropriate method needs to be selected in order to effectively and efficiently obtain the desired computation results. Memory requirement, total computation time, modeling accuracy and data processing of pre- (post-) computation are the important factors to be under consideration.

1.3 Inducement of the Thesis

F. Zheng, Z. Chen and J. Zhang have reported the unconditional stability of ADI-FDTD scheme in the three dimensional Cartesian coordinates system with emphasis on the theoretical validations, such as mathematical proof of unconditional stability and dispersion analysis. The attractive features of unconditional stability of ADI-FDTD and its relatively shorter simulation time have made it a promising numerical method.

However, all of the previous work so far has been confined to the Cartesian coordinates system with very limited applications. If the ADI-FDTD method is applied to curvilinear boundaries and other extended applications, studies must be required with the changed environmental settings. Therefore it is desired to:

1. extend ADI-FDTD algorithm to other coordinate system, such as cylindrical coordinate system, to broaden the applications of ADI-FDTD method.
2. enhance the scheme's capability by implementing certain absorbing boundary conditions (ABC), such as PML boundary conditions, for solving open boundary structures and scattering EM problems.
3. study the effectiveness and efficiency of ADI-FDTD method when it is applied to the structures with arbitrary media parameters, including highly conductive media that is insolvable with the conventional FDTD method, and
4. draw up criteria on what problems can be more effectively and efficiently solved with ADI-FDTD method than with other numerical methods

This thesis work is undertaken along these lines to give a more detailed insight in the ADI-FDTD method that is particularly associated with solving practical EM problems,
and in commonly used RF and microwave devices, such as resonators, waveguides, microstrip lines etc.

1.4 Purviews and Organization of the Thesis

The thesis includes three primary parts:

1. Theoretical development of the cylindrical ADI-FDTD method, including formulation of the cylindrical ADI-FDTD method, mathematical proof of the unconditional stability of the algorithm and numerical validation of the algorithm.
2. The applications of the method to close structures, including experiments on various resonator type structures with general media parameters.
3. The applications of the method to open structures, including incorporation of the absorbing boundary media into the ADI-FDTD method and numerical analysis of circular waveguide structures and cylindrical microstrip lines.

The thesis is organized in the following manner:

Chapter 2 introduces the Yee’s grid and conventional FDTD method, which are the basis of the ADI-FDTD method. As an indispensable part for solving open structures and scattering problems, several popularly used absorbing boundary schemes are also discussed.

Chapter 3 is the primary theoretical part of the thesis, in which the formulation of the cylindrical ADI-FDTD method is presented for the first time. The numerical validation of the algorithm is then given in comparison with conventional FDTD method.

Chapter 4 introduces a novel theoretical approach for determining the numerical stability. Extensive numerical experiments are conducted to verify the theoretical results.

Chapter 5 focuses on solving close structures, such as circular resonators, circular resonators with rods, circular disk resonator. The nonuniform gridding method is
developed for efficient computation. The influence of the nonuniform mesh on numerical results is also presented.

Chapter 6 gives applications to open structures. In it, the Uniaxial Perfectly Matched Layers (UPML) is incorporated with the cylindrical ADI-FDTD that allows modeling of open conducting structures. Numerical validations were performed with waveguide structures. Walls of arbitrary conductivities are computed for the first time. The results are compared to those with the Surface Impedance Boundary Conditions (SIBC) method.

Chapter 7 concludes the thesis by reviewing the theoretical and experimental results of cylindrical ADI-FDTD method, and indicating the possible directions of the future research work in this field.
Chapter 2  The Finite-Difference Time-Domain (FDTD) Method

2.1  Introduction

In this chapter, the FDTD method is introduced and described. It provides the basis for the ADI-FDTD method to be developed in the later chapters.

The FDTD method has become one of the most popular numerical methods in computational electromagnetics for many years. Theoretically it is capable of predicting the field behavior regardless shape and material parameters of a subject under study. It can incorporate materials of any conductivity of a real metal or of zero conductivity dielectric. It can model various types of materials such as magnetic materials, anisotropic plasma and magnetic ferrites. As a result, FDTD is suitable for a wide range of applications, including microwave circuit analysis [85-92], photonic device analysis [93-95], packaging and interconnection modeling [96-99], antenna design and analysis [100-102], and bioelectromagnetic applications [103-105].

However, it suffers from great difficulty when simulating electrically small and electrically large objects. Such difficulty is mainly derived from its two inherent constraints:

1. relatively fine mesh, compared to either smallest wavelength or minimum structure dimension, must be taken to make the numerical errors negligible.
2. simulation time step must be smaller than or equal to Courant-Friedrich-Levy stability condition.

In the following sections, the fundamental knowledge and the primary points of FDTD method will be discussed.
This chapter is organized in the following manner: Firstly the fundamentals of FDTD technique are reviewed; secondly the FDTD algorithms in cylindrical and spherical coordinates system are discussed; then the two restrictions as well as the resultant numerical stability conditions of FDTD method are presented; finally the commonly used absorbing boundary conditions are described. Other relevant knowledge, such as nonuniform gridding method as well as numerical dispersion will also be given.

2.2 Yee's Grid and FDTD Algorithm in the Rectangular Coordinates

As having been discussed in Chapter 1, many numerical methods for solving Maxwell's equations have been developed in order to predict the field behavior in both time and frequency domains. In 1966, K. Yee originated the FDTD scheme which solves the time dependent Maxwell's curl equation for the lossless materials in a straightforward manner [31]. In this numerical scheme, the continuous electromagnetic fields in a finite volume of space are sampled at certain points discretely in space and time. The electromagnetic wave propagation is modeled by finite-differencing of Maxwell's equation at each spatial lattice point at corresponding time step and advancing in time step. The field solution at the current time step is deduced from the field values at the previous time steps, which leads to a recursive leap-frog algorithm. This approach basically results in a simulation of actual coupled full wave solutions by the numerically sampled data that propagates in a data space (the simulation region) stored in a computer. Space and time sampling increments are selected to avoid aliasing of the continuous field distribution and to guarantee stability of the time marching algorithm. Time marching is completed when the desired late time or steady-state field behavior is observed.

The time dependent Maxwell's curl equations in a linear, lossless and isotropic medium may be written as:

\[ \frac{\partial \mathbf{H}}{\partial t} = -\frac{1}{\mu} \nabla \times \mathbf{E}, \]  

(2.1a)

\[ \frac{\partial \mathbf{E}}{\partial t} = \frac{1}{\varepsilon} \nabla \times \mathbf{H}. \]  

(2.1b)
where \( \varepsilon \) and \( \mu \) are electrical permittivity and magnetic permeability respectively.

The vector curl equations (2.1) can be rewritten as scalar equations in a certain coordinate system. In cartesian coordinates, for example, the six scalar equations are:

\[
\frac{\partial H_x}{\partial x} = \frac{1}{\mu} \left( \frac{\partial E_y}{\partial y} - \frac{\partial E_z}{\partial z} \right), \tag{2.2a}
\]
\[
\frac{\partial H_y}{\partial x} = \frac{1}{\mu} \left( \frac{\partial E_z}{\partial z} - \frac{\partial E_x}{\partial x} \right), \tag{2.2b}
\]
\[
\frac{\partial H_z}{\partial x} = \frac{1}{\mu} \left( \frac{\partial E_x}{\partial x} - \frac{\partial E_y}{\partial y} \right), \tag{2.2c}
\]
\[
\frac{\partial E_x}{\partial y} = \frac{1}{\mu} \left( \frac{\partial H_y}{\partial z} - \frac{\partial H_z}{\partial y} \right), \tag{2.2d}
\]
\[
\frac{\partial E_y}{\partial z} = \frac{1}{\mu} \left( \frac{\partial H_z}{\partial x} - \frac{\partial H_x}{\partial z} \right), \tag{2.2e}
\]
\[
\frac{\partial E_z}{\partial z} = \frac{1}{\varepsilon} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right). \tag{2.2f}
\]

A continuous solution domain is then discretized based on the proposal by Yee as illustrated in Fig. 2.1. For convenience, a space point can be denoted as:

\[
(i, j, k) = (x = i\Delta x, y = j\Delta y, z = k\Delta z) \tag{2.3}
\]

and any function of time and space as:

\[
u^n(i, j, k) = u(x = i\Delta x, y = j\Delta y, z = k\Delta z, t = n\Delta t) \tag{2.4}
\]

in which \( \Delta x \), \( \Delta y \), \( \Delta z \) and \( \Delta t \) are the spatial and temporal increment steps respectively. By using the second order central difference approximation as indicated in (2.5) for space and time derivatives,
\[
\frac{\partial (u^*(i, j, k))}{\partial x} = \frac{u^*(i + \frac{1}{2}, j, k) - u^*(i - \frac{1}{2}, j, k)}{\Delta x} + O(\Delta x^2), \quad (2.5a)
\]

\[
\frac{\partial (u^*(i, j, k))}{\partial t} = \frac{u^*\frac{\Delta t}{\Delta t}(i, j, k) - u^*\frac{\Delta t}{\Delta t}(i, j, k)}{\Delta t} + O(\Delta t^2) \quad (2.5b)
\]

Figure 2.1 Position of electric and magnetic field components in Yee's grid

the explicit finite difference approximation of six Maxwell's scalar equations in (2.2) can be obtained as:

\[
H_x^{\frac{\Delta t}{\Delta t}}(i, j+\frac{1}{2}, k+\frac{1}{2}) = H_x^{\frac{\Delta t}{\Delta t}}(i, j+\frac{1}{2}, k+\frac{1}{2}) + \frac{\Delta \mu}{\Delta t} \left[ E_y^\ast(i, j+\frac{1}{2}, k+1) - E_y^\ast(i, j+\frac{1}{2}, k) \right] - \frac{\Delta \mu}{\Delta y} \left[ E_y^\ast(i+\frac{1}{2}, j+\frac{1}{2}, k) - E_y^\ast(i+\frac{1}{2}, j-\frac{1}{2}, k) \right] \quad (2.6a)
\]
\begin{align}
H^{n+1}_{x}(i+\frac{1}{2}, j, k + \frac{1}{2}) &= H^{n}_{x}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \frac{\Delta t}{\mu} \left[ \frac{E_{x}^{n}(i, j, k) + \frac{1}{2}) - E_{x}^{n}(i, j, k + \frac{1}{2})}{\Delta x} \right] - \frac{\Delta t}{\mu} \left[ \frac{E_{x}^{n}(i, j + \frac{1}{2}, k) - E_{x}^{n}(i, j, k)}{\Delta y} \right] \\
H^{n+1}_{z}(i + \frac{1}{2}, j + \frac{1}{2}, k) &= H^{n}_{z}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \frac{\Delta t}{\mu} \left[ \frac{E_{z}^{n}(i, j + \frac{1}{2}, k + \frac{1}{2}) - E_{z}^{n}(i, j, k)}{\Delta y} \right] - \frac{\Delta t}{\mu} \left[ \frac{E_{z}^{n}(i + \frac{1}{2}, j, k) - E_{z}^{n}(i, j, k)}{\Delta x} \right] \\
E^{n+1}_{x}(i + \frac{1}{2}, j, k) &= E^{n}_{x}(i + \frac{1}{2}, j, k) + \frac{\Delta t}{\varepsilon} \left[ \frac{H^{n}_{x}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H^{n}_{x}(i + \frac{1}{2}, j - \frac{1}{2}, k)}{\Delta y} \right] \\
E^{n+1}_{y}(i, j + \frac{1}{2}, k) &= E^{n}_{y}(i, j + \frac{1}{2}, k) + \frac{\Delta t}{\varepsilon} \left[ \frac{H^{n}_{y}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H^{n}_{y}(i, j + \frac{1}{2}, k - \frac{1}{2})}{\Delta z} \right] \\
E^{n+1}_{z}(i, j, k + \frac{1}{2}) &= E^{n}_{z}(i, j, k + \frac{1}{2}) + \frac{\Delta t}{\varepsilon} \left[ \frac{H^{n}_{z}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H^{n}_{z}(i, j, k + \frac{1}{2})}{\Delta x} \right] \\
E^{n+1}_{z}(i, j, k + \frac{1}{2}) &= E^{n}_{z}(i, j, k + \frac{1}{2}) + \frac{\Delta t}{\varepsilon} \left[ \frac{H^{n}_{z}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H^{n}_{z}(i, j, k + \frac{1}{2})}{\Delta y} \right] \\ 
(2.6b) & \quad (2.6c) & \quad (2.6d) & \quad (2.6e) & \quad (2.6f)
\end{align}

As can be seen from (2.6) each field component at a certain time step is evaluated with the field components at the previous time step, which leads to a leapfrog time recursive scheme. In space, each field component at a certain grid point is described by the four surrounding counterpart field points, which forms an interlaced E-H pattern in spatial domain. Once a certain grid point is illuminated by a wave source, such as the simple
point source, the accordingly generated waves will be propagating in the Yee’s grid at a
certain wave speed. As a result, the field behavior at a certain point as well as in the
whole structure can be obtained by observing the time domain signature of a certain grid
point and the field distribution within the structure. By applying Fourier transform, the
wave properties in frequency domain can also be obtained for further investigation of the
field solutions.

It should be pointed out that the equations in (2.6) are only the basic representation of
FDTD algorithm without considering medium anisotropy, nonuniform cell sizes,
nonuniform medium distribution, and boundary problems. They can be modified and
extended to different EM problems by either changing some terms in the basic equations
or introducing other auxiliary field components. In essence, Yee's FDTD scheme
provides a simple structure of three-dimensional space being filled by an interlinked array
of Faraday's Law and Ampere's Law contours [36]. It is very simple in concept and
implementation by directly representing Maxwell’s equations in a discrete form.

In the actual circuit design and EM problem analysis, there exist a variety of structures
and devices with curvilinear contour or other nonrectangular boundaries, such as Body of
Rotation (BOR) structures, Spherical Structures etc. For these kinds of structures, it is
often awkward using cartesian coordinate system to discretize the computation domain
due to the irregularities involved. For example, for a ceramic resonator filter of
cylindrical shape, if the rectangular coordinate system is used, staircase boundaries may
result, which may then compromise the modeling accuracy. It may lead to a long
computation time and huge memory consumption.

To circumvent the difficulty, much research work has been done in recent years on non-
rectangular coordinates, nonuniform orthogonal grids [106], locally conformal grids and
globally orthogonal [107], global curvilinear coordinates [108], irregular nonorthogonal
structured grids [109], and irregular nonorthogonal structured grids [110]. Among those,
gridding the structures in other orthogonal coordinate systems is a simple but effective
way to obtain satisfactory numerical results with minor change to the Cartesian FDTD
algorithm. In the following subsections, FDTD algorithms in the cylindrical and spherical
coordinate systems are presented and discussed.
2.3 FDTD Algorithm in the Cylindrical Coordinates

The basic theory of FDTD algorithm in cylindrical coordinate system is the same as that in Cartesian coordinate system. In an isotropic lossless region with permittivity $\varepsilon$ and permeability $\mu$, the six scalar equations that relate the components of electric field $E$ and magnetic field $H$ in the cylindrical coordinate can be expressed as:

\[
\varepsilon \frac{\partial E_r}{\partial t} = \frac{\partial H_z}{\partial \phi} - \frac{\partial H_\phi}{\partial z} \tag{2.7a}
\]
\[
\varepsilon \frac{\partial E_\phi}{\partial t} = \frac{\partial H_r}{\partial z} - \frac{\partial H_z}{\partial r} \tag{2.7b}
\]
\[
\varepsilon \frac{\partial E_z}{\partial t} = \frac{\partial (\mu H_\phi)}{\partial r} - \frac{\partial H_r}{\partial \phi} \tag{2.7c}
\]
\[
-\mu \frac{\partial H_r}{\partial t} = \frac{\partial E_z}{\partial \phi} - \frac{\partial E_\phi}{\partial z} \tag{2.7d}
\]
\[
-\mu \frac{\partial H_\phi}{\partial t} = \frac{\partial E_r}{\partial z} - \frac{\partial E_z}{\partial r} \tag{2.7e}
\]
\[
-\mu \frac{\partial H_z}{\partial t} = \frac{\partial (\mu E_\phi)}{\partial r} - \frac{\partial E_r}{\partial \phi} \tag{2.7f}
\]

As can be seen, the electric field is decomposed into three orthogonal field components, which are $E_r$, $E_\phi$ and $E_z$ respectively; similarly the magnetic field is decomposed into $H_r$, $H_\phi$ and $H_z$ respectively.
The space is then discretized with a cell shown in Figure 2.2. Denote \((i, j, k) = (r = i\Delta r, \phi = j\Delta \phi, z = k\Delta z)\) as well as a function 
\(u_{i,j,k}^n = u(r = i\Delta r, \phi = j\Delta \phi, z = k\Delta z, t = n\Delta t)\) like in (2.5), the finite-differenced form of (2.2) can be obtained as:

\[
\frac{H_r^{n+1/2}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_r^{n-1/2}(i, j + \frac{1}{2}, k + \frac{1}{2})}{\Delta t} = \frac{1}{\mu} \left[ \frac{E_x^n(i, j + \frac{1}{2}, k + 1) - E_x^n(i, j + \frac{1}{2}, k)}{\Delta z} - \frac{E_x^n(i, j + 1, k + \frac{1}{2}) - E_x^n(i, j, k + \frac{1}{2})}{\Delta \phi \cdot i \cdot \Delta r} \right]
\]

(2.8a)

\[
\frac{H_r^{n+1/2}(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_r^{n-1/2}(i + \frac{1}{2}, j, k + \frac{1}{2})}{\Delta t} = \frac{1}{\mu} \left[ \frac{E_x^n(i + 1, j, k + \frac{1}{2}) - E_x^n(i + \frac{1}{2}, j, k + 1)}{\Delta r} - \frac{E_x^n(i + \frac{1}{2}, j, k + 1) - E_x^n(i + \frac{1}{2}, j, k)}{\Delta z} \right]
\]

(2.8b)
\[
\begin{align*}
\frac{H_z^{\text{new}}(i+\frac{1}{2}, j+\frac{1}{2}, k) - H_z^{\text{old}}(i+\frac{1}{2}, j+\frac{1}{2}, k)}{\Delta t} &= \frac{1}{\mu(i+\frac{1}{2}) \cdot \Delta r} \\
&\left[ E_x'(i+\frac{1}{2}, j+\frac{1}{2}, k) - E_x'(i+\frac{1}{2}, j, k) \right] \\
&\cdot \Delta r \cdot E_y'(i+\frac{1}{2}, j+\frac{1}{2}, k) - i \cdot \Delta r \cdot E_y'(i, j+\frac{1}{2}, k) \\
&\Delta \phi \\
(2.8c)
\end{align*}
\]

\[
\begin{align*}
E_x^{\text{new}}(i+\frac{1}{2}, j, k) - E_x^{\text{old}}(i+\frac{1}{2}, j, k) \\
\Delta t &= \frac{1}{\varepsilon} \\
&\left[ H_x^{\text{new}}(i+\frac{1}{2}, j+\frac{1}{2}, k) - H_x^{\text{old}}(i+\frac{1}{2}, j+\frac{1}{2}, k) \right] \\
&\cdot \Delta \phi(i+\frac{1}{2}) \cdot \Delta r \\
&\Delta z \\
(2.8d)
\end{align*}
\]

\[
\begin{align*}
E_y^{\text{new}}(i, j+\frac{1}{2}, k) - E_y^{\text{old}}(i, j+\frac{1}{2}, k) \\
\Delta t &= \frac{1}{\varepsilon} \\
&\left[ H_y^{\text{new}}(i, j+\frac{1}{2}, k+\frac{1}{2}) - H_y^{\text{old}}(i, j+\frac{1}{2}, k+\frac{1}{2}) \right] \\
&\cdot \Delta \phi(i-\frac{1}{2}) \cdot \Delta r \\
&\Delta z \\
(2.8e)
\end{align*}
\]

\[
\begin{align*}
E_z^{\text{new}}(i, j, k+\frac{1}{2}) - E_z^{\text{old}}(i, j, k+\frac{1}{2}) \\
\Delta t &= \frac{1}{\varepsilon} \\
&\left[ (i+\frac{1}{2}) \cdot \Delta r \cdot H_z^{\text{new}}(i+\frac{1}{2}, j+\frac{1}{2}, k+\frac{1}{2}) \right] \\
&\cdot \Delta \phi(i+\frac{1}{2}) \cdot \Delta r \\
&\Delta \phi \\
(2.8f)
\end{align*}
\]

Note in the above equation, there is a singularity at \( r=0 \) as \( i=0 \). The reason is that in the original discretized Maxwell's equation (2.8), \( 1/r \) term exists which leads to infinity at \( r=0 \). Therefore a special treatment is required at the axial points to remove such a singularity. Figure 2.3(a) shows a grid cell at \( r=0 \).

As can be seen from Figure 2.3(a), there are totally three field components that are defined at the axis \( r=0 \) (or simply the z-axis), \( E_z \), \( E_\phi \) and \( H_r \). Because of the symmetry, \( E_\phi=0 \) and \( H_r=0 \). As a result, only \( E_z \) at \( r=0 \) is left to be computed specially.
To compute or update $E_z$, the following integral form of Maxwell's equation in the time domain is used and applied:

$$\oint \mathbf{H} \cdot d\mathbf{l} = \mathbf{E} \cdot \int \frac{\partial \mathbf{E}}{\partial t} \cdot d\mathbf{s}$$  \hspace{1cm} (2.9)$$

where $C$ is a closed contour surrounding the $z$-axis, and $S$ is the surface bounded by the contour $C$.
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Figure 2.3  \hspace{0.5cm} (a) A portion of the lattice at $r=0$  \hspace{0.5cm} (b) the integral path to obtain $E_z$ at $r=0$

By using the closed circular path of radius $\Delta r/2$ around the $z$-axis as shown in Figure 2.3(b), the following finite-difference equation for $E_z$ at $r=0$ can be obtained:
\[ E_\phi^{n+1}(0, j, k) = E_\phi^n(0, j, k) + \frac{4\Delta t}{\varepsilon \cdot \Delta r} H_\phi^{n+\frac{1}{2}}(0, j, k) \]  
(2.10)

The above equation is explicit for computing \( E_\phi \) at \( r=0 \) with the use of the central finite difference.

In [36], a 2.5-dimension method is proposed for computing the field component on the axis which eliminates azimuthal (\( \phi \)) dependence of the field by expanding it as a Fourier series. The algorithm is able to compute all the Fourier modes providing it converges for each mode. This method is essentially applicable only for to BOR structures since the assumption of the Fourier expansion is not valid when the field distribution in azimuthal direction can not be expanded in sinusoidal forms. However, (2.8) and (2.10) are general formulations without assumptions and will be employed in this thesis.

2.4  FDTD Algorithm in Spherical Coordinates

In the spherical coordinate system, the electric field and the magnetic field are decomposed in three orthogonal directions, which are \( R \), \( \theta \) and \( \phi \) respectively. The Maxwell’s equations can thus be expressed as:

\[
\begin{align*}
\varepsilon \frac{\partial E_\theta}{\partial t} & = \frac{\partial (\sin \theta H_\phi)}{\partial \theta} - \frac{\partial H_\theta}{\partial \phi} \\
\varepsilon \frac{\partial E_\phi}{\partial t} & = \frac{\partial H_R}{\partial \phi} - \frac{\partial (R H_\theta)}{R \partial R} \\
\varepsilon \frac{\partial E_\phi}{\partial t} & = \frac{\partial (R H_\theta)}{R \partial R} - R \frac{\partial E_\phi}{R \partial \theta} \\
-\mu \frac{\partial H_R}{\partial t} & = \frac{\partial (\sin \theta E_\phi)}{\partial \theta} - \frac{\partial E_\theta}{R \sin \theta \partial \phi} \\
-\mu \frac{\partial H_\theta}{\partial t} & = \frac{\partial E_\phi}{R \sin \theta \partial \phi} - \frac{\partial (R E_\theta)}{R \partial R} \\
-\mu \frac{\partial H_\phi}{\partial t} & = \frac{\partial (R E_\theta)}{R \partial r} - \frac{\partial E_\phi}{R \partial \theta}
\end{align*}
\]  
(2.11a-f)
Similar with the process described before for the Cartesian and cylindrical coordinates, the discretized form of (2.11) can be similarly obtained by direct finite-differencing method, which is:

\[
\frac{H^{n+\frac{1}{2}}_{x}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H^{n-\frac{1}{2}}_{x}(i, j + \frac{1}{2}, k + \frac{1}{2})}{\Delta t} = \frac{1}{\mu \cdot i \cdot \Delta R \cdot \sin \left[ \left( j + \frac{1}{2} \right) \Delta \phi \right]} \left[ \frac{\Delta \phi}{\sin \left[ \left( j + 1 \right) \Delta \phi \right]} \left( E_{0}^{n}(i, j + \frac{1}{2}, k + 1) - E_{0}^{n}(i, j + \frac{1}{2}, k) \right) - \frac{\sin \left[ \left( j + 1 \right) \Delta \phi \right]}{\Delta \phi} E^{n}_{x}(i, j + 1, k + \frac{1}{2}) \right] \right]
\]

(2.12a)

\[
\frac{H^{n+\frac{1}{2}}_{x}(i + \frac{1}{2}, j, k + \frac{1}{2}) - H^{n-\frac{1}{2}}_{x}(i + \frac{1}{2}, j, k + \frac{1}{2})}{\Delta t} = \frac{1}{\mu} \left[ \frac{(i + \frac{1}{2}) \cdot \Delta R \cdot E_{x}^{n}(i + 1, j, k + \frac{1}{2}) - i \Delta R \cdot E_{x}^{n}(i, j, k + \frac{1}{2})}{(i + \frac{1}{2}) \Delta R \cdot \sin \left( j \cdot \Delta \phi \right) \Delta \phi} \right]
\]

(2.12b)

\[
\frac{H^{n+\frac{1}{2}}_{x}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H^{n-\frac{1}{2}}_{x}(i + \frac{1}{2}, j + \frac{1}{2}, k)}{\Delta t} = \frac{1}{\mu} \left[ \frac{E_{x}^{n}(i + \frac{1}{2}, j + 1, k) - E_{x}^{n}(i + \frac{1}{2}, j, k)}{(i + \frac{1}{2}) \Delta R \cdot \Delta \phi} - \frac{(i + 1) \Delta R \cdot E_{x}^{n}(i + 1, j + \frac{1}{2}, k) - l \Delta R \cdot E_{x}^{n}(i, j + \frac{1}{2}, k)}{(i + \frac{1}{2}) \Delta R \cdot \Delta \phi} \right]
\]

(2.12c)
\[ E_{e}^{m}(i\pm \frac{1}{2}, j,k) - E_{e}^{m}(i\pm \frac{1}{2}, j,k) \]

\[
\begin{align*}
\frac{\Delta}{\epsilon} & \left[ \sin \left( \left( j + \frac{1}{2} \right) \Delta \theta \right) H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right) - \sin \left( \left( j - \frac{1}{2} \right) \Delta \theta \right) H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right) \right] \\
& \Delta \theta \cdot \sin (j \Delta \theta) \cdot (i\pm \frac{1}{2}) \cdot \Delta R \\
& H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \pm \frac{1}{2} \right) - H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right) \\
& \sin (j \Delta \theta) \cdot (i\pm \frac{1}{2}) \cdot \Delta R \cdot \Delta \phi 
\end{align*}
\]

(2.12d)

\[ E_{e}^{m}(i,j\pm \frac{1}{2}, k) - E_{e}^{m}(i,j\pm \frac{1}{2}, k) \]

\[
\begin{align*}
\frac{\Delta}{\epsilon} & \left[ H_{f}^{m} \left( i,j\pm \frac{1}{2}, k \pm \frac{1}{2} \right) - H_{f}^{m} \left( i,j\pm \frac{1}{2}, k \right) \right] \\
& \left( i\pm \frac{1}{2} \right) \Delta R \cdot \sin \left( \left( j + \frac{1}{2} \right) \Delta \theta \right) \Delta \phi \\
& \left( i\pm \frac{1}{2} \right) \Delta R \cdot H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right) - \left( i\pm \frac{1}{2} \right) \Delta R \cdot H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right) \\
& \left( i\pm \frac{1}{2}, j, k \right) \Delta R \cdot H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right)
\end{align*}
\]

(2.12e)

\[ E_{e}^{m}(i,j,k\pm \frac{1}{2}) - E_{e}^{m}(i,j,k\pm \frac{1}{2}) \]

\[
\begin{align*}
\frac{\Delta}{\epsilon \cdot \Delta R} & \left[ \left( i\pm \frac{1}{2} \right) \Delta R \cdot H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \pm \frac{1}{2} \right) - \left( i\pm \frac{1}{2} \right) \Delta R \cdot H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \pm \frac{1}{2} \right) \right] \\
& \Delta R \cdot \sin \left( \left( j + \frac{1}{2} \right) \Delta \theta \right) \Delta \phi \\
& H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \pm \frac{1}{2} \right) - H_{f}^{m} \left( i\pm \frac{1}{2}, j, k \right) \\
& \Delta \theta 
\end{align*}
\]

(2.12f)

where:

\[(i, j, k) = (r = i \Delta R, \phi = j \Delta \phi, z = k \Delta z),\]

and

\[u^{m}(i, j, k) = u(r = i \Delta R, \phi = j \Delta \phi, z = k \Delta z, t = n \Delta t)\]
The spherical FDTD algorithm is generally used for solving scattering electromagnetic problems, especially for near field behavior of antenna systems. However, the spherical FDTD is not recommended for solving the problems with dimensions large in terms of the wavelength under consideration. That is due to the increasing sizes in radial direction, which may result in large modeling errors [110]. Other techniques can be employed for efficient computation for these problems, such as nonorthogonal gridding method [110].

2.5 Properties of FDTD Algorithm

To effect the efficient computation and reduce the modeling errors, behaviors and properties of the FDTD algorithm need to be investigated. In the following sections, these properties are discussed, including meshing schemes, numerical stability and dispersion.

2.5.1 Nonuniform Mesh

The discretized Maxwell’s equations in (2.6), (2.8) and (2.12) are all written with a uniform Yee’s grid, that is, time and space steps are uniformly the same across the whole computation domains. However, the uniform grid is not suitable for modeling the structures with fine geometrical features that can not conform to the edges of the uniform lattice. Further it may result in a global dense mesh when modeling the regions where electromagnetic fields rapidly change, such as near sharp edges or corners, leading to a large computation expenditures. Therefore, a reduction in the actual cell size in certain regions while not necessary in other regions is desired to more accurately model the local fields. In other words, a non-uniform mesh is required.

A non-uniform mesh scheme was introduced by Monk [111] [112]. However, it is cautioned that a non-uniform grid should not change size too rapidly. As a rule of thumb, one should try to maintain $0.5\Delta x_{i\parallel} \leq \Delta x_i \leq 2\Delta x_{i\parallel}$ to avoid large local numerical errors [36].

The discretized Maxwell’s equations of a nonuniform cylindrical mesh can be written as:
\[ \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta t} = \frac{1}{\mu} \left[ \frac{E^\text{x}(i,j,k) - E^\text{x}(i,j,k)}{\Delta z(k+1)} - \frac{E^\text{x}(i,j,k+1) - E^\text{x}(i,j,k)}{\Delta z(2k+2)} \right] \]  

(2.13a)

\[ \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta t} = \frac{1}{\mu} \left[ \frac{E^\text{x}(i,j,k) - E^\text{x}(i,j,k+1)}{\Delta r(2(k+1))} - \frac{E^\text{x}(i,j,k) - E^\text{x}(i,j,k+1)}{\Delta r(i+1)} \right] \]  

(2.13b)

\[ \frac{E^\text{x}(i+1,j,k) - E^\text{x}(i-j,k)}{\Delta t} = \frac{1}{\mu \cdot r(i+1)} \left[ \frac{E^\text{x}(i+1,j,k) - E^\text{x}(i+1,j,k)}{\Delta r(2(i+1))} - \Delta r(i+1) \cdot \Delta r(i+1) \right] \]  

(2.13c)

\[ \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta t} = \frac{1}{\varepsilon} \left[ \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta l(k)} - \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta l(i)} \right] \]  

(2.13d)

\[ \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta t} = \frac{1}{\varepsilon} \left[ \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta l(k)} - \frac{H^{\text{ex}}_{i,j,k} - H^{\text{ex}}_{i,j,k}}{\Delta l(i)} \right] \]  

(2.13e)
\[ E_z^{n+1}(i,j,k+\frac{1}{2}) - E_z^n(i,j,k+\frac{1}{2}) = \]
\[
\frac{\Delta t}{\varepsilon \cdot r(i)} \left[ \frac{(i+\frac{1}{2}) \cdot \Delta r \cdot H_y^{n+\frac{1}{2}}(i+\frac{1}{2},j,k+\frac{1}{2}) - (i-\frac{1}{2}) \cdot \Delta r \cdot H_y^{n+\frac{1}{2}}(i-\frac{1}{2},j,k+\frac{1}{2})}{\Delta r(l)} \right] \]

where \( \Delta r(1), \Delta \phi(1), \Delta z(1) \) represent the distance between two local cell center, \( \Delta r(2), \Delta \phi(2), \Delta z(2) \) are the local cell size in three directions respectively, and \( r(i) \) is the distance from the field position to the z-axis.

It is shown in [36] that for complex and highly detailed circuits, the nonuniform grid can easily conform to such geometries without substantially increasing the lattice dimensions and without losing accuracy.

### 2.5.2 Two Inherent Constraints of the FDTD Algorithm

In spite of the fact that the FDTD is popular, it is normally memory and CPU-time intensive. Such intensive memory and CPU time requirements are due to the two physical constraints.

1) the spatial increment steps must be small enough in comparison with the wavelength (usually 10-20 steps per wavelength) in order to make the numerical dispersion error negligible. More details will be given in the next subsection.

2) the time step must be small enough to ensure that the FDTD computation errors do not grow with the time and therefore the computations remain stable. More specifically, the time step should satisfy the following Courant-Friedrich-Levy (CFL) condition in the cylindrical coordinates: [36]
\[
\begin{align*}
    u_{\text{max}} \Delta t & \leq \left[ \frac{1}{\Delta r_{\text{min}}^2} + \frac{4}{(\Delta \phi_{\text{min}} \cdot \Delta r_{\text{min}})^2} + \frac{1}{\Delta z_{\text{min}}^2} \right]^{-1/2}
\end{align*}
\] 

(2.14)

Here \( u_{\text{max}} \) is the maximum wave phase velocity within the model.

2.5.2.1 Numerical Stability

As shown above, the time increment \( \Delta t \) has a specific bound relative to the lattice space increments \( \Delta r, \Delta \phi, \Delta z \). This bound is necessary to avoid numerical instability. It is an undesirable and unavoidable feature with explicit differential equation solvers that can cause the computed results to spuriously increase without limit as time-marching continues.

In [36], the detailed derivation of the time step bounds was provided in cartesian coordinate system. In the cylindrical coordinates, however, a more complicated derivation is involved due to the presence of the Bessel function and its derivatives [36]. Much research work on the numerical stability of the cylindrical FDTD has been conducted as described in [36] [113] [114]. The popularly accepted stability condition is shown in (2.14).

2.5.2.2 Numerical Dispersion

Like any other time-domain numerical schemes, FDTD embodies numerical dispersion of the simulated wave modes in its discrete computational lattice. The dispersion phenomenon can be understood as slow-wave properties of a discrete FDTD grid. It is represented by the variations of the phase velocity of the numerical waves that now change with wavelength, direction of propagation in the grid, and the grid cell size. As a result, numerical dispersion is a factor in FDTD modeling that needs to be accounted for in order to understand FDTD operation and its accuracy limits.

Dispersion errors can be reduced to zero by perturbing the normal unity coefficient in the Yee space derivative analog or by using a higher order accurate central-difference scheme for the space derivatives of the curl operator. Since dispersion analysis is not a
main topic of the thesis, the detailed discussion is not listed here. More information on
dispersion analysis can be found in [36].

2.6 Absorbing Boundary Conditions

A commonly encountered problem is that many geometries and structures under
consideration are defined in “open” regions where the spatial domain of the computed
field is unbounded in one or more coordinate directions. However, no computer can store
unlimited data. Therefore, the field computation domain must be truncated by a certain
absorbing boundary condition (ABC) that simulates the truncated space that extends to
infinity.

Since the 1970s, many absorbing techniques have been constructed for solving scattering
and open structure problems. In 1980, Bayliss and Turkel presented scattered-wave
annihilating operators [115]. Later, Engquist and Majda derived a theory of one-way
equations suitable for absorbing impinging scattered waves [116]. Based on this work,
Mur developed a simple ABC which can effectively absorb normally incident waves
[117]. The third thrust in ABC development in the 1970s and 1980s was originated by
Liao in 1984 [118], which is called “multi-transmitting” theory. This approach can be
understood as an extrapolation of the wave fields in space and time domain using a
Newton backward-difference polynomial. The last approach to the ABC problem which
was widely used in FDTD software during 1970s and 1980s is Mei-Fang’s
superabsorption technique [119]. The concept of superabsorption is not an ABC itself,
but rather a means to improve the performance of local ABCs via an error cancellation
procedure.

In 1990s’, inspired by the anechoic chambers which can absorb effectively waves better
than -70 dB, researchers had been trying to find numerical ABCs that simulates the
anechoic chambers. In 1994, Berenger proposed a novel perfectly matched layers (PML)
ABC for FDTD schemes in two dimensions with orders of improved performance
compared to any earlier technique [120]. This approach is based on a splitting of electric
or magnetic field components in predetermined lossy layers with the possibility of
assigning losses to the individual split field components. In addition, there is impedance
match between the absorbing PML medium and the connecting FDTD mesh medium regardless of wave incident angles. With the confirmation of the remarkable properties of PML ABC by others [121] [122], the PML techniques have since been widely studied and used for analyzing open geometries and structures. The recently developed nonsplit PML ABCs, such as Uniaxial PML (UPML) [123], and Convolutional PML (CPML) [124] etc., extend the use of Berenger’s PML with more Maxwellian like formulations.

In the following sections, more descriptions are given to the Mur and PML absorbing boundary conditions.

### 2.6.1 Mur First-order Boundary Condition

Mur ABC had been a primary absorbing boundary condition to truncate an FDTD domain prior to the development of PML ABC due to its simplicity and less requirements on computation resources.

Suppose the waves propagate in the z-direction and the computation domain is truncated at z=0. Then the one-way wave equation at the boundary z=0, that theoretically annihilate the waves propagating in the z-direction, can be written as:

$$\frac{\partial W}{\partial z} - \frac{1}{c} \frac{\partial W}{\partial t} = 0$$  \hspace{1cm} (2.15)

in which W denotes either E field or H field, and c is the wave propagation speed. In a numerical grid, let $W^e(i, j, 0)$ represents a tangential field component of E or H located at z=0. By introducing an auxiliary grid point $(i, j, 1/2) = (x=i\Delta x, y=j\Delta y, z=1/2\Delta z)$ and expanding the partial derivatives with central difference method, the partial differential terms in (2.16) at the auxiliary point can be written as:

$$\frac{\partial W^{e+1}_{z}}{\partial z} \bigg|_{(i, j, 1/2)} = \frac{W^{e+1}(i, j,1) - W^{e+1}(i, j,0 + W^{e+1}(i, j,1) - W^{e+1}(i, j,0)}{2\Delta z}$$  \hspace{1cm} (2.16a)

$$\frac{\partial W^{e+1}_{t}}{\partial t} \bigg|_{(i, j, 1/2)} = \frac{W^{e+1}(i, j,1) - W^{e+1}(i, j,0) + W^{e+1}(i, j,1) - W^{e+1}(i, j,0)}{2\Delta t}$$  \hspace{1cm} (2.16b)
Substituting (2.16) into (2.15), the following first-order time-stepping algorithm for the field components along z=0 can be obtained:

\[
W^{n+1}(i,j,0) = W^n(i,j,0) + \frac{c\Delta t - \Delta z}{c\Delta t + \Delta z} [W^{n+1}(i,j,1) - W^n(i,j,0)]
\]  

(2.17)

The first order Mur boundary condition can provide -30 dB to -45 dB absorbing performance. To obtain better performance, one can employ second-order Mur boundary condition to better absorb the outgoing waves.

### 2.6.2 Berenger's Perfectly Matched Layers (PML) Boundary Condition

The PML technique is a novel absorbing method. By splitting the field components in the discretized Maxwell’s equations and adding the gradually changed lossy terms, the outgoing waves entering the PML layers with arbitrary incident angles are absorbed.

In the cylindrical coordinates, the field components in the PML region split as:

\[
\begin{align*}
E_r &= E_{r\phi} + E_{rz} \\
E_\phi &= E_{\phi\phi} + E_{\phi z} \\
E_z &= E_{z\phi} + E_{zr} \\
H_r &= H_{r\phi} + H_{rz} \\
H_\phi &= H_{\phi\phi} + H_{\phi z} \\
H_z &= H_{z\phi} + H_{zr}
\end{align*}
\]  

(2.18)

The discretized PML equations in the cylindrical coordinates can then be expressed as:

\[
\frac{\Delta t}{c_{s_2}^{\phi}(j+1)\mu r(i)\Delta \phi 2(j+1)} \left[ \begin{array}{c} E_{\phi}^n(i,j,k+\frac{1}{2}) - E_{\phi}^n(i,j+1,k+\frac{1}{2}) \\ + E_{z\phi}^n(i,j,k+\frac{1}{2}) - E_{z\phi}^n(i,j+1,k+\frac{1}{2}) \end{array} \right]
\]  

(2.19a)
\begin{align}
H_{\nu}^{\alpha - \frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) &= \frac{c_{\nu}^2(j + \frac{1}{2})}{c_{\nu}^2(j + 1)} H_{\nu}^{\alpha - \frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) + \\
\frac{\Delta t}{c_{\nu}^2(j + 1) \mu \nu(j) \Delta \varphi 2(j + 1)} \left[ E_{\nu}^{\alpha}(i, j, k + \frac{1}{2}) - E_{\nu}^{\alpha}(i, j + 1, k + \frac{1}{2}) \right. \\
&\left. + E_{\nu}^{\alpha}(i, j, k + \frac{1}{2}) - E_{\nu}^{\alpha}(i, j + 1, k + \frac{1}{2}) \right] 
\end{align}

(2.19a)

\begin{align}
H_{\sigma}^{\alpha - \frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) &= \frac{c_{\sigma}^2(k + 1)}{c_{\sigma}^2(k + 1)} H_{\sigma}^{\alpha - \frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) + \\
\frac{\Delta t}{c_{\sigma}^2(k + 1) \mu \Delta \sigma 2(k + 1)} \left[ E_{\sigma}^{\alpha}(i, j + \frac{1}{2}, k + 1) - E_{\sigma}^{\alpha}(i, j + \frac{1}{2}, k) \right. \\
&\left. + E_{\sigma}^{\alpha}(i, j + \frac{1}{2}, k + 1) - E_{\sigma}^{\alpha}(i, j + \frac{1}{2}, k) \right] 
\end{align}

(2.19b)

\begin{align}
H_{\rho}^{\alpha - \frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) &= \frac{c_{\rho}^2(k + 1)}{c_{\rho}^2(k + 1)} H_{\rho}^{\alpha - \frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \\
\frac{\Delta t}{c_{\rho}^2(k + 1) \mu \Delta \rho 2(k + 1)} \left[ E_{\rho}^{\alpha}(i + \frac{1}{2}, j, k) - E_{\rho}^{\alpha}(i + \frac{1}{2}, j, k + 1) \right. \\
&\left. + E_{\rho}^{\alpha}(i + \frac{1}{2}, j, k) - E_{\rho}^{\alpha}(i + \frac{1}{2}, j, k) \right] 
\end{align}

(2.19c)

\begin{align}
H_{\nu}^{\alpha - \frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) &= \frac{c_{\nu}^2(i + 1)}{c_{\nu}^2(i + 1)} H_{\nu}^{\alpha - \frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \\
\frac{\Delta t}{c_{\nu}^2(i + 1) \mu \Delta \nu 2(i + 1)} \left[ E_{\nu}^{\alpha}(i + 1, j, k + \frac{1}{2}) - E_{\nu}^{\alpha}(i, j, k + \frac{1}{2}) \right. \\
&\left. + E_{\nu}^{\alpha}(i + 1, j, k + \frac{1}{2}) - E_{\nu}^{\alpha}(i, j, k + \frac{1}{2}) \right] 
\end{align}

(2.19d)

\begin{align}
H_{\sigma}^{\alpha - \frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) &= \frac{c_{\sigma}^2(i + 1)}{c_{\sigma}^2(i + 1)} H_{\sigma}^{\alpha - \frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \\
\frac{\Delta t}{c_{\sigma}^2(i + 1) \mu \Delta \sigma (i + 1) 2(i + \frac{1}{2})} \left[ r(i) E_{\sigma}^{\alpha}(i, j + \frac{1}{2}, k) - r(i + 1) E_{\sigma}^{\alpha}(i + 1, j + \frac{1}{2}, k) \right. \\
&\left. + r(i) E_{\sigma}^{\alpha}(i, j + \frac{1}{2}, k) - r(i + 1) E_{\sigma}^{\alpha}(i + 1, j + \frac{1}{2}, k) \right] 
\end{align}

(2.19e)
\[ H^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) = \frac{c_{\phi}^*}{c_{\phi}^*} (j + 1) H^{n-\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \frac{\Delta t}{c_{\phi}^* (j + 1) \mu \Delta \phi 2(j + 1) r(i + \frac{1}{2})} \left[ E_{\phi}^*(i + \frac{1}{2}, j + 1, k) - E_{\phi}^*(i + \frac{1}{2}, j, k) \right] \]

\[ E_{\phi}^*(i + \frac{1}{2}, j, k) = \frac{c_{\phi}^*(j)}{c_{\phi}^*(j)} E_{\phi}^*(i + \frac{1}{2}, j, k) + \frac{\Delta t}{c_{\phi}^*(j) \sigma(i + \frac{1}{2}) \Delta \phi 1(j)} \left[ H_{\phi}^*(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{\phi}^*(i + \frac{1}{2}, j - \frac{1}{2}, k) \right] \]

\[ E_{\phi}^*(i + \frac{1}{2}, j, k) = \frac{c_{\phi}^*(k)}{c_{\phi}^*(k)} E_{\phi}^*(i + \frac{1}{2}, j, k) + \frac{\Delta t}{c_{\phi}^*(k) \sigma(k) \Delta \phi 1(k)} \left[ H_{\phi}^*(i + \frac{1}{2}, j, k - \frac{1}{2}) - H_{\phi}^*(i + \frac{1}{2}, j, k + \frac{1}{2}) \right] \]

\[ E_{\phi}^*(i, j + \frac{1}{2}, k) = \frac{c_{\phi}^*(k)}{c_{\phi}^*(k)} E_{\phi}^*(i, j + \frac{1}{2}, k) + \frac{\Delta t}{c_{\phi}^*(k) \sigma(k) \Delta \phi 1(k)} \left[ H_{\phi}^*(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_{\phi}^*(i, j + \frac{1}{2}, k - \frac{1}{2}) \right] \]

\[ E_{\phi}^*(i, j + \frac{1}{2}, k) = \frac{c_{\phi}^*(i)}{c_{\phi}^*(i)} E_{\phi}^*(i, j + \frac{1}{2}, k) + \frac{\Delta t}{c_{\phi}^*(i) \sigma(i) \Delta \phi 1(i)} \left[ H_{\phi}^*(i - \frac{1}{2}, j + \frac{1}{2}, k) - H_{\phi}^*(i + \frac{1}{2}, j + \frac{1}{2}, k) \right] \]

\[ + H_{\phi}^*(i - \frac{1}{2}, j + \frac{1}{2}, k) - H_{\phi}^*(i + \frac{1}{2}, j + \frac{1}{2}, k) \]
\[ E_{w}^{*1}(i, j, k + \frac{1}{2}) = \frac{c_{r1}(i)}{c_{r2}(i)} E_{\eta}^{*}(i, j, k + \frac{1}{2}) + \]

\[ \frac{\Delta t}{c_{r2}(i) \varepsilon \Delta r}(i) \left[ r(i + \frac{1}{2}) H_{w}^{*1}(i + \frac{1}{2}, j, k + \frac{1}{2}) - r(i - \frac{1}{2}) H_{w}^{*1}(i - \frac{1}{2}, j, k + \frac{1}{2}) \right] \]

\[ + r(i + \frac{1}{2}) H_{w}^{*1}(i + \frac{1}{2}, j, k + \frac{1}{2}) - r(i - \frac{1}{2}) H_{w}^{*1}(i - \frac{1}{2}, j, k + \frac{1}{2}) \]  

(2.20e)

\[ E_{\phi}^{*1}(i, j, k + \frac{1}{2}) = \frac{c_{\phi1}(j)}{c_{\phi2}(j)} E_{\phi}^{*}(i, j, k + \frac{1}{2}) + \]

\[ \frac{\Delta t}{c_{\phi2}(j) \varepsilon \Delta \phi}(j, r(i)) \left[ H_{\phi}^{*1}(i, j - \frac{1}{2}, k + \frac{1}{2}) - H_{\phi}^{*1}(i, j + \frac{1}{2}, k + \frac{1}{2}) \right] \]

\[ + H_{\phi}^{*1}(i, j - \frac{1}{2}, k + \frac{1}{2}) - H_{\phi}^{*1}(i, j + \frac{1}{2}, k + \frac{1}{2}) \]  

(2.20f)

in which:

\[ c_{d1}(i + \frac{1}{2}, j, k) = 1 - \frac{\Delta t \cdot \sigma_{d}(i + \frac{1}{2}, j, k)}{2 \varepsilon} \]

\[ c_{d2}(i + \frac{1}{2}, j, k) = 1 + \frac{\Delta t \cdot \sigma_{d}(i + \frac{1}{2}, j, k)}{2 \varepsilon} \]  

(\(d=r, \phi, \zeta\) 2.21)

\[ c_{d1}^{*}(i + \frac{1}{2}, j, k) = 1 - \frac{\Delta t \cdot \sigma_{d}^{*}(i + \frac{1}{2}, j, k)}{2 \mu} \]

\[ c_{d2}^{*}(i + \frac{1}{2}, j, k) = 1 + \frac{\Delta t \cdot \sigma_{d}^{*}(i + \frac{1}{2}, j, k)}{2 \mu} \]

and \(\sigma_{d}(d=r, \phi, \zeta)\) is the directional conductivity in the radial, azimuthal and axial direction.

In order to preserve the continuity across the interface between work domain and PML region, the electric and magnetic conductivity should be the same as those of the connected solution domains. The varying conductivities in PML region should be gradually increased in order to minimize the reflection errors. The conductivities can exponentially increase from the interface to the outer PEC boundary, using the following equation:

\[ \sigma_{d}(x) = \sigma_{m}\left(\frac{x}{d}\right)^{n} \]  

(2.22)
where $x$ is the distance from the interface, $d$ is the total thickness of the PML layer, and $\sigma_m$ is the maximum value of the conductivity in the PML region.

In addition, in order to minimize the reflection from each layer of PML boundary, the impedance between the adjacent layers must be matched. This requires:

$$\frac{\sigma_i}{\varepsilon_i} = \frac{\sigma_i^*}{\mu_i} \quad (i=r, z) \quad (2.23)$$

in which $\varepsilon_i$ and $\mu_i$ are the permittivity and permeability of the work domain respectively. The directional conductivities in the PML region should also conform to the relationship in equation (2.22).

PML absorbing boundary condition outperforms all the previous ABCs by virtue of its omni directional absorbing ability. The previous study shows that the absorption can be as good as 50 to 70 dB for a 10-layer PML region [36] which has a performance similar to an anechoic chamber.

### 2.6.3 Stretched Coordinates PML Boundary Conditions

A more compact form of the nonsplit PML forms of (2.21) and (2.22) was introduced by Chew and Weedon [125] and independently by Rappaport [126]. By re-posing the split-field equations in a nonsplit form, the Maxwell’s equations are mapped into a complex coordinate space. A specialized PML designed for the cylindrical-coordinate space was demonstrated by Maloney et al. [127] using a graphical solution and by Chew et al. using a stretched coordinate approach [128]. To this end, a cylindrical mapping into a complex space is introduced:

$$\hat{r} \rightarrow r_0 + \int_{r_0}^{r} s_r(r')dr' \quad \hat{z} \rightarrow z_0 + \int_{z_0}^{z} s_z(z')dz'$$

$$s_r = 1 + \frac{\sigma_r(r)}{j\omega\varepsilon_0} \quad s_z = 1 + \frac{\sigma_z(z)}{j\omega\varepsilon_0} \quad (2.24)$$
in which \( \hat{r} \) and \( \hat{z} \) denote the cylindrical coordinates in the complex space in radial and axial directions respectively, and the corresponding partial differential operators in the complex space are:

\[
\frac{\partial}{\partial \hat{r}} = \frac{1}{s_r} \frac{\partial}{\partial r}, \quad \frac{\partial}{\partial \hat{z}} = \frac{1}{s_z} \frac{\partial}{\partial z}
\]

As a result, in the cylindrical coordinate complex space, the Maxwell’s equations applied to uniaxial perfectly matched layers (UPML) can be expressed as:

\[
j \omega \varepsilon \cdot s_r \frac{\hat{r}}{r} E_r = \frac{\partial (s_r H_z)}{\partial \phi} - \frac{\partial}{\partial \hat{z}} \left( \frac{\hat{r}}{r} H_\phi \right) \tag{2.26a}
\]

\[
j \omega \varepsilon \cdot s_z s_r E_\phi = \frac{\partial (s_z H_r)}{\partial \phi} - \frac{\partial}{\partial \hat{r}} \left( \frac{\hat{r}}{r} H_z \right) \tag{2.26b}
\]

\[
j \omega \varepsilon \cdot s_z \frac{\hat{r}}{r} E_z = \frac{\partial (s_z H_\phi)}{\partial \phi} - \frac{\partial}{\partial \hat{r}} \left( \frac{\hat{r}}{r} E_\phi \right) \tag{2.26c}
\]

\[
-j \omega \mu \cdot s_z \frac{\hat{r}}{r} H_r = \frac{\partial (s_z E_\phi)}{\partial \phi} - \frac{\partial}{\partial \hat{z}} \left( \frac{\hat{r}}{r} E_z \right) \tag{2.26d}
\]

\[
-j \omega \mu \cdot s_z s_r H_\phi = \frac{\partial (s_r E_\phi)}{\partial \phi} - \frac{\partial}{\partial \hat{r}} \left( \frac{\hat{r}}{r} E_r \right) \tag{2.26e}
\]

\[
-j \omega \mu \cdot s_z \frac{\hat{r}}{r} H_z = \frac{\partial (s_z E_r)}{\partial \phi} - \frac{\partial}{\partial \hat{r}} \left( \frac{\hat{r}}{r} E_\phi \right) \tag{2.26f}
\]

In a more compact form, the Maxwell’s curl equations can be expressed as:

\[
j \omega \varepsilon \cdot s_z \tilde{E} = \nabla \times \tilde{H}
\]

\[
j \omega \varepsilon \cdot s_z \tilde{H} = \nabla \times \tilde{E} \tag{2.27}
\]

where:
\[
\begin{pmatrix}
\hat{s}_r \hat{r} & 0 & 0 \\
s_r \hat{r} & 0 & 0 \\
0 & \frac{s_r^2 szw}{\hat{r}} & 0 \\
0 & 0 & \frac{s_r \hat{r}}{s_z}
\end{pmatrix}
\]

By introducing the auxiliary field components that are located on the same positions of the corresponding \( E \) or \( H \) field components in the Yee's grid:

\[
P_r = \frac{\hat{r}}{s_z} E_r, \quad P_\phi = \frac{s_z s_r \hat{r}}{\hat{r}} E_\phi, \quad P_z = \frac{\hat{r}}{s_z} E_z
\]

\[
Q_r = \frac{\hat{r}}{s_z} H_r, \quad Q_\phi = \frac{s_z s_r \hat{r}}{\hat{r}} H_\phi, \quad Q_z = \frac{\hat{r}}{s_z} H_z
\]

where:

\[
s_r = \begin{cases} 
1 & \text{if } r < r_0 \\
1 + \frac{\sigma_{\text{max}}}{j \omega \varepsilon_0} \left( \frac{r - r_0}{r_1 - r_0} \right)^m & \text{if } r_0 < r < r_1
\end{cases}
\]

\[
\hat{r} = \begin{cases} 
r & \text{if } r < r_0 \\
r + \frac{\sigma_{\text{max}}}{j \omega (m+1) \varepsilon_0} \left( \frac{r - r_0}{r_1 - r_0} \right)^{m+1} & \text{if } r_0 < r < r_1
\end{cases}
\]

and substituting the expressions of (2.30) into (2.29), the coupled set of time-dependent equations can be obtained:

\[
\varepsilon \frac{\partial P_r}{\partial t} + \sigma_z(z) P_r = \frac{\partial H_r}{\partial z} - \frac{\partial H_\phi}{\partial \hat{r}} \tag{2.31a}
\]

\[
\varepsilon \frac{\partial P_\phi}{\partial t} + \sigma_r(r) P_\phi = \frac{\partial H_r}{\partial z} - \frac{\partial H_\phi}{\partial r} \tag{2.31b}
\]

\[
\varepsilon \frac{\partial P_z}{\partial t} + \sigma_z(z) P_z = \frac{\partial (r H_\phi)}{\partial r} - \frac{\partial H_r}{\partial \phi} \tag{2.31c}
\]
\begin{align*}
- \mu \frac{\partial Q_r}{\partial t} + \sigma_r(z)H_r &= \frac{\partial E_z}{\partial \phi} - \frac{\partial E_r}{\partial z} \\
- \mu \frac{\partial Q_\phi}{\partial t} + \sigma_\phi(r)H_\phi &= \frac{\partial E_r}{\partial z} - \frac{\partial E_z}{\partial r} \\
- \mu \frac{\partial Q_z}{\partial t} + \sigma_z(r)H_z &= \frac{\partial (rE_\phi)}{r \partial r} - \frac{\partial E_\phi}{\partial \phi}
\end{align*} 

(2.31d, 2.31e, 2.31f)

By using central-differencing technique, the discretized recursive FDTD algorithm can be obtained for computer programming:

\begin{align*}
P_r^{*+1}(i+\frac{1}{2}, j, k) &= \frac{l_1(k)}{l_{z2}(k)} P_r(i+\frac{1}{2}, j, k) + \frac{\Delta r}{l_{z2}(k)} \left[ \frac{H_r^{*+1}(i+\frac{1}{2}, j, k) - H_r^{*+1}(i, j, k)}{\Delta \phi(i)} \right] \\
&\quad - \frac{1}{\Delta r(i)} \frac{H_r^{*+1}(i, j, k) - H_r^{*+1}(i, j, k-\frac{1}{2})}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_r^{*+1}(i, j, k) - H_r^{*+1}(i, j, k+\frac{1}{2})}{\Delta r(i)} \\
&\quad - \frac{1}{\Delta \phi(i)} \frac{H_r^{*+1}(i, j, k) - H_r^{*+1}(i-\frac{1}{2}, j, k)}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_r^{*+1}(i, j, k) - H_r^{*+1}(i+\frac{1}{2}, j, k)}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_r^{*+1}(i, j, k) - H_r^{*+1}(i, j, k-\frac{1}{2})}{\Delta r(i)}
\end{align*}

(2.32a)

\begin{align*}
P_\phi^{*+1}(i+\frac{1}{2}, j, k) &= \frac{l_1(k)}{l_{z2}(k)} P_\phi(i+\frac{1}{2}, j, k) + \frac{\Delta r}{l_{z2}(k)} \left[ \frac{H_\phi^{*+1}(i+\frac{1}{2}, j, k) - H_\phi^{*+1}(i, j, k)}{\Delta \phi(i)} \right] \\
&\quad - \frac{1}{\Delta r(i)} \frac{H_\phi^{*+1}(i, j, k) - H_\phi^{*+1}(i, j, k-\frac{1}{2})}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_\phi^{*+1}(i, j, k) - H_\phi^{*+1}(i, j, k+\frac{1}{2})}{\Delta r(i)} \\
&\quad - \frac{1}{\Delta \phi(i)} \frac{H_\phi^{*+1}(i, j, k) - H_\phi^{*+1}(i-\frac{1}{2}, j, k)}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_\phi^{*+1}(i, j, k) - H_\phi^{*+1}(i+\frac{1}{2}, j, k)}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_\phi^{*+1}(i, j, k) - H_\phi^{*+1}(i, j, k-\frac{1}{2})}{\Delta r(i)}
\end{align*}

(2.32b)

\begin{align*}
P_z^{*+1}(i, j, k+\frac{1}{2}) &= \frac{l_1(k)}{l_{z2}(k)} P_z(i, j, k+\frac{1}{2}) + \frac{1}{\Delta r(i)} \frac{H_z^{*+1}(i, j, k+\frac{1}{2}) - H_z^{*+1}(i, j, k)}{\Delta \phi(i)} \\
&\quad - \frac{1}{\Delta r(i)} \frac{H_z^{*+1}(i, j, k+\frac{1}{2}) - H_z^{*+1}(i, j, k-\frac{1}{2})}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_z^{*+1}(i, j, k+\frac{1}{2}) - H_z^{*+1}(i, j, k)}{\Delta r(i)} \\
&\quad - \frac{1}{\Delta \phi(i)} \frac{H_z^{*+1}(i, j, k+\frac{1}{2}) - H_z^{*+1}(i, j, k-\frac{1}{2})}{\Delta \phi(i)} \\
&\quad + \frac{1}{\Delta \phi(i)} \frac{H_z^{*+1}(i, j, k+\frac{1}{2}) - H_z^{*+1}(i, j, k)}{\Delta r(i)}
\end{align*}

(2.32c)

\begin{align*}
E_r^{*+1}(i+\frac{1}{2}, j, k) &= \frac{l_{z1}(i+\frac{1}{2})}{l_{z2}(i+\frac{1}{2})} E_r(i+\frac{1}{2}, j, k) + \\
&\quad - \frac{1}{l_{z2}(i+\frac{1}{2})} \left[ l_{z2}(i+\frac{1}{2}) P_r^{*+1}(i+\frac{1}{2}, j, k) - l_{z1}(i+\frac{1}{2}) P_r(i+\frac{1}{2}, j, k) \right]
\end{align*}

(2.32d)
\[ E^{*,1}(i, j + \frac{1}{2}, k) = \frac{l_{i2}(k)}{l_{i2}(i)} E^*(i, j + \frac{1}{2}, k) + \]
\[\frac{1}{l_{i2}(k)} \left[ l_{i2}(i) P^{*,1}(i, j + \frac{1}{2}, k) - l_{i2}(i) P^*(i, j + \frac{1}{2}, k) \right] \] (2.32e)

\[ E^{*,1}(i, j, k + \frac{1}{2}) = \frac{l_{i2}(i)}{l_{i2}(i)} E^*(i, j, k + \frac{1}{2}) + \]
\[\frac{1}{l_{i2}(i)} \left[ l_{i2}(k + \frac{1}{2}) P^{*,1}(i, j, k + \frac{1}{2}) - l_{i2}(k + \frac{1}{2}) P^*(i, j, k + \frac{1}{2}) \right] \] (2.32f)

\[ Q^{*,1}(i, j + \frac{1}{2}, k + \frac{1}{2}) = \frac{l_{i2}(k + \frac{1}{2})}{l_{i2}(k + \frac{1}{2})} Q^{*,1}(i, j + \frac{1}{2}, k + \frac{1}{2}) + \]
\[\frac{1}{l_{i2}(k + \frac{1}{2})} \left[ \frac{E^*(i, j + \frac{1}{2}, k + 1) - E^*(i, j + \frac{1}{2}, k)}{\Delta 2(k + 1)} - \frac{E^*(i, j + 1, k + \frac{1}{2}) - E^*(i, j + \frac{1}{2}, k + \frac{1}{2})}{\Delta 2(j + 1) \cdot r(i)} \right] \] (2.33a)

\[ Q^{*,1}(i + \frac{1}{2}, j, k + \frac{1}{2}) = \frac{l_{i2}(i + \frac{1}{2})}{l_{i2}(i + \frac{1}{2})} Q^{*,1}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \]
\[\frac{1}{l_{i2}(i + \frac{1}{2})} \left[ \frac{E^*(i + 1, j, k + \frac{1}{2}) - E^*(i, j, k + \frac{1}{2})}{\Delta r(2(i + 1))} - \frac{E^*(i + \frac{1}{2}, j, k + 1) - E^*(i + \frac{1}{2}, j, k)}{\Delta 2(k + 1)} \right] \] (2.33b)

\[ Q^{*,1}(i + \frac{1}{2}, j + \frac{1}{2}, k) = \frac{l_{i2}(i + \frac{1}{2})}{l_{i2}(i + \frac{1}{2})} Q^{*,1}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \]
\[\frac{1}{l_{i2}(i + \frac{1}{2})} \left[ \frac{E^*(i + \frac{1}{2}, j + 1, k) - E^*(i + \frac{1}{2}, j, k)}{\Delta \phi(2(i + 1))} \right] \] (2.33c)

\[ H^{*,1}(i, j + \frac{1}{2}, k + \frac{1}{2}) = \frac{l_{i2}(i)}{l_{i2}(i)} H^{*,1}(i, j + \frac{1}{2}, k + \frac{1}{2}) + \]
\[\frac{1}{l_{i2}(i)} \left[ l_{i2}(i) Q^{*,1}(i, j + \frac{1}{2}, k + \frac{1}{2}) - l_{i2}(i) Q^{*,1}(i, j + \frac{1}{2}, k + \frac{1}{2}) \right] \] (2.33d)
\[ H_{r}^{\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) = \frac{l_{r_1}(i + \frac{1}{2})}{l_{r_2}(k + \frac{1}{2})} H_{r}^{\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \]
\[ \frac{1}{l_{r_2}(k + \frac{1}{2})} \left[ l_{r_2}(i + \frac{1}{2}) Q_{r}^{\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) - l_{r_1}(i + \frac{1}{2}) Q_{r}^{\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) \right] \]  

\[ H_{i}^{\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) = \frac{l_{i_1}(i + \frac{1}{2})}{l_{i_2}(i + \frac{1}{2})} H_{i}^{\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \]
\[ \frac{1}{l_{i_2}(i + \frac{1}{2})} \left[ l_{i_2}(k) Q_{i}^{\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) - l_{i_1}(k) Q_{i}^{\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) \right] \]

in which:

\[ l_{r_1}(i + \frac{1}{2}, j, k) = 1 - \frac{\Delta t \cdot \sigma_{r}(i + \frac{1}{2}, j, k)}{2\varepsilon} \]
\[ l_{r_2}(i + \frac{1}{2}, j, k) = 1 + \frac{\Delta t \cdot \sigma_{r}(i + \frac{1}{2}, j, k)}{2\varepsilon} \]
\[ l_{i_1}(i, j + \frac{1}{2}, k) = 1 - \frac{\int_{\gamma} \sigma_{i}(r)dr}{2\varepsilon} \]
\[ l_{i_2}(i, j + \frac{1}{2}, k) = 1 + \frac{\int_{\gamma} \sigma_{i}(r)dr}{2\varepsilon} \]

(2.34)

The conductivity in the PML region must be scaled to reduce discretization error. One of the methods is spatial scaling, which scales the conductivity in terms of the distance from the interface between PML and work domain:
\[ \sigma_r = \sigma_{\text{max}} \left( \frac{r - r_0}{r_1 - r_0} \right)^m \]

(2.35)

in which \( r_0 \) is distance from the origin to the inner boundary of PML layer, and \( r_1 \) is the distance from the origin to the outer boundary of PML layer. The maximum conductivity in PML region recommended is [36]:

\[ \sigma_{\text{max}} = \sigma_{\text{opt}} = \frac{m + 1}{150 \pi \sqrt{\varepsilon_r} \Delta d} \]

(2.36)

in which \( \varepsilon_r \) denotes the permittivity of PML region, and \( \Delta d \) is the space increment in a certain direction.

The stretched coordinates PML boundary condition presents a more Maxwellian like the FDTD algorithm for absorbing outgoing waves. Due to this property and its easiness of incorporating other background material parameters, it is employed with the ADI-FDTD which will be derived in Chapter 6.

### 2.7 Conclusions

In this chapter, the fundamentals on FDTD algorithm are briefly reviewed. Yee's grid, the FDTD formulations in different coordinate systems, numerical dispersion, numerical stability, nonuniform mesh and commonly used absorbing boundary conditions are described. Due to the wide range of FDTD applications in electromagnetics, there are other considerations that should be taken into account for a specific problem. More detailed information can be found in [36]. In the following chapters, analogous analysis and discussions on ADI-FDTD algorithm are to be conducted in respect to the topics described in this chapter, in particular, numerical stability, modeling error and absorbing boundary conditions.
CHAPTER 3 THE UNCONDITIONALLY STABLE ADI-FDTD METHOD FOR ELECTROMAGNETIC MODELING

3.1 Introduction

The Alternating Direction Implicit (ADI) method was first introduced by Peaceman and Rachford in 1955 [129] to analyze elliptic and parabolic equations. In 1984, R. Holland introduced the ADI method into solving Maxwell's curl equations [79]. F. Zheng and Z. Chen then systematically developed the three dimensional ADI-FDTD algorithm in the cartesian coordinate system with a term-wise ADI scheme that is different from the one by Holland. Due to the removal of CFL condition, their method is unconditionally stable and has been applied for effectively and efficiently solving a variety of electromagnetic problems [83] [132].

In this chapter, the term-wise ADI-FDTD method is extended to the cylindrical coordinate system, which is different from the conventional ADI technique [129]. The algorithm is then validated by analyzing the resonant modes of a circular resonator. The discussions on the consumptions of computation resource, such as CPU time, memory usage, are also presented with comparison to the conventional FDTD method.

3.2 ADI Fundamentals

Consider solving the heat flow equation (3.1):

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}
\]  

(3.1)

as a good example of parabolic differential equation, over the mesh superimposed on the rectangular region \(0 \leq x \leq a, 0 \leq y \leq b\).
By using the same space-time notation as (2.4) in Chapter 2:

\[ u^n(i, j) = u(x = i\Delta x, y = j\Delta y, t = n\Delta t) \quad (3.2) \]

a simple explicit finite-difference scheme for the solution may be written as:

\[ \frac{u^{n+1}(i, j) - u^n(i, j)}{\Delta t} = \frac{u^n(i+1, j) - 2u^n(i, j) + u^n(i-1, j)}{\Delta x^2} + \frac{u^n(i, j+1) - 2u^n(i, j) + u^n(i, j-1)}{\Delta y^2} \quad (3.3) \]

The above explicit representation appears simple and straightforward for solutions. However, the method, where the field values at \((n+1)\) time step \(u^{n+1}(i, j)\) can be recursively found from the field values \(u^n(i, j)\), is constrained by the following CFL condition for stability:

\[ \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \leq \frac{1}{2\Delta t} \quad (3.4) \]

As a result, \(\Delta t\) has to be sufficiently small. It can make the method impractical since the marching iterations in time becomes too long for a solution to settle.

In the ADI approach, every time step is broken into two sub-steps, the \((n+1/2)\)-th and the \((n+1)\)-th steps. In the first half time step, the first second-order derivatives, \(\partial^2 u / \partial x^2\), is approximated at the \((n+1/2)\)-th iteration by the finite difference replacement and \(\partial^2 u / \partial y^2\) is replaced at the \(n\)-th iteration. In the second half time step, the second second-order derivatives, \(\partial^2 u / \partial y^2\), is approximated at the \((n+1)\)-th iteration by the finite difference replacement and \(\partial^2 u / \partial x^2\) is replaced at an intermediate \((n+1/2)\)-th iteration. A set of simulation equations results. The equations are implicit in the x-direction at the \((n+1/2)\)th time step, and in the y-direction at the \((n+1)\)-th time step. More specifically, the two sub-computations are:
The above two sub-step computations are proven to be unconditionally stable with a procedure very similar to that used by O’Brien, Hyman, and Kaplan. The details can be found in reference [129].

By following the above procedure, the unconditionally stable ADI-FDTD algorithm in cartesian coordinate system was obtained, which was presented and numerically validated by analyzing a partially filled resonator in [130].

3.3 Development of the Cylindrical ADI-FDTD Algorithm

In order to broaden the applications of the ADI-FDTD method for efficient analysis of the non-rectangular electromagnetic structures and devices, the ADI-FDTD method is extended to the cylindrical coordinate system.

3.3.1 Formulation of the Cylindrical ADI-FDTD Scheme

As stated in Chapter 2, in an isotropic source free medium of permittivity \( \varepsilon \), and permeability \( \mu \), the Maxwell’s curl equations can be cast into six scalar partial differential equations in the cylindrical coordinates as shown in (3.7):

\[
\frac{\varepsilon}{\partial t} \frac{\partial E_r}{\partial t} = \frac{\partial H_z}{\partial \phi} - \frac{\partial H_\phi}{\partial z} \tag{3.7a}
\]

\[
\frac{\varepsilon}{\partial t} \frac{\partial E_\phi}{\partial t} = \frac{\partial H_r}{\partial z} - \frac{\partial H_z}{\partial r} \tag{3.7b}
\]
\[
\frac{\varepsilon}{\partial t} \frac{\partial E_z}{\partial t} = \frac{\partial (rH_\phi)}{\partial r} - \frac{\partial H_r}{\partial \phi} \tag{3.7c}
\]

\[-\mu \frac{\partial H_r}{\partial t} = \frac{\partial E_z}{\partial \phi} - \frac{\partial E_\phi}{\partial z} \tag{3.7d}\]

\[-\mu \frac{\partial H_\phi}{\partial t} = \frac{\partial E_r}{\partial z} - \frac{\partial E_z}{\partial r} \tag{3.7e}\]

\[-\mu \frac{\partial H_z}{\partial t} = \frac{\partial (rE_\phi)}{\partial r} - \frac{\partial E_r}{\partial \phi} \tag{3.7f}\]

By applying the ADI principle to equation (3.7), the solution marching from the \(n\)-th time step to the \((n+1)\)-th time step is broken up into two computational sub-advancements: the advancement from the \(n\)-th time step to the \((n+1/2)\)-th time step and the advancement from the \((n+1/2)\)-th time step to the \((n+1)\)-th time step. For simplicity, take (3.7a) as an example. The two sub-step computations are:

1. at the \((n+1/2)\)-th time step, the first partial derivative on the right-hand side of (3.7a), \(\partial H_r / (r \partial \phi)\), is replaced with a difference approximation of its unknown pivotal values at the \((n+1/2)\)th time step; while the second partial derivatives on the right-hand side, \(\partial H_\phi / \partial z\), is replaced with a finite difference approximation in its known values at the previous \(n\)-th time step. In other words, equation (2.24a) becomes:

\[
\frac{E^{n+1/2}_z(i+\frac{1}{2},j,k)-E^n_z(i+\frac{1}{2},j,k)}{\Delta t/2} = \frac{1}{\varepsilon} \begin{bmatrix}
H^{n+1}_r(i+\frac{1}{2},j+\frac{1}{2},k) - H^{n+1}_r(i+\frac{1}{2},j+\frac{1}{2},k) \\
\Delta \phi \cdot r(i+\frac{1}{2}) \\
H^n_\phi(i+\frac{1}{2},j,k+\frac{1}{2}) - H^n_\phi(i+\frac{1}{2},j,k+\frac{1}{2}) \\
\Delta z(k)
\end{bmatrix} \tag{3.8}\]

2. at the \((n+1)\)-th time step, the second term on the right-hand side, \(\partial H_\phi / \partial z\), is replaced by a finite-difference approximation of its unknown pivotal values at \((n+1)\)-th time step; while the first term, \(\partial H_r / (r \partial \phi)\), is replaced with an explicit finite-difference approximation in its known values at the previous \((n+1/2)\)-th time step. Similarly, equation (3.7a) becomes:
\[ \frac{E_{r}^{n+1}(i+\frac{1}{2}, j, k) - E_{r}^{n}(i+\frac{1}{2}, j, k)}{\Delta t/2} = \frac{1}{\varepsilon} \left[ \begin{array}{c} \frac{H_{r}^{n+1}(i+\frac{1}{2}, j+\frac{1}{2}, k) - H_{r}^{n+1}(i+\frac{1}{2}, j, k)}{\Delta \phi \cdot r(i+\frac{1}{2})} \\ \frac{H_{\phi}^{n+1}(i+\frac{1}{2}, j, k+\frac{1}{2}) - H_{\phi}^{n+1}(i+\frac{1}{2}, j, k-\frac{1}{2})}{\Delta \zeta(k)} \end{array} \right] \] (3.9)

Note that the above two sub-steps represent the alternations in the FDTD recursive computation directions in the sequence of the terms, the first and the second terms. They result in the implicit formulations as the right-hand sides of the equations now contain the field values which are unknown and need to be updated. The method is then termed "the Alternating Direction Implicit (ADI)" method.

Applying the same procedure to all the rest of the scalar differential equations as described in (2.25) and (2.26), one can obtain the complete set of the implicit unconditionally stable FDTD formula for general nonuniform grid, which is listed in Appendix A.

Note that the ADI-FDTD equations only consider nonuniform grid in \( r \) and \( z \) directions since all the structures analyzed in this thesis do not need nonuniform mesh in \( \phi \) direction. For the structures, such as radial waveguides, horn antennas, one may also take a nonuniform mesh in \( \phi \) direction if necessary. The medium parameters, \( \varepsilon \), \( \mu \) and \( \sigma \), may also be replaced by \( \varepsilon(i, j, k) \), \( \mu(i, j, k) \) and \( \sigma(i, j, k) \) in case that the medium is not homogeneous in the computation domain.

Attention should be paid to the fact that there is no time-step difference (or lagging) between electric and magnetic field components in the formulations.

### 3.3.2 Advantages of the ADI Technique

The above ADI procedure is different from the conventional ADI procedure as appeared in [79-83]. In the conventional ADI procedure, the alternations in the computation direction are performed in each spatial coordinate direction, respectively. Therefore, the
computation for each temporal cycle (or each time step) is then broken into two sub-step computations in the two dimensional case [81]. In the three-dimensional case, the computation for each cycle is then broken up into three computational sub-steps [79] since there are three spatial coordinates, \( r, \phi \) and \( z \). In the proposed method, however, the number of the sub-steps is only two for each time step even in three dimensions. The reason is that in the proposed method, the ADI is applied in terms of the sequence of the terms on the right-hand side of the equations (the first and the second terms), rather than in terms of the coordinate directions. For instance, in equation (A-1a-A-1c), the magnetic field components \( H_z, H_r, \) and \( H_\phi \), which are involved in the first terms of the right-hand side, are implicitly computed in respect to the \( \phi, z \) and \( r \) directions (mixed directions in the first sub-step), respectively, while the second terms of the right-hand side are all explicit for those equations. At the second sub-step, the first terms of the right-hand side in equation (3.11a-c), \( H_z, H_r, \) and \( H_\phi \), are computed explicitly while the second terms become implicit. The reduction in the number of the sub-steps certainly saves the computation time.

### 3.3.3 Efficient Computations of the ADI-FDTD Method

The unknown field components are coupled in equations (A-1)-(A-3) and are therefore, not easy to handle for computer programming. These equations may be rearranged more efficiently for computations. For instance, consider equation (A-1a) where both sides of the equations contain the unknown field components \( E_r^{**\frac{1}{2}} \) and \( H_z^{**\frac{1}{2}} \). By substituting equation (A-1f) into equation (A-1a), one can obtain:
\[- \left( \frac{f}{\Delta \phi^2 r^2(i + \frac{1}{2})} \right) E_{r, j + \frac{1}{2}}^n(i + \frac{1}{2}, j + 1, k) + \left( 1 + \frac{2f}{\Delta \phi^2 r^2(i + \frac{1}{2})} \right) E_{r, j + \frac{1}{2}}^n(i + \frac{1}{2}, j, k) \]

\[- \left( \frac{f}{\Delta \phi^2 r^2(i + \frac{1}{2})} \right) E_{r, j - \frac{1}{2}}^n(i + \frac{1}{2}, j - 1, k) \]

\[= E_{r, j + \frac{1}{2}}^n(i + \frac{1}{2}, j, k) + \frac{\Delta t}{2\epsilon\Delta z(i + \frac{1}{2})} \left[ H_{\phi, j + \frac{1}{2}}^n(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{\phi, j + \frac{1}{2}}^n(i + \frac{1}{2}, j - \frac{1}{2}, k) \right] \]

\[- \frac{\Delta t}{2\epsilon\Delta z(k)} \left[ H_{\phi, j + \frac{1}{2}}^n(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_{\phi, j + \frac{1}{2}}^n(i + \frac{1}{2}, j, k - \frac{1}{2}) \right] \]

\[- \frac{f}{\Delta \phi^2 r^2(i + \frac{1}{2})} \frac{\Delta r}{2(i + 1)} \left[ r(i + 1)(E_{\phi, j + \frac{1}{2}}^n(i + 1, j + \frac{1}{2}, k) - E_{\phi, j + \frac{1}{2}}^n(i + 1, j - \frac{1}{2}, k)) \right] \]

\[- r(i)(E_{\phi, j + \frac{1}{2}}^n(i, j + \frac{1}{2}, k) - E_{\phi, j + \frac{1}{2}}^n(i, j - \frac{1}{2}, k)) \]

(3.10)

In the above equation, all the field components on the right-hand side are of known values at the previous time steps, while the field components on the left-hand side are of the same field components, \(E_r\), but at three adjacent grid points. The unknown variables are decoupled for computation.

The same decoupling procedures can be applied to equations (A-1)-(A-3) and similar equations can be obtained for the other field components. Full equations are listed in Appendix B.

The ADI implicit computation shown in (3.10) only applies to updating electric field components. The magnetic field components can be computed directly via (A-2d-A-2f) with the updated electric fields. This process can greatly save simulation time and memory consumption due to the reduced matrix calculation.

Equation (3.10) represents a system of linear equations with its coefficient matrix being a tridiagonal matrix. Therefore a special procedure can be applied. To be more general, equation (B-1a) can be written as:

\[- a_j u_{j-1} + b_j u_j - c_j u_{j+1} = d_j \]

(3.11)
where $u_j$ represents $E_{r}^{\frac{i}{2}}(i + \frac{1}{2}, j, k)$; $a$, $b$, $c$, and $d$ represent corresponding known coefficient values in equation (B-1a).

Assume that $j$ sweeps from 0 to $N+1$, and $u_0 = 0$ and $u_{N+1} = 0$ on the boundary. Application of equation (3.11) in the order of ascending $j$ leads to a set of $N$ simultaneous equations:

\[
\begin{align*}
\begin{bmatrix}
    b_1 u_1 + c_1 u_2 &= d_1 \\
    a_2 u_1 + b_2 u_2 + c_2 u_3 &= d_2 \\
    & \vdots \\
    a_{r-1} u_{r-1} + b_r u_r + a_r u_{r+1} &= d_r \\
    a_{N-1} u_{N-2} + b_{N-1} u_{N-1} + c_{N-1} u_N &= d_{N-1} \\
    a_N u_{N-1} + b_N u_N &= d_N
\end{bmatrix}
\end{align*}
\tag{3.12}
\]

from which $N$ unknown values $u_j (j = 1 \ldots N)$ can be determined.

The matrix expression of (3.12) can be given by

\[
Au = d
\tag{3.13}
\]

where

\[
A = \begin{bmatrix}
    b_1 & c_1 & 0 & \cdots & 0 \\
    a_2 & b_2 & c_2 & 0 & \cdots & 0 \\
    \vdots & & & \ddots & \vdots & \vdots \\
    a_r & b_r & c_r & \cdots & 0 & 0 \\
    0 & \cdots & 0 & a_{N-1} & b_{N-1} & c_{N-1} \\
    0 & \cdots & 0 & a_N & b_N & \cdots & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    u_1 \\
    u_2 \\
    \vdots \\
    u_N
\end{bmatrix}^T
\]

\[
\begin{bmatrix}
    d_1 \\
    d_2 \\
    \vdots \\
    d_N
\end{bmatrix}^T
\]

Two different approaches can be used to solve the above equation:

\section*{A) Inverse matrix}
The inverse matrix of $A$ can be directly obtained with many software packages. Once it is obtained, it may be used only once to get the field values at the left-most grid point, say $u_1$. Forward substitutions of $u_1$ can then be applied in (3.12) to find the other components. More specifically, if $u_1$ is found, then from (3.12):

$$u_2 = -\frac{1}{c_1} (d_1 - bu_1)$$  \hspace{1cm} (3.14)

The rest of $u$'s can subsequently calculated by applying (3.11):

$$u_{j+1} = -\frac{1}{c_j} (d_j - b_j u_j + a_j u_{j-1})$$  \hspace{1cm} (3.15)

with ascending $j$ that allows one to find $u_{j+1}$ from $u_j$ and $u_{j-1}$. In such a way, for the most of the computations, we avoid the repetitive applications of $A^{-1}$.

**B) Direct Solution**

Alternatively, by using the Gaussian elimination method, $u$ can be obtained directly without involvement of $A^{-1}$. Hence, time consuming calculation $A^{-1}$ can be totally avoided.

Our experiences show that, for a linear, lossless and isotropic medium, approach A) is more efficient because $A^{-1}$ is only calculated once and then used in each time step advance with only the first row of $A^{-1}$ is needed. However, method B) can be used when the matrix $A$ is too big to obtain its inverse matrix directly with software packages.

### 3.4 Numerical Verification of the ADI-FDTD Algorithm

To demonstrate the validity of the proposed ADI-FDTD method, a simple cylindrical cavity resonator [130], as shown in Figure 3.1, is computed with both conventional
FDTD method and the cylindrical ADI-FDTD method. The radius of the cavity resonator is 3.995 centimeters and the height is 7.910 centimeters. The cavity is discretized with a uniform grid of 16\times16\times15 mesh along r, \phi and z, respectively, for both conventional FDTD and the cylindrical ADI-FDTD method. The electric field $E_z$ is recorded at the grid point $(8,8,10)$ in both methods. By using equation (2.15), the maximum time step $\Delta t_{\text{max}}$ (or the CFL limit) was computed and found to be 2.2394 picoseconds for the conventional cylindrical FDTD method.

![Resonator Cavity Geometry](image)

(a) Side View  (b) Bottom View

Figure 3.1 The geometry of the resonator cavity (dimensions in centimeter)

A time step $\Delta t_{\text{FDTD}} = \Delta t_{\text{max}} = 2.2394\,\text{ps}$ and a larger time step $\Delta t_{\text{ADI-FDTD}} = 4 \times \Delta t_{\text{FDTD}} = 8.9576\,\text{ps}$ were chosen for FDTD and ADI-FDTD, respectively. The experiment was conducted on an AMD-Athlon 950 computer. To ensure that the same physical time is simulated, simulations were run of 20,000 iterations and of 5,000 iterations with FDTD and ADI-FDTD methods respectively, since the time step with the ADI-FDTD method is four times of that with FDTD method. Table 1 shows the resonant frequencies computed with both methods. It can be seen that the errors for both methods are comparable.

<table>
<thead>
<tr>
<th>Analytical Results (GHz)</th>
<th>Conventional FDTD Simulation Results (GHz)</th>
<th>Relative Error (%)</th>
<th>Proposed ADI-FDTD Scheme Simulation Results (GHz)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.425</td>
<td>3.469</td>
<td>1.28</td>
<td>3.436</td>
<td>0.32</td>
</tr>
<tr>
<td>4.576</td>
<td>4.597</td>
<td>0.46</td>
<td>4.592</td>
<td>0.35</td>
</tr>
<tr>
<td>4.950</td>
<td>4.969</td>
<td>0.38</td>
<td>4.959</td>
<td>0.18</td>
</tr>
<tr>
<td>6.590</td>
<td>6.417</td>
<td>2.63</td>
<td>6.481</td>
<td>1.65</td>
</tr>
</tbody>
</table>
To further compare the cylindrical ADI-FDTD method with the conventional FDTD method, another experiment was executed by comparing the CPU time of the simulations and the memory consumption.

Since the Yee’s grid is used with the ADI-FDTD method, the number of field components at all the grid points are the same as that with the conventional FDTD. However, due to the fact that $E$ and $H$ field components are not interlaced in time anymore, the memory requirement for storing the field components is almost double that for the conventional FDTD method as indicated in equations in Appendix B.

Since more components are involved in the recursive computation, the CPU time for each time step with the ADI-FDTD is then larger than that with the conventional FDTD method. However, because a larger time step can be used with the ADI-FDTD, the total number of iterations required with the ADI-FDTD could be reduced. In our case, the CPU time for the two methods is 205.72 seconds with conventional FDTD and 61.54 seconds with the proposed method. Roughly speaking that a saving factor of 3~4 was obtained with the proposed method in CPU time in this case.

### 3.5 Conclusions

In this Chapter, a new three-dimensional cylindrical ADI-FDTD free of the CFL stability condition is presented for solving electromagnetic problems. In the new scheme, the Yee’s grid is used with the application of the alternative direction implicit technique in formulating the algorithm. As a result, the memory requirement is about twice that for the conventional FDTD while the time step is no longer restricted by the numerical stability. In comparison with earlier ADI work reported by reference [79], the proposed ADI-FDTD reduces the number of sub-steps by a factor of three to four, which means 33% time saving in a single run.

Numerical verifications are presented to demonstrate the validity of the proposed method without the CFL condition. Preliminary experiments indicated that with the same accuracy, the proposed method uses four times fewer of iterations and is 3.2 times faster.
than the conventional FDTD. Parts of this chapter have been published in the technical journal [131].
CHAPTER 4  A NOVEL METHOD FOR THE ANALYSIS OF NUMERICAL STABILITY

4.1 Introduction

For any time-stepping numerical method, stability is one of the important characteristics that need be taken into account. As stated in Chapter 2, the FDTD algorithm requires that the time step increment $\Delta t$ be less than a specific upper bound defined by material properties and the space increments $\Delta r$, $\Delta \phi$, and $\Delta z$. If the condition is not satisfied, the computed field values will eventually increase to infinity as an FDTD simulation recursively marches in time.

The proposed cylindrical ADI-FDTD algorithm in Chapter 3 has been numerically validated for its stability by taking larger time steps than CFL conditions of the conventional FDTD. A theoretical proof is needed to provide the rigorousness.

Although F. Zheng and Z. Chen have presented a technique to prove the stability by finding the eigenvalues of the matrix form of the ADI-FDTD [132], it is not always easy to evaluate the eigenvalues. For instance, in our case of the cylindrical ADI-FDTD, complex special functions, such as Bessel functions, are involved. In this chapter, a new method for analyzing the numerical stability is presented which circumvents the difficulty in obtaining the explicit expressions of the eigenvalues. The method utilizes the so called SCHUR-COHN-FUJIWA criterion. Details are provided in the following sections.

4.2 SCHUR-COHN-FUJIWA Criterion

In the 1910s, A.Cohn and I. Schur proposed a series of methods for solving the stability and root-clustering problems in terms of positive definite symmetric matrices [133][134]. Based on their work, H. Fujiwara presented SCF criterion in 1924 [135].
Consider an \( n \)-th order polynomial expressed in the following form:

\[
F(z) = \sum_{i=0}^{n} a_i z^i \quad a_n > 0
\]  

(4.1)

with \( a_i \) being a real number. Then an associated \( n \times n \) symmetric matrix \( C = [\gamma_{ij}] \) can be constructed with the element:

\[
\gamma_{ij} = \sum_{p=1}^{\min(i,j)} (a_{n-i+p} a_{n-j+p} - a_{i-p} a_{j-p})
\]

(4.2)

For instance:

\[
F(z) = a_3 z^3 + a_2 z^2 + a_1 z + a_0 \quad a_n > 0
\]

(4.3)

the constructed symmetric matrix \( C \) is:

\[
\begin{pmatrix}
 a_1^2 - a_6^2 & a_2 a_3 - a_0 a_0 & a_3 - a_2 a_0 \\
 a_2 a_3 - a_0 a_0 & a_1^2 + a_2^2 - a_6^2 - a_1^2 & a_2 a_3 - a_0 a_0 \\
 a_3 - a_2 a_0 & a_2 a_3 - a_0 a_0 & a_1^2 - a_0^2
\end{pmatrix}
\]

(4.4)

the \textit{SCHUR-COHN-FUJIIWA} criterion states that \textit{the number of the roots of} \( F(z) \) \textit{for which} \( |z| < 1 \) \textit{is equal to the number of positive eigenvalues of symmetric matrix} \( C \); \textit{the number of the roots of} \( F(z) \) \textit{for which} \( |z| > 1 \) \textit{is equal to the number of negative eigenvalues of symmetric matrix} \( C \); \textit{the number of the roots of} \( F(z) \) \textit{for which} \( |z| = 1 \) \textit{is equal to the number of zero eigenvalues of symmetric matrix} \( C \).

Note that the coefficients of the \( n \)-th order polynomial should be strictly of real values and greater than zero. The constructed matrix has the symmetric property so that the properties of the \( n \)-th order polynomial matrix can be obtained by analyzing the associated symmetric matrix. In cases where the explicit expressions of the roots of the \( n \)-th order polynomial are not easy to be obtained, the criterion can effectively analyze the property of the roots by analyzing the associated symmetric matrix.
In the stability analysis of a certain dynamic system, $F(z)$ normally represents the characteristic function of the system. The system is then stable if and only if all the roots of $F(z)$ are inside the unit circle, correspondingly, all the eigenvalues of $C$ should be all larger than or equal to zero.

### 4.3 Analytical Proof of the Unconditional Stability of the Cylindrical ADI-FDTD Method

With the *SCHUR-COHN-FUJIWA* criterion, the unconditional stability of the cylindrical ADI-FDTD can be proven as described below.

In the cylindrical coordinate system, the six electric and magnetic field components in an isotropic medium in the spatial spectral domain can always be expressed as [136]:

$$
E_r |_{i + \frac{1}{2}, m, \frac{1}{2}} = E_r^n B_p (k_r (i + \frac{1}{2}) \Delta r) e^{j p m \Delta \phi} e^{j k_r \Delta r} 
$$

$$
E_\theta |_{i, m + \frac{1}{2}, \frac{1}{2}} = E_\theta^n B_p (k_r i \Delta r) e^{j p (m + \frac{1}{2}) \Delta \phi} e^{j k_r \Delta r} \quad (4.5a)
$$

$$
E_z |_{i, m, \frac{1}{2}, \frac{1}{2}} = E_z^n B_p (k_r i \Delta r) e^{j p m \Delta \phi} e^{j k_r (i + \frac{1}{2}) \Delta z} 
$$

$$
H_r |_{i + \frac{1}{2}, m + \frac{1}{2}, \frac{1}{2}} = H_r^n B_p (k_r (i + \frac{1}{2}) \Delta r) e^{j p (m + \frac{1}{2}) \Delta \phi} e^{j k_r (i + \frac{1}{2}) \Delta r} \quad (4.5b)
$$

$$
H_\phi |_{i + \frac{1}{2}, m + \frac{1}{2}, \frac{1}{2}} = H_\phi^n B_p (k_r (i + \frac{1}{2}) \Delta r) e^{j p m \Delta \phi} e^{j k_r (i + \frac{1}{2}) \Delta z} 
$$

$$
H_z |_{i + \frac{1}{2}, m + \frac{1}{2}, \frac{1}{2}} = H_z^n B_p (k_r (i + \frac{1}{2}) \Delta r) e^{j p (m + \frac{1}{2}) \Delta \phi} e^{j k_r \Delta z} 
$$

where $B_p (k_r)$ is the appropriate $p^{th}$ order Bessel function, $\Delta r$, $\Delta \phi$ and $\Delta z$ are the space steps in radial, angular and $z$-direction, respectively. $k_r$, $k_z$ are the spectral frequencies in radial and axial directions, respectively.
Note that the mesh is assumed to be uniform for simplicity. By substituting the above expressions into the cylindrical ADI-FDTD equations in Appendix A, one can have two sets of matrix expression for each of the two sub time-steps respectively:

\[ M_1 X^{n+\frac{1}{2}} = P_1 X^n \]  \hspace{1cm} (4.6a)

\[ M_2 X^{n+1} = P_2 X^{n+\frac{1}{2}} \]  \hspace{1cm} (4.6b)

where:

\[
X^n = \begin{bmatrix}
E_r^n \\
E_\phi^n \\
E_z^n \\
H_r^n \\
H_\phi^n \\
H_z^n
\end{bmatrix}
\]  \hspace{1cm} (4.7)

\[
M_1 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & -\frac{jW_\phi}{\varepsilon(i + \frac{1}{2})\Delta r} \\
0 & 1 & 0 & -\frac{jW_z}{\varepsilon} & 0 & 0 \\
0 & 0 & 1 & 0 & \frac{b_z}{\varepsilon} & 0 \\
0 & -\frac{jW_z}{\mu} & 0 & 1 & 0 & 0 \\
0 & 0 & -\frac{b_z}{\mu} & 0 & 1 & 0 \\
-\frac{jW_\phi}{\mu(i + \frac{1}{2})\Delta r} & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (4.8)
\[
M_z = \begin{bmatrix}
1 & 0 & 0 & 0 & \frac{jW_z}{\varepsilon} & 0 \\
0 & 1 & 0 & -\frac{jW_z}{\varepsilon} & 0 & b_i \\
0 & 0 & 1 & \frac{jW_\phi}{\varepsilon i \Delta r} & 0 & 0 \\
0 & 0 & \frac{jW_\phi}{\mu i \Delta r} & 1 & 0 & 0 \\
jW_z & 0 & 0 & 0 & 1 & 0 \\
0 & -\frac{b_i}{\mu} & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(4.9)

\[
P_z = \begin{bmatrix}
1 & 0 & 0 & 0 & -\frac{jW_z}{\varepsilon} & 0 \\
0 & 1 & 0 & -\frac{jW_z}{\varepsilon} & 0 & -\frac{b_i}{\varepsilon} \\
0 & 0 & 1 & -\frac{jW_\phi}{\varepsilon i \Delta r} & 0 & 0 \\
0 & 0 & -\frac{jW_\phi}{\mu i \Delta r} & 1 & 0 & 0 \\
-\frac{jW_z}{\mu} & 0 & 0 & 0 & 1 & 0 \\
0 & \frac{b_i}{\mu} & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(4.10)
\[ P_z = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & \frac{jW_\phi}{\epsilon(i + \frac{1}{2})\Delta r} \\ 0 & 1 & 0 & \frac{jW_z}{\epsilon} & 0 & 0 \\ 0 & 0 & 1 & 0 & -\frac{b_z}{\epsilon} & 0 \\ 0 & \frac{jW_z}{\mu} & 0 & 1 & 0 & 0 \\ 0 & 0 & \frac{b_z}{\mu} & 0 & 1 & 0 \\ \frac{jW_\phi}{\mu(i + \frac{1}{2})\Delta r} & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \]  \tag{4.11}

in which:

\[ W_\phi = \frac{\Delta t \sin(n\Delta \phi)}{\Delta \phi}, \quad W_z = \frac{\Delta t \sin(k_z \Delta z)}{\Delta z} \]  \tag{4.12}

\[ b_1 = \frac{\Delta t \left[ B_z[k_r(i + \frac{1}{2})\Delta r] - B_z[k_r(i - \frac{1}{2})\Delta r] \right]}{2\Delta r B_z(k_r,i\Delta r)} \]  \tag{4.13a}

\[ b_2 = \frac{\Delta t \left[ (i + \frac{1}{2}) B_z[k_r(i + \frac{1}{2})\Delta r] - (i - \frac{1}{2}) B_z[k_r(i - \frac{1}{2})\Delta r] \right]}{2\Delta r B_z(k_r,i\Delta r)} \]  \tag{4.13b}

\[ b_3 = \frac{\Delta t \left[ B_z[k_r(i + 1)\Delta r] - B_z[k_r(i + \frac{1}{2})\Delta r] \right]}{2\Delta r B_z(k_r,i + \frac{1}{2}\Delta r)} \]  \tag{4.13c}

\[ b_4 = \frac{\Delta t \left[ (i + 1) B_z[k_r(i + 1)\Delta r] - iB_z[k_r(i\Delta r)] \right]}{2\Delta r(i + \frac{1}{2}) B_z(k_r,i\Delta r)} \]  \tag{4.13d}

By rearranging (4.6), the field components can be solved via:
\[ X^{n+\frac{1}{2}} = M_1^{-1} P_1 X^n \]  
(4.14a)

\[ X^{n+1} = M_2^{-1} P_2 X^{n+\frac{1}{2}} \]  
(4.14b)

or simply

\[ X^{n+1} = \Lambda X^{n+\frac{1}{2}} \]  
(4.15)

with \( \Lambda = M_2^{-1} P_2 M_1^{-1} P \).

By checking the magnitudes of the eigenvalues of \( \Lambda \), one can determine whether the proposed scheme is unconditionally stable or not: if the magnitudes of all the eigenvalues of \( \Lambda \) are equal to or less than unity, the proposed scheme is unconditionally stable, otherwise is potentially unstable.

The expression of \( \Lambda \) can be obtained by a mathematical software, such as Maple V used in our case. However, it is difficult to find the symbolic expressions of the eigenvalues of \( \Lambda \) directly. Therefore, SCHUR-COHN-FUJIWA criterion is employed here to analyze the roots of the characteristic function of \( \Lambda \), which are the eigenvalues of \( \Lambda \).

By using Maple V, the characteristic polynomial of \( \Lambda \) in our case can be found to be a 6th-order polynomial \((n=6)\):

\[ Z^6 + B_5 Z^5 + B_4 Z^4 + B_3 Z^3 + B_2 Z^2 + B_1 Z + 1 = 0 \]  
(4.16)

where \( B_3 = A_3/A_6, B_4 = A_4/A_6, B_5 = A_5/A_6, B_\alpha (\alpha = 3, 4, 5) \) is the coefficient of the characteristic polynomial. The expressions of \( A_3, A_4, A_5 \) and \( A_6 \) are shown in Appendix C.

To effect SCHUR-COHN-FUJIWA criterion, the coefficients \( B_\alpha (\alpha = 3, 4, 5) \) should be firstly proved to be of real values. By observing the symbolic expressions of the roots obtained by Maple V, it is found that all the roots can be expressed as:

\[ B_\alpha = f(\varepsilon, \mu, W_\alpha, W_s, b_1, b_2, b_3, b_4) \]  
(4.17)
in which the expressions of all the parameters in function \( f \) are shown in (4.12)–(4.13).

In the above expressions, the only term that could be of complex values is Bessel function \( B_n \). \( B_n \) can be the first, second, third and fourth kinds of the Bessel function depending on wave propagation direction. When it is the first or second kind of Bessel function, \( J_n \) (the first kind of Bessel function) or \( Y_n \) (the second kind of Bessel function), both functions are of real values when \( k_r \) is a real number. This can be easily seen from the series expansions of the two Bessel functions. When \( B_n \) is the third or fourth kind of Bessel function, or simply the first or second kind of Hankel function \( H^{(1)}_v(z) \), or \( H^{(2)}_v(z) \), they can be expressed as:

\[
H^{(1)}_v(z) = \frac{J_v(z) - e^{j\pi} J_v(z)}{i \sin \pi} \tag{4.18a}
\]

\[
H^{(2)}_v(z) = \frac{e^{j\pi} J_v(z) - J_{-v}(z)}{j \sin \pi} \tag{4.18b}
\]

where \( v \) and \( z \) are both real numbers. \( v \) has to be an integer because electromagnetic fields in an isotropic medium has either \( \sin(n\phi) \) or \( \cos(n\phi) \) variations in the angular direction. Under this circumstance, \( J_n(z) \) is equal to \((-1)^n J_n(z) \) (\( n \) is an integer).

By substituting \((-1)^n J_n(z) \) for \( J_n(z) \) and replacing the Bessel function \( B_n \) in \( b_1 \), for instance, with the first kind of Hankel function \( H^{(1)}_v(z) \),

\[
b_1 = \lim_{\Delta r \to 0} \frac{\Delta f \left[ (-1)^{n'} e^{jn\phi} J_n(k_r(i + \frac{1}{2})\Delta r) - (-1)^n e^{jn\phi} J_n(k_r(i - \frac{1}{2})\Delta r) \right]}{2\Delta r (-1)^n e^{jn\phi} J_n(k_r i \Delta r)} \tag{4.19a}
\]

\[
= \frac{\Delta f \left[ J_n(k_r(i + \frac{1}{2})\Delta r) - J_n(k_r(i - \frac{1}{2})\Delta r) \right]}{2\Delta r J_n(k_r i \Delta r)}
\]

Similarly, expressions for \( b_2, b_3 \) and \( b_4 \) can be obtained as:
\[ b_2 = \frac{\Delta \left[ J_n(k, (i + \frac{1}{2})\Delta r) - (i - \frac{1}{2})J_n(k, (i - \frac{1}{2})\Delta r) \right]}{2\Delta r J_n(k, i\Delta r)} \] (4.19b)

\[ b_3 = \frac{\Delta [J_n(k, (i + 1)\Delta r) - J_n(k, i\Delta r)]}{2\Delta r J_n(k, (i + \frac{1}{2})\Delta r)} \] (4.19c)

\[ b_4 = \frac{\Delta [J_n(k, (i + 1)\Delta r) - iJ_n(k, i\Delta r)]}{2\Delta r (i + \frac{1}{2})J_n(k, i\Delta r)} \] (4.19d)

Obviously, \( b_1, b_2, b_3 \) and \( b_4 \) are of real value. The same conclusions can be drawn if the Bessel function \( B_n \) is the second kind of Hankel function \( H_n^{(2)}(z) \).

Once \( b_1, b_2, b_3 \) and \( b_4 \) are shown to be of real value, \( A_\alpha (\alpha = 3, 4, 5, 6) \), and therefore \( B_\alpha (\alpha = 3, 4, 5) \) are of real values. In other words, the six coefficients of the characteristic polynomial are of real values no matter which kind of Bessel function is under consideration.

Equation (4.16) is a polynomial with coefficient symmetry: the coefficient for the \( 6^{th} \)-order term is the same as that for the \( 0^{th} \)-order term, the coefficient for the \( 5^{th} \)-order term is the same as that for the \( 1^{st} \)-order term, and the coefficient for the \( 4^{th} \)-order term is the same as that for the \( 2^{nd} \)-order term. By using equation (4.2) the corresponding \( C \) matrix can be found as:

\[
C = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (4.20)

Obviously all the eigenvalues of \( C \) are then zeros. As stated in Schur-Cohn-Fujiwa criterion, it means that all the roots of (4.9), that are also the eigenvalues of \( \Lambda \), reside on
the unit circle. Therefore, the magnitudes of all the roots or eigenvalues are equal to unity. In other words, the cylindrical ADI-FDTD proposed possesses to the unconditional stability regardless of the time step $\Delta t$. The CFL stability condition is thus removed.

The above method may also be applied to the ADI-FDTD algorithms in the other coordinate systems as well as two dimensional cases with similar procedure. In addition, Schur-Cohn-Fujiwa criterion may also be employed to obtain the CFL condition with conventional FDTD by forcing all the eigenvalues residing in the unit circle.

4.4 Numerical Experiments on Unconditional Stability

The ADI-FDTD is theoretically proven unconditionally stable in three-dimensional cylindrical coordinates. The CFL condition is completely removed. To further reinforce such a proof, numerical verification is carried out to confirm the result. In the following sections, the numerical validations are presented. A study on time step selection without CFL condition is also made with respect to the numerical errors. The preliminary error analysis shows that the time step in ADI-FDTD is now limited by modeling accuracy and the Nyquist sampling rate.

4.4.1 Numerical Verification of the Unconditional Stability

Numerical experiments were run for the circular cavity again with both the conventional FDTD and the cylindrical ADI-FDTD having a time step that exceeds the limit $\Delta t_{\text{FDTD}_{\text{MAX}}}$, defined by the CFL condition (2.14). The time step is chosen as $1.5 \times \Delta t_{\text{FDTD}_{\text{MAX}}}$ with the conventional cylindrical FDTD, which is $\Delta t_{\text{FDTD}_{\text{MAX}}} = 3.3591\,\text{ps}$ and $100 \times \Delta t_{\text{FDTD}_{\text{MAX}}}$ with the proposed cylindrical ADI-FDTD, which is $\Delta t_{\text{ADI-FDTD}} = 223.94\,\text{ps}$. Figure (4.1) shows the simulation results. As can be seen, solution of the conventional cylindrical FDTD explodes very quickly, while the solution of the cylindrical ADI-FDTD remains stable. Longer simulation periods with even larger time steps were taken as well, and no instability was observed. This shows numerically the proposed scheme is indeed unconditionally stable.
(a) Conventional FDTD with the time step being 1.5 times of the CFL limit

(b) ADI-FDTD with the time step being 100 times of the CFL limit

Figure 4.1 Electric field $E_z$ recorded in time domain with the time steps larger than the CFL limit

4.4.2 *Numerical Accuracy with Different Time Steps*
As shown by now, the time-step of cylindrical ADI-FDTD method is no longer restricted by the CFL condition. It should be determined only by the modeling accuracy. Therefore, it is useful to investigate the relation between the time step and the numerical accuracy.

Table 1 presents the simulation results for the TE_{011} mode of the cavity. With the increase of the time steps, relative computation error with the cylindrical ADI-FDTD increases. This property is also plotted in Figure 4.2.

<table>
<thead>
<tr>
<th>Analytical Solution (GHz)</th>
<th>Simulation results with the proposed cylindrical ADI-FDTD scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta t=4\Delta t_{\text{max}}$</td>
</tr>
<tr>
<td></td>
<td>Resonant frequency (GHz)</td>
</tr>
<tr>
<td>4.9497</td>
<td>4.960</td>
</tr>
</tbody>
</table>

Figure 4.2 Relative error of the proposed scheme with various time steps

4.5 Conclusions

In this chapter, the unconditional stability of the proposed cylindrical ADI-FDTD has been proven analytically and illustrated numerically. A new method is firstly introduced into computational electromagnetics for stability analysis. Numerical results also show
that the proposed scheme is indeed stable even when a time step is a hundred times the CFL limit of the conventional FDTD. It can be expected that because of the removal of the CFL constraint on time step, various efficient modeling techniques, such as multigridging scheme, can be implemented in an easier way than before [64].

With the CFL limit removed in ADI-FDTD, the time step of ADI-FDTD is no longer restricted by the numerical stability but by the modeling accuracy of the algorithm and the Nyquist sampling limit.

As the cylindrical ADI-FDTD scheme has been validated, it is desired to apply the cylindrical ADI-FDTD algorithm to microwave structures. In the next two chapters, closed structures and open structures will be studied with the proposed method.
Chapter 5  ADI-FDTD MODELING OF CLOSED STRUCTURES

5.1  Introduction

The unconditional stability of the ADI-FDTD algorithm has been formulated and tested in the above chapters. The simple numerical experiments in chapter 4 show that the proposed method is suitable for analyzing microwave structures and devices with the advantages of less simulation time and free of CFL condition over the conventional FDTD method. In the following chapters, the applications of the ADI-FDTD methods to different microwave structures will be shown. The advantages of the proposed methods will be demonstrated.

In general, microwave structures and devices can be categorized into two primary types: closed structures and open structures. Closed structures refer to the structures enclosed by perfect electric conductor (PEC) walls, while open structures are the structures that are not enclosed by the PEC walls or partially enclosed by PEC walls. In this chapter, several selected closed structures, including a circular rod resonator, a circular disk resonator and a circular resonator filled with lossy dielectric material, are numerically analyzed with the cylindrical ADI-FDTD method. The highly conductive materials, which can not be well solved with the conventional FDTD method, are also analyzed with the proposed method. The advantages of ADI-FDTD method are then shown by analyzing these structures.

5.2  Approximation of Medium Parameters in ADI-FDTD Algorithm

As shown in the Maxwell’s curl equations, there are three medium parameters: permittivity $\varepsilon$, permeability $\mu$, and conductivity $\sigma$. The conventional Yee's FDTD algorithm presented in the previous chapters is applicable to the arbitrary isotropic
inhomogeneous materials. However, it is desired to consider the inhomogeneous case to broaden the applicability of the cylindrical ADI-FDTD method.

Figure 5.1 illustrates a part of mesh including four nonuniform cells that are on the same surface of S. It is assumed that the primary edge passing through the centroid of S is tangential to the interface of a boundary shared by the four materials of \( \varepsilon_1, \mu_1, \sigma_1 \), \( \varepsilon_2, \mu_2, \sigma_2 \), \( \varepsilon_3, \mu_3, \sigma_3 \) and \( \varepsilon_4, \mu_4, \sigma_4 \). The medium parameters in each cell remain constant. On the surface S, Ampere’s Law can be expressed as:

\[
\sum_{i=1}^{4} \left( \frac{\partial}{\partial t} \oint_{S_i} \varepsilon_i \vec{E} \cdot d\vec{s} + \oint_{S_i} \sigma_i \vec{E} \cdot d\vec{s} \right) = \sum_{i=1}^{4} \left( \oint_{C_i} \vec{H} \cdot d\vec{l} \right) \tag{5.1}
\]

where \( S_i \) is the surface of each cell that is bounded by the contour \( C_i \). The integrals are then performed over each \( S_i \) and the bounding \( C_i \). For example, in \( S_1 \) we have:

\[
\varepsilon_1 A_1 \left( \frac{\vec{E}_{1}^{n+1} - \vec{E}_{1}^{n}}{\Delta t} \right) \cdot \hat{n} + \sigma_1 A_1 \left( \frac{\vec{E}_{1}^{n+1} + \vec{E}_{1}^{n}}{2} \right) \cdot \hat{n} = \left( I_{12}^{n+1} - I_{12}^{n} - I_{31}^{n+1} + I_{31}^{n} \right) \tag{5.2}
\]

where \( \vec{E}_i \) is the electric field in \( S_i \), \( \hat{n} \) is the unit normal, and \( A_i \) is the area of \( S_i \). Similar expressions can be derived for the remaining three regions.

![Figure 5.1 Interfaces of an inhomogeneous medium](image)

Figure 5.1 Interfaces of an inhomogeneous medium
With the assumption that \( \mathbf{n} \) is tangential to the boundary interface, the Maxwell boundary condition of continuity of the tangential electric field across an interface yields:

\[
\mathbf{E}_1 \cdot \mathbf{n} \approx \mathbf{E}_2 \cdot \mathbf{n} \approx \mathbf{E}_3 \cdot \mathbf{n} \approx \mathbf{E}_4 \cdot \mathbf{n} \approx \mathbf{E} \cdot \mathbf{n}
\]  \( (5.3) \)

Adding the four equations in (5.1) results in the expression:

\[
\left( \varepsilon_1 A_1 + \varepsilon_2 A_2 + \varepsilon_3 A_3 + \varepsilon_4 A_4 \right) \left( \frac{\mathbf{E}_{n+1} - \mathbf{E}_n}{\Delta t} \right) \cdot \mathbf{n} \\
+ \left( \sigma_1 A_1 + \sigma_2 A_2 + \sigma_3 A_3 + \sigma_4 A_4 \right) \left( \frac{\mathbf{E}_{n+1} + \mathbf{E}_n}{\Delta t} \right) \cdot \mathbf{n} \\
= \left( \mathbf{I}_1 H_1^{n+\frac{1}{2}} + \mathbf{I}_2 H_2^{n+\frac{1}{2}} + \mathbf{I}_3 H_3^{n+\frac{1}{2}} + \mathbf{I}_4 H_4^{n+\frac{1}{2}} \right)
\]  \( (5.4) \)

This permits the definition of the weighted-average permittivity and conductivity:

\[
\varepsilon_{\text{avg}} = \frac{\sum_{i=1}^{N} A_i \varepsilon_i}{\sum_{i=1}^{N} A_i}, \quad \sigma_{\text{avg}} = \frac{\sum_{i=1}^{N} A_i \sigma_i}{\sum_{i=1}^{N} A_i}
\]  \( (5.5) \)

where \( A_i \) is the area of region \( S_i \).

Equation (5.5) gives the effective permittivity and conductivity at inhomogeneous interfaces shown in Figure 5.1. Although this equation is derived using conventional FDTD, it is also applicable to ADI-FDTD method.

5.3 Modified ADI-FDTD Algorithm for Solving Highly Conductive Materials

It has been a great challenge to model the highly conductive materials at microwave frequencies with the conventional FDTD algorithm. The reason is that fine mesh should
be applied to highly conductive regions to track the fast field variation. The time step, which is related to the mesh cell size via the CFL condition, becomes extremely small. As a result, the total iteration number of a simulation is prohibitively huge. The approximate approaches, such as Surface Impedance Boundary Condition (SIBC) and perturbation techniques are used to circumvent the problem. But they were developed with the assumption of plane waves impinging on the conducting boundaries or unperturbed fields in the unperturbed regions [138]. These methods, though presenting good results in many cases, remain to be approximate in nature and fail in some special cases.

Due to the removal of the CFL condition, the proposed ADI-FDTD method presents a potential solution for simulating highly conductive media. The reason is that the ADI-FDTD method is unconditionally stable, and allows the independent selections of time step and space step. Consequently, the ADI-FDTD becomes very suitable for solving the structures in which fine mesh is indispensable [83]. An application of the ADI-FDTD based on this property was reported in [84] for computing shielding effectiveness of thin conductor structures but at low frequencies (10 MHz~1 GHz).

In the following paragraphs, the ADI-FDTD is modified for highly conductive materials.

Starting from Maxwell's equations, the relationship between electric field and magnetic field in the cylindrical coordinates in a lossy source free medium can be written as, for example:

$$\varepsilon \frac{\partial E_r}{\partial t} + \sigma E_r = \frac{\partial H_z}{r \partial \phi} - \frac{\partial H_\phi}{\partial z}$$

(5.6)

By applying the ADI-FDTD method to Maxwell's equations using central-differencing technique as described in 3.3, twelve equations can be obtained in two sub time steps respectively. For instance, the discretized form of equation (5.6) can be broken into two sub-step computation as in the following:

at the first half time step (i.e. at the \((n+1/2)\)^{th} time step):
\[ E_r^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k) = \frac{1 - \sigma \cdot \Delta t}{4 \varepsilon} E_r^n(i+\frac{1}{2}, j, k) + \frac{\Delta t}{4 \varepsilon} \left( \frac{H_z^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k) - H_z^{n+\frac{1}{2}}(i+\frac{1}{2}, j - \frac{1}{2}, k)}{\Delta \phi \cdot r(i+\frac{1}{2})} - \frac{H_r^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k + \frac{1}{2}) - H_r^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k - \frac{1}{2})}{\Delta z l(k)} \right) \] 

(5.7a)

at the second half time step (i.e. at the (n+1)th time step):

\[ E_r^{n+1}(i+\frac{1}{2}, j, k) = \frac{1 - \sigma \cdot \Delta t}{4 \varepsilon} E_r^n(i+\frac{1}{2}, j, k) + \frac{\Delta t}{4 \varepsilon} \left( \frac{H_z^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k) - H_z^{n+\frac{1}{2}}(i+\frac{1}{2}, j - \frac{1}{2}, k)}{\Delta \phi \cdot r(i+\frac{1}{2})} - \frac{H_r^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k + \frac{1}{2}) - H_r^{n+\frac{1}{2}}(i+\frac{1}{2}, j, k - \frac{1}{2})}{\Delta z l(k)} \right) \] 

(5.7b)

However, in this form, the coefficient of the field value of the present time step can be zero when it reaches the threshold:

\[ \sigma_o = \frac{4 \varepsilon}{\Delta t} \] 

(5.8)

Usually this threshold conductivity value is relatively low. For example, if \( \Delta r = \Delta z = 1 \text{ cm} \), \( \Delta \phi = 2\pi / 20 \text{ rad} \), taking the Courant time step limit, the threshold conductivity is \( \sigma_o = 6.9 \text{s/m} \). For greater conductivity values, the coefficient will become a negative value, which makes equations (5.7a) (5.7b) unusable. To overcome this problem, Lubbers et al. [138] suggested using the most recent value of electric field in computing conduction currents. In the ADI-FDTD algorithm, it turns out to be \( \sigma E = \sigma E^{n+1} \) for the first half time step and \( \sigma E = \sigma E^{n+1} \) for the second half time step. As a result, the revised ADI-FDTD equations of (2a) (2b) can be derived as:
\[
E_{\tau}^{m}(i+\frac{1}{2},j,k)=\frac{1}{1+\frac{\sigma \cdot \Delta t}{2 \varepsilon}} E_{\tau}^{m}(i+\frac{1}{2},j,k)+\frac{\Delta t}{2 \varepsilon \cdot \sigma \cdot \Delta t} \frac{\Delta \tau}{\Delta t} \cdot (i+\frac{1}{2}) \cdot \Delta t(k)
\]

\[
H_{\tau}^{m}(i+\frac{1}{2},j+\frac{1}{2},k)-H_{\tau}^{m}(i+\frac{1}{2},j-\frac{1}{2},k) - H_{\tau}^{m}(i+\frac{1}{2},j,k+\frac{1}{2}) + H_{\tau}^{m}(i+\frac{1}{2},j,k-\frac{1}{2})
\]

\[
\Delta \phi \cdot \tau (i+\frac{1}{2}) \cdot \Delta \tau(k)
\]

(5.9a)

for the first half time step

\[
E_{\tau}^{m}(i+\frac{1}{2},j,k)=\frac{1}{1+\frac{\sigma \cdot \Delta t}{2 \varepsilon}} E_{\tau}^{m}(i+\frac{1}{2},j,k)+\frac{\Delta t}{2 \varepsilon \cdot \sigma \cdot \Delta t} \frac{\Delta \tau}{\Delta t} \cdot (i+\frac{1}{2}) \cdot \Delta t(k)
\]

\[
H_{\tau}^{m}(i+\frac{1}{2},j+\frac{1}{2},k)-H_{\tau}^{m}(i+\frac{1}{2},j-\frac{1}{2},k) - H_{\tau}^{m}(i+\frac{1}{2},j,k+\frac{1}{2}) + H_{\tau}^{m}(i+\frac{1}{2},j,k-\frac{1}{2})
\]

\[
\Delta \phi \cdot \tau (i+\frac{1}{2}) \cdot \Delta \tau(k)
\]

(5.9b)

for the second half time step

Note the threshold conductivity disappears in the revised equations. In this way, the revised ADI-FDTD method can be applied to the materials with high conductivities.

The twelve equations for solving highly conductive materials can be obtained in a similar way, and they are shown in Appendix D.

By substituting and rearranging the field components, the computational efficiency realization for computer programming of equations (D-1) and (D-2) can be obtained as described in 3.3.3.

It should be pointed out that the above revised ADI-FDTD is also feasible for modeling the materials with low conductivities, which will be numerically verified in section 5.5 by analyzing a circular resonator filled with lossy dielectric material.

### 5.4 Padé Approximation

Time domain methods can provide the field behavior within a structure by recording the field signatures in time domain. However, it is always necessary to provide the frequency
domain information for spectrum analysis of a certain structure. The commonly used method is Discrete Fourier Transform (DFT) technique that is shown below:

\[ F(\omega) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} \, dt \]  
(5.10a)

or in discrete form:

\[ F(\omega) = \sum_{n=0}^{N\Delta t} f(n\Delta t)e^{-j\omega n\Delta t} \Delta t \]  
(5.10b)

in which \( \Delta t \) is the time step, \( N \) is the total number of iterations, \( \Delta \omega \) is the sampling radian frequency step and \( m \) is the frequency number.

It is shown in equation (5.10b) that in order to obtain the frequency resolution of \( \Delta \omega \), the following relationship should be met:

\[ \Delta t \leq \frac{1}{N\Delta \omega} \quad \text{or} \quad \Delta \omega \leq \frac{1}{N\Delta t} \]  
(5.11)

As can be seen, the frequency resolution \( \Delta \omega \) is determined by the total available time domain data and the time step. In a simple term, one may take more iteration steps or/and decrease the time step to obtain higher frequency resolution. However, it may not be practical under some special circumstances. For instance, if the time step is a small number, the number of the iteration steps has to be large in order to obtain a small frequency resolution. As a result, the total number of iteration will be large and therefore the simulation time will be very long. In addition, the computer generated errors will also be accumulated from long iterations.

To resolve this problem, several mathematical methods have been developed to provide good frequency resolution with less time domain data, such as Prony’s method [137], the generalized pencil-of-function method [138] and DFT/Padé method [139]. Since the first two methods are sensitive to the sampling condition, the DFT/Padé approximation is chosen to refine the DFT outputs in our experiments.
Suppose that there is a set of spectral data obtained from DFT/FFT process. The frequency response can be rewritten as a rational function:

\[ P(\omega) = \frac{Q_N(\omega)}{D_M(\omega)} \]  

(5.12)

where \( P(\omega) \) represents the DFT/FFT output. The numerator and the denominator polynomials \( Q_N(\omega) \) and \( D_M(\omega) \) are given by:

\[ Q_N(\omega) = \sum_{i=0}^{N} \alpha_i \omega^i \]  

(5.13a)

\[ D_M(\omega) = \sum_{i=0}^{M} \beta_i \omega^i \]  

(5.13b)

By substituting equation (5.13) into (5.12) and assuming \( \beta_0 = 1 \), one can get:

\[ P(\omega_j) \cdot \sum_{i=1}^{M} \beta_i \omega_j^i - \sum_{i=0}^{N} \alpha_i \omega_j^i = -P(\omega_j) \quad j = 0 \ldots S - 1 \]  

(5.14)

Equation (5.14) implies that the unknown coefficients of the Padé approximation can be obtained from a system of linear equations and the total number of samples (DFT/FFT output data samples) required is \( S \geq N + M + 1 \). Since the unknown coefficients are now the products of a sampled data and some power of the frequency, the dynamic range of the matrix elements is very large for large \( M \)'s and \( N \)'s. One way to avoid this problem is to scale the frequency. A typical scaling function is as follows:

\[ \omega_0 = \frac{2 \omega - (\omega_{\text{max}} - \omega_{\text{min}})}{\omega_{\text{max}} + \omega_{\text{min}}} \]  

(5.15)

where \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) are the maximum and minimum angular frequency under interest.

Once the coefficients are known, it is straightforward to interpolate the sampled data to obtain the desired resolution. In the application described in this thesis, \( N \) is chosen to be equal to \( M \) — known as the diagonal Padé approximation — which requires \((2N+1)\) data
samples. The numerical experiments in this chapter will show that Padé approximation can provide greatly improved frequency resolution with very small number of DFT/FFT outputs, which results in fewer iteration steps. Detailed knowledge on Padé approximation can be found in [139].

5.5  Experiments on the Circular Resonators

To further investigate the ability of ADI-FDTD method for solving realistic EM problems, several experiments are carried out on selected typical microwave structures with closed PEC boundary. By incorporating the auxiliary techniques introduced in the above sections, it is found that the ADI-FDTD method can effectively and efficiently model the closed structures.

(A)  A circular dielectric rod resonator

The objective of this experiment is to test the ADI-FDTD method for solving the structures with nonuniform medium parameters which is discussed in section 5.2. The structure under consideration is shown in Figure 5.2. The time step is chosen to be 4 times of the CFL limit. The cavity is discretized with an 80×10×10 mesh and the time step is 58.14 picoseconds. By comparing the resonant frequency computed with different methods [140], the resonant frequency computed with the proposed ADI-FDTD scheme is found to agree well with the other methods (see Table 1). The differences among all the methods are less than 2%.

![Diagram of a dielectric rod resonator](image)

Figure 5.2 The geometry of a dielectric rod resonator
Table 1 Resonant Frequencies of the Dielectric Rod Resonator Compared with Different Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional FDTD Method</td>
<td>1.47225 GHz</td>
</tr>
<tr>
<td>Finite Element Method</td>
<td>1.50 GHz</td>
</tr>
<tr>
<td>Nonorthogonal FDTD Method</td>
<td>1.47 GHz</td>
</tr>
<tr>
<td>Proposed ADI-FDTD Method</td>
<td>1.49675 GHz</td>
</tr>
</tbody>
</table>

As can be seen, by averaging the permittivity on the air-dielectric boundary introduced in section 5.2, the structures with nonuniform medium parameters can be effectively analyzed with the cylindrical ADI-FDTD method.

(B) A circular dielectric disk resonator

In FDTD modeling, sometimes a non-uniform mesh is introduced to account for the non-uniform field variations in a structure. The same applies to ADI-FDTD grid. To investigate the advantages of the non-uniform mesh with the ADI-FDTD method, a circular dielectric disk resonator is computed with both the conventional FDTD method and the ADI-FDTD method with uniform and non-uniform meshes. Figure 5.3 shows the geometry and parameters of a disk resonator.

![Diagram of a disk resonator](image)

Figure 5.3 The geometry of the dielectric disk resonator (side view)

For the non-uniform grid, the whole area is discretized with a 25×16×24 grid. Because the field energy is mainly concentrated inside the dielectric, a denser mesh is applied to the dielectric region. 20 cells in the radial direction and 16 cells in the z-direction are assigned to the dielectric region (see Figure 5.4). In other words, the dense cell size is a
half of the coarse one, i.e., $\Delta r_{\text{dense}} = 0.5 \Delta r_{\text{coarse}}, \Delta z_{\text{dense}} = 0.5 \Delta z_{\text{coarse}}$. As a result, the whole area is divided into four different regions: (1) $\Delta r_{\text{dense}}$ with $\Delta z_{\text{dense}}$, (2) $\Delta r_{\text{coarse}}$ with $\Delta z_{\text{dense}}$, (3) $\Delta r_{\text{dense}}$ with $\Delta z_{\text{coarse}}$ and (4) $\Delta r_{\text{coarse}}$ with $\Delta z_{\text{coarse}}$.

![Discretization of the computation area](image)

Figure 5.4 Discretization of the computation area

For the uniform mesh, a $30 \times 32 \times 32$ grid is applied to the whole area. The cell sizes in the radial and $z$-direction are equal to $\Delta r_{\text{dense}}$ and $\Delta z_{\text{dense}}$ of the nonuniform case, respectively.

Different time steps of $2 \Delta t_{\text{CFL}}, 4 \Delta t_{\text{CFL}}, 8 \Delta t_{\text{CFL}}$ and $16 \Delta t_{\text{CFL}}$ were taken for the cylindrical ADI-FDTD method with the uniform and non-uniform grids, respectively. The results are shown in Figure 5.5.
Comparison of Relative Error

![Graph showing comparison of relative error for ADI-FDTD with nonuniform mesh and uniform mesh.](image)

Figure 5.5: Computation errors of the cylindrical ADI-FDTD with the uniform and nonuniform grid.

Although the computational errors increase with bigger $\Delta t$ in a non-uniform grid, the computation error with a non-uniform grid is much lower than that with a uniform grid. Table 2 compares the resonant frequencies obtained with various methods. The cylindrical ADI-FDTD method with a nonuniform grid presents the best accuracy.

Table 2: Resonant Frequencies of the Dielectric Resonator Computed with Different Methods ($\Delta t=1.0CFL$ with the Proposed Method)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4.60 GHz</td>
<td>4.73 GHz (2.83%)</td>
<td>4.54 GHz (1.304%)</td>
<td>4.62 GHz (0.435%)</td>
<td>4.594 GHz (0.130%)</td>
</tr>
</tbody>
</table>

Note that the results obtained with other techniques are cited from [140].

Due to the smaller grid size, the simulation time and the computation memory consumption with the ADI-FDTD is also smaller. To have certain references in assessing the CPU time and memory usages, three experiments are conducted: (1) the cylindrical ADI-FDTD with the non-uniform grid as described before but with a time step being $4\Delta t_{CFL}$ (2) the cylindrical ADI-FDTD with a uniform grid whose cell size is equal to the dense mesh size of the non-uniform case and with its time step being $4\Delta t_{CFL}$, and (3) the
conventional FDTD with a uniform grid whose cell size is equal to the dense mesh size of the non-uniform case and with its time step being $\Delta t_{\text{CFL}}$. All the simulations were conducted on a Pentium 1.0 GHz computer. A physical time of 4.1321 microseconds were simulated, which means that the ADI-FDTD needs to run 1000 iterations while the conventional FDTD needs to run 4000 iterations. The CPU time was found to be 231.65 seconds with the non-uniform ADI-FDTD grid, 1667.73 seconds with the uniform ADI-FDTD grid, and 601.45 seconds with the conventional FDTD grid respectively. Consequently, it is concluded that the saving factor in computation time for the ADI-FDTD with a nonuniform grid is about 7 in comparison with the ADI-FDTD with a uniform grid and about 2.6 in comparison with the conventional FDTD.

For the memory consumption, it is directly related to the array size used for computation. Therefore, in our case, the memory consumption with nonuniform ADI-FDTD is about 0.3 of that with uniform ADI-FDTD ($25 \times 16 \times 24/30 \times 32 \times 32$).

5.6 Experiments on the Resonators with Lossy Materials

Conduction loss generated by conductive materials and the dielectric loss generated by lossy dielectric materials are two kinds of energy losses in a microwave structure. Specifically, the energy losses in resonant structures are described by Quality Factors (Q-factors) with respect to frequencies.

To model the lossy materials with the ADI-FDTD method, two sample structures are computed with the revised ADI-FDTD algorithm: one is a cylindrical cavity with copper enclosure and the other is a cylindrical cavity with lossless walls filled with a slightly lossy dielectric. Detailed comparisons of the resonant frequencies and Q-factors with the theoretical results are presented in the following sections.

(A) Cylindrical cavity with high Conductivity walls

Fig. 5.6 shows the hollow cylindrical cavity with copper walls. There only exists conducting loss that needs to be taken into account for the computation of the Q-factors.
To affect the realistic computation without losing modeling accuracy, the thickness of the conducting wall should be finite. In our case, a conducting layer beneath the air-conductor interface with a thickness of several times of the skin depth is taken to represent the whole conducting wall in computations of conducting loss. The justification is that the fields further into the conductor are supposedly to be negligible small due to the strong skin depth effect at RF and microwave frequencies. In our case, we took a layer of three times of the skin depth computed with the lowest frequency under interest as the thickness of the conductor. For the sample structure, the lowest frequency is about 11 GHz and thus the skin depth is about 0.63 μm. The thickness of the conductor was then taken to be 2.0 μm (see Fig. 5.7).
To reduce local numerical errors, a gradually decreased cell size is applied to the air-filled area, a uniform fine grid to the metal area in the radial direction and the z-direction, respectively (see Fig. 5.4). The minimum cell size in the air filled area is equal to the cell size in the conducting region. The adjacent cell sizes in the air-filled area have the following relationship [36]:

\[
0.5\Delta r_{i-1} = \Delta r_i = 2\Delta r_{i+1} \\
0.5\Delta z_{k-1} = \Delta z_k = 2\Delta z_{k+1}
\]  
(5.16)

Note that the first cell starts at the center of the cavity in the z-direction, and the relationship in (5.16) applies in both the radial and z-direction. In the angular direction, a uniform mesh is used due to its homogeneity in the direction.

With the meshing method described above, a 50 × 8 × 100 grid was generated. By recording the time domain signature at a certain grid point in the structure and then using DFT, the mode frequencies can be obtained. The unloaded Q-factor of each mode can then be calculated with:

\[
Q_0 = \frac{f_o}{\Delta f}
\]  
(5.17)

where \(f_o\) is a certain resonant frequency and \(\Delta f\) is the corresponding 3-dB bandwidth.

In order to get correct \(\Delta f\) in (5.17), an appropriate frequency resolution is required. In other words, sufficient simulation duration in time is necessary with the DFT method. For a high Q structure, the 3-dB bandwidth is usually very small compared to the center frequency. This means that a high number of iteration is required. For example, if we use conventional FDTD and applying the fine mesh described above, the time step is \(7.68 \times 10^{-5}\) picoseconds at most (due to the CFL limit). To get a 1 MHz frequency resolution, 1.3 billion iterations are required, which makes the conventional FDTD impractical for calculating the Q-factor. In addition, since too many iteration steps are needed to collect enough time domain information, the calculated Q-factor is
unrealistically high due to the computer-generated errors with conventional FDTD method [141].

With the unconditionally stable ADI-FDTD method the time step is only restricted by numerical accuracy. In our case the time step is taken to be 1.26 picoseconds, about 16380 times of that with the conventional FDTD. However, even with this large time step, it still needs 800,000 iterations to get the 1MHz frequency resolution. Therefore the DFT/Padé approximation, which is discussed in section 5.4, needs to be applied to process the DFT outputs.

Fig. 5.8 illustrates the improvement of FFT/Padé method compared to FFT method with only 4,096 time domain samples with the ADI-FDTD method. The original frequency resolution is 194 MHz. The greatly refined frequency resolution is 0.13 MHz. As a result, the Q-factors are obtainable with much fewer iteration steps. It should be noted that even with the FFT/Padé method, the conventional FDTD is difficult to implement since it still needs at least 1.2 million iterations.

![Graph showing comparison between FFT/Padé and FFT methods](image)

**Figure 5.8 The comparison between DFT and DFT/Padé method for TM_{010} mode with the cylindrical ADI-FDTD method**

Table 3 shows the computed resonant frequencies of a few modes and their comparisons with the theoretical values [141].
Table 3: Resonant Frequencies with the Presented Methods

<table>
<thead>
<tr>
<th>Modes</th>
<th>In theory (GHz) (From [141])</th>
<th>This work (GHz)</th>
<th>Relative Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM_{010}</td>
<td>11.483</td>
<td>11.442</td>
<td>+0.35</td>
</tr>
<tr>
<td>TE_{111}</td>
<td>13.314</td>
<td>13.114</td>
<td>+1.50</td>
</tr>
<tr>
<td>TM_{011}</td>
<td>15.227</td>
<td>15.185</td>
<td>+0.28</td>
</tr>
<tr>
<td>TM_{110}</td>
<td>18.300</td>
<td>17.781</td>
<td>+2.84</td>
</tr>
</tbody>
</table>

Table 4 shows the Q-factor of each mode and the comparisons with the theoretical values. As can be seen, the computed results agree well with the theoretical ones.

Table 4: Q-factor of Each Mode with the Presented Methods

<table>
<thead>
<tr>
<th>Modes</th>
<th>In theory [10]</th>
<th>This work</th>
<th>Relative Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM_{010}</td>
<td>9729</td>
<td>9829</td>
<td>-1.03</td>
</tr>
<tr>
<td>TE_{111}</td>
<td>10868</td>
<td>11152</td>
<td>-2.61</td>
</tr>
<tr>
<td>TM_{011}</td>
<td>8002</td>
<td>8100</td>
<td>-1.22</td>
</tr>
<tr>
<td>TM_{110}</td>
<td>12281</td>
<td>12571</td>
<td>-2.36</td>
</tr>
</tbody>
</table>

As can be seen from the simulation results, the modified ADI-FDTD method presents a remarkable suitability for modeling the highly conductive materials even though the material is in an electrically large structure. The efficient computation without losing modeling accuracy makes the proposed ADI-FDTD method excel over the conventional FDTD method.

(B) Cylindrical cavity filled with lossy medium

Dielectric loss is another kind of loss in a certain microwave structure where lossy dielectric materials exist in the structure. This kind of loss is caused by the effective conductivity of the dielectric material, which is related to the loss tangent through:

\[
\sigma_{\text{eff}} = \omega \varepsilon \tan \delta
\]  

(5.18)

Usually the effective conductivity of a lossy dielectric is of small value. For instance, the loss tangent of silicon at 10 GHz is 0.004. The effective conductivity is thus 0.0264 S/m obtained with (5.18).
To test the suitability of the proposed modified ADI-FDTD method for computing dielectric loss, an experiment is conducted for a cylindrical cavity of 210mm in diameter and 25.4mm in height with lossless walls, filled with a slightly lossy medium. The conductivity is $\sigma = 0.0015 \, S/m$ at the resonant frequency.

Because the fine mesh is no longer necessary for computing this structure, a uniform $16 \times 16 \times 15$ mesh is applied to the whole computation area. The time step is four times of the CFL limit, which is 13.0 picoseconds. Again DFT/Padé method is used to obtain frequency response as well as Q-factor. Table 5 shows the simulation results of TM$_{010}$ mode. As can be seen, the revised ADI-FDTD method is also effective for computing the low conductivity materials.

<table>
<thead>
<tr>
<th>Q-factor</th>
<th>In theory [11]</th>
<th>This work</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$ (MHz)</td>
<td>60.81</td>
<td>60.52</td>
<td>+0.47%</td>
</tr>
<tr>
<td>$f_0$ (MHz)</td>
<td>1093.6</td>
<td>1092.6</td>
<td>+0.09%</td>
</tr>
</tbody>
</table>

### 5.7 Conclusions

In this chapter, closed microwave structures are analyzed with the proposed unconditionally stable ADI-FDTD method. Other auxiliary numerical techniques, such as non-uniform gridding technique, gradually reduced cell size and DFT/Padé technique, are also discussed to facilitate the actual simulation for a certain structure. A revised ADI-FDTD method is developed for effectively modeling highly conductive materials. Combined with the DFT/Padé technique, the ADI-FDTD method is shown to be efficient and effective in computing the losses for both high conductivity materials and low conductivity materials.

It can be foreseen that the revised unconditionally stable ADI-FDTD method can be extended to predicting the conduction loss of more complex structures, such as highly conductive thin film structures and attenuation constant of transmission lines.
CHAPTER 6 ADI-FDTD MODELING OF OPEN STRUCTURES

6.1 Introduction

A wide range of microwave structures are open or infinite at least in one of the three dimensions, such as antennas, guided-wave structures etc. To model these structures, an appropriate boundary condition should be applied to truncate the computation domain without incurring much error [36].

In this chapter, the widely used absorbing boundary conditions are incorporated into the unconditionally stable ADI-FDTD method. The resultant schemes are used to analyze open structures. A circular waveguide is analyzed as the example of modeling open structure. The conductive materials with arbitrary conductivities are also studied.

6.2 The Cylindrical ADI-FDTD Method with the Mur Boundary Condition

By following the method described in Chapter 2, Mur absorbing boundary condition can be incorporated into conventional FDTD algorithm for solving open structures. For instance, the radial electric field located on the Mur boundary can be computed with:

\[
E_r^{e \text{m}1}(i+\frac{1}{2}, j, 0) = E_r^{e}(i+\frac{1}{2}, j, 1) + \frac{c\Delta t - \Delta z 2(1)}{c\Delta t + \Delta z 2(1)} \left[ E_r^{e \text{m}1}(i+\frac{1}{2}, j, 1) - E_r^{e}(i+\frac{1}{2}, j, 0) \right] \tag{6.1}
\]

By applying the ADI technique to the Mur boundary described in Chapter 2, the following equations in the cylindrical coordinates can be obtained for the ADI form of the Mur boundary condition:

at the first sub time step:
\begin{align}
E_{r,+}^{n+1/2}(i + \frac{1}{2}, j, 0) &= E_{r}^{n+1/2}(i + \frac{1}{2}, j, 1) + \frac{c\Delta t - \Delta z 2(1)}{c\Delta t + \Delta z 2(0)} \left[ E_{r}^{n+1/2}(i + \frac{1}{2}, j, 1) - E_{r}^{n+1/2}(i + \frac{1}{2}, j, 0) \right] \tag{6.2a} \\
E_{\phi,+}^{n+1/2}(i, j + \frac{1}{2}, 0) &= E_{\phi}^{n+1/2}(i, j + \frac{1}{2}, 1) + \frac{c\Delta t - \Delta z 2(1)}{c\Delta t + \Delta z 2(0)} \left[ E_{\phi}^{n+1/2}(i, j + \frac{1}{2}, 1) - E_{\phi}^{n+1/2}(i, j + \frac{1}{2}, 0) \right] \tag{6.2b}
\end{align}

at the second sub time step:

\begin{align}
E_{r,+}^{n+1}(i + \frac{1}{2}, j, 0) &= E_{r}^{n+1/2}(i + \frac{1}{2}, j, 1) + \frac{c\Delta t - \Delta z 2(1)}{c\Delta t + \Delta z 2(0)} \left[ E_{r}^{n+1/2}(i + \frac{1}{2}, j, 1) - E_{r}^{n+1/2}(i + \frac{1}{2}, j, 0) \right] \tag{6.3a} \\
E_{\phi,+}^{n+1}(i, j + \frac{1}{2}, 0) &= E_{\phi}^{n+1/2}(i, j + \frac{1}{2}, 1) + \frac{c\Delta t - \Delta z 2(1)}{c\Delta t + \Delta z 2(0)} \left[ E_{\phi}^{n+1/2}(i, j + \frac{1}{2}, 1) - E_{\phi}^{n+1/2}(i, j + \frac{1}{2}, 0) \right] \tag{6.3b}
\end{align}

Note that here it is assumed that the waves propagate in the +z direction.

By incorporating the above equations into ADI-FDTD algorithm, the ADI-FDTD combined with Mur boundary condition is then obtained.

6.3 The Cylindrical ADI-FDTD Method with Uniaxial PML Boundary Condition

The UPML boundary condition is another absorbing boundary condition and has been proven effective for solving open structures with the conventional FDTD method in [143]. In this section, the UPML is adapted in the ADI-FDTD method with the consideration of nonuniform permittivity and conductivity.

In a source free UPML region with background medium parameters $\varepsilon, \mu$, and $\sigma$, the normal UPML equations that are related to Ampere's law can be expressed as:
\[
\varepsilon \frac{\partial P_r'}{\partial t} + \sigma P_r' = \frac{\partial H_z}{r \partial \phi} - \frac{\partial H_\phi}{\partial z} \\
\frac{\partial P_\phi'}{\partial t} + \sigma P_\phi' = \frac{\partial H_z}{\partial z} - \frac{\partial H_r}{\partial \phi} \\
\frac{\partial P_z'}{\partial t} + \sigma P_z' = \frac{\partial r H_\phi}{r \partial r} - \frac{\partial H_r}{r \partial \phi}
\]

\[
\frac{\partial P_r'}{\partial t} = k_r \frac{\partial P_r}{\partial t} + \frac{\int \sigma_r'(r')dr'}{\varepsilon_0(r-r_0)} P_r \\
\frac{\partial P_\phi'}{\partial t} = k_\phi \frac{\partial P_\phi}{\partial t} + \frac{\sigma_\phi}{\varepsilon_0} P_\phi \\
\frac{\partial P_z'}{\partial t} = k_z \frac{\partial P_z}{\partial t} + \frac{k_z}{\varepsilon_0 \sigma_r} P_z
\]

\[
k_r \frac{\partial P_r}{\partial t} + \frac{\sigma_r}{\varepsilon_0} P_r = k_z \frac{\partial E_z}{\partial t} + \frac{\sigma_z}{\varepsilon_0} E_z \\
k_r \frac{\partial P_\phi}{\partial t} + \frac{\int \sigma_r'(r')dr'}{\varepsilon_0(r-r_0)} P_\phi = k_\phi \frac{\partial E_\phi}{\partial t} + \frac{\sigma_\phi}{\varepsilon_0} E_\phi \\
k_z \frac{\partial P_z}{\partial t} + \frac{\sigma_z}{\varepsilon_0} P_z = k_r \frac{\partial E_z}{\partial t} + \frac{\int \sigma_r'(r')dr'}{\varepsilon_0(r-r_0)} E_z
\]

in which \( P_r', P_\phi', P_z', P_r, P_\phi, P_z \) are auxiliary filed components, \( \sigma_d(d = r, z) \) is the directional conductivity in PML region, \( k_d(d = r, z) \) can be treated as directional permittivity in PML region. \( \sigma_d(d = r, z) \) and \( k_d(d = r, z) \) should all be spatially scaled using polynomial scaling to eliminate possible numerical reflection error. For instance:

\[
k_z = 1 + (k_{z,\text{max}} - 1) \left( \frac{z}{d} \right)^m
\]

\[
\sigma_z = \sigma_{z,\text{max}} \left( \frac{z}{d} \right)^m
\]
in which \( \sigma_{z_{\text{max}}} \) and \( k_{z_{\text{max}}} \) are defined in the form of equation (2.37).

The UPML equations that relate to Faraday's law can be obtained by duality. By central-differencing equation (6.3) ~ (6.5) and applying the ADI technique, 20 equations can be obtained for the two sub time steps. For instance, for the \( E_z \) components on the \( z \)-axis, one can have:

**at the first half time step:**

\[
E_z^{n+1/2}(i + \frac{1}{2}, j, k) = \frac{czl(i + \frac{1}{2}, j, k)E_z^n(i + \frac{1}{2}, j, k) - crl(i + \frac{1}{2}, j, k)P_r^n(i + \frac{1}{2}, j, k)}{cz2(i + \frac{1}{2}, j, k)} + \frac{cr2(i + \frac{1}{2}, j, k)}{cz2(i + \frac{1}{2}, j, k)crl2(i + \frac{1}{2}, j, k)} \left( H_z^{n+1/2}(i + \frac{1}{2}, j, k) - H_z^{n+1/2}(i + \frac{1}{2}, j, k - \frac{1}{2}, k) \right) \frac{\Delta t \cdot cr2(i + \frac{1}{2}, j, k)}{2z \cdot cz2(i + \frac{1}{2}, j, k)crl2(i + \frac{1}{2}, j, k)cm(i + \frac{1}{2}, j, k)} - \frac{\Delta \varphi(i + \frac{1}{2}, k) \cdot r(i + \frac{1}{2}, k)}{\Delta z(i + \frac{1}{2}, j, k)} \right] \]  \hspace{1cm} (6.8a)

\[
P_r^{n+1/2}(i + \frac{1}{2}, j, k) = \frac{crl(i + \frac{1}{2}, j, k)P_r^n(i + \frac{1}{2}, j, k)}{cr2(i + \frac{1}{2}, j, k)} + \frac{cz2(i + \frac{1}{2}, j, k)E_z^{n+1/2}(i + \frac{1}{2}, j, k) - crl(i + \frac{1}{2}, j, k)E_z^n(i + \frac{1}{2}, j, k)}{cr2(i + \frac{1}{2}, j, k)}
\]

\[
P_r^{n+1/2}(i + \frac{1}{2}, j, k) = P_r^n(i + \frac{1}{2}, j, k) + \left[ crl2(i + \frac{1}{2}, j, k)P_r^{n+1/2}(i + \frac{1}{2}, j, k) - crnl(i + \frac{1}{2}, j, k)P_r^n(i + \frac{1}{2}, j, k) \right]
\]

**at the second half time step:**
\[ E_{\text{ee}}(i + \frac{1}{2}, j, k) = \frac{crl(i + \frac{1}{2}, j, k)E_{\text{ee}}^\text{in}(i + \frac{1}{2}, j, k) - cr1(i + \frac{1}{2}, j, k)P_{\text{ee}}^\text{in}(i + \frac{1}{2}, j, k)}{cz2(i + \frac{1}{2}, j, k)} + \frac{cr2(i + \frac{1}{2}, j, k)P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k) - P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k)}{cz2(i + \frac{1}{2}, j, k)cr2(i + \frac{1}{2}, j, k)cm(i + \frac{1}{2}, j, k)} + \frac{cr2(i + \frac{1}{2}, j, k)P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k)}{cz2(i + \frac{1}{2}, j, k)cr2(i + \frac{1}{2}, j, k)cm(i + \frac{1}{2}, j, k)cm(i + \frac{1}{2}, j, k)} \]

\[ P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k) = \frac{crl(i + \frac{1}{2}, j, k)P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k) - cz2(i + \frac{1}{2}, j, k)E_{\text{ee}}^\text{in}(i + \frac{1}{2}, j, k) - cr1(i + \frac{1}{2}, j, k)E_{\text{ee}}^\text{in}(i + \frac{1}{2}, j, k)}{cr2(i + \frac{1}{2}, j, k)cr2(i + \frac{1}{2}, j, k)cm(i + \frac{1}{2}, j, k)} \]

\[ P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k) = P_{\text{ee}}^\text{en}(i + \frac{1}{2}, j, k) + \left[ cr2(i + \frac{1}{2}, j, k) + \frac{crl(i + \frac{1}{2}, j, k)E_{\text{ee}}^\text{in}(i + \frac{1}{2}, j, k) - cz2(i + \frac{1}{2}, j, k)E_{\text{ee}}^\text{in}(i + \frac{1}{2}, j, k)}{cr2(i + \frac{1}{2}, j, k)cr2(i + \frac{1}{2}, j, k)cm(i + \frac{1}{2}, j, k)} \right] \]

where:

\[ cr 1(i + \frac{1}{2}, j, k) = \kappa_r(i + \frac{1}{2}, j, k) - \frac{\Delta t \cdot \sigma_r(i + \frac{1}{2}, j, k)}{4\varepsilon} \]

\[ cr 2(i + \frac{1}{2}, j, k) = \kappa_r(i + \frac{1}{2}, j, k) + \frac{\Delta t \cdot \sigma_r(i + \frac{1}{2}, j, k)}{4\varepsilon} \]

\[ cr 1(i + \frac{1}{2}, j, k) = \kappa_r(i + \frac{1}{2}, j, k) - \frac{\Delta t \cdot \int \sigma_r(r) dr}{4\varepsilon} \]

\[ cr 2(i + \frac{1}{2}, j, k) = \kappa_r(i + \frac{1}{2}, j, k) + \frac{\Delta t \cdot \int \sigma_r(r) dr}{4\varepsilon} \]

\[ cz 1(i + \frac{1}{2}, j, k) = \kappa_r(i + \frac{1}{2}, j, k) - \frac{\Delta t \cdot \sigma_r(i + \frac{1}{2}, j, k)}{4\varepsilon} \]

\[ cz 2(i + \frac{1}{2}, j, k) = \kappa_r(i + \frac{1}{2}, j, k) + \frac{\Delta t \cdot \sigma_r(i + \frac{1}{2}, j, k)}{4\varepsilon} \]

\[ cm (i + \frac{1}{2}, j, k) = 1 + \frac{\Delta t \cdot \sigma(i + \frac{1}{2}, j, k)}{2\varepsilon} \]

(6.9)

Note that the lossy terms of the fields are not averaged in time but use the most recent value of electric field in computing conduction currents. It is due to the effect of the
threshold conductivity as explained in Chapter 5. Other field components and the corresponding auxiliary components can be obtained in the similar way.

6.4 Performance of the Absorbing Boundary Conditions

The numerical performance of a certain absorbing boundary condition can be measured by the reflection error caused by the unabsorbed waves. Quantitatively reflection error can be obtained by the following equation:

\[
RE(f) = 20 \log \frac{S_{re}(f)}{S_{in}(f)} = 20 \log \frac{S_{mix}(f) - S_{in}(f)}{S_{in}(f)} \text{ (dB)} \quad (6.10)
\]

where \(RE\) denotes the reflection error at a frequency \(f\), \(S_{re}\) denotes the reflected waves, \(S_{in}\) represents the incident waves, and \(S_{mix}\) is the total waves that is the summation of \(S_{re}\) and \(S_{in}\).

To obtain the reflection error for both Mur and UPML boundary conditions, numerical experiments are conducted to measure the amount of nonphysical reflection that a given ABC produces as the waves propagate through it. Figure 6.1 illustrates the circular waveguide which is computed with ADI-FDTD method when the Mur boundary condition and PML boundary applied to the two terminals of the waveguide respectively.

Figure 6.1 A circular waveguide terminated with ABCs
Note that there are two computation domains shown in Figure 6.1 - $\Omega_r$ and $\Omega_s$ respectively. Domain $\Omega_r$ is the solution domain of interest and is terminated with a certain absorbing boundary condition. Domain $\Omega_r$ is of certain thickness when it is UPML boundary, while is a plane when it is Mur boundary condition. Domain $\Omega_s$ at both terminals is terminated with PEC wall. The length of $\Omega_s$ is much longer than $\Omega_r$ so that the reflected waves from the two terminals of $\Omega_s$ can not reach domain $\Omega_r$. The source plane launches a Gaussian pulse to excite TM waves propagating in the waveguide. To obtain $S_{re}$ and $S_{im}$, two experiments are carried out on the two computation domains with Mur and UPML boundary conditions respectively.

A circular waveguide with a radius of 5.0 millimeters is chosen to be the subject under study (see Figure 6.2). The sidewall of the waveguide is assumed to be perfect conductor while the two ends of the waveguide are terminated with Mur boundary condition and UPML layers respectively. Based on the theory [130], the cutoff frequency for a certain mode is given by:

$$f_{c,m} = \frac{p_{nm}}{2 \pi a \sqrt{\mu \varepsilon}}$$ \hspace{1cm} (6.11)

where $p_{nm}$ is the $m$th root of the $n$th-order Bessel function $J_n(x)$ or its derivative. $a$ is the radius, and $\mu$ and $\varepsilon$ are the permeability and permittivity, respectively. Consider TM$_{01}$ mode for our investigation. The theoretical cutoff frequency is then 22.97 GHz.

Figure 6.2 The perfect cylindrical waveguide terminated with UPML at both ends
With the UPML boundary condition, the entire computation domain is now divided into three sections: the guided wave section and the two UPML absorbing sections at the two ends of the waveguide (see Figure 6.2). The directional conductivity of $\sigma_z$ in the UPML section is determined by [143]:

$$\sigma_z(z) = \sigma_{\text{max}} \left( \frac{z}{\delta} \right)^m$$

where $z$ is the distance from the air-UPML interface, $\delta$ is the thickness of the UPML layer, and $\sigma_{\text{max}}$ is the maximum conductivity of the UPML layer which can be obtained by equation (2.37).

In order to enhance the UPML ability of absorbing the evanescent waves below the cutoff frequency, parameter $\kappa_z$ is chosen from 1 to $\kappa_{\text{max}}$ from the interface [143]. $\kappa_z$ for each layer can be obtained with equation (6.7a).

To facilitate the comparisons with the theoretical solutions for $TM_{01}$, the ADI-FDTD grid is excited with the $TM_{01}$ field distributions. The modulated Gaussian pulse with the space distribution of the mode is [144]:

$$E_r = J_1(p_{nm} r) e^{-\left(\frac{t-t_0}{T}\right)^2} \cos(2\pi f_m t)$$

where $J_1$ is the first order Bessel function, $p_{nm}$ is the $m^{th}$ root of $J_1(x)$. $r$ is the distance from the axis of the waveguide, $t_0$ is the time offset of the Gaussian pulse, and $T$ is the width of the Gaussian pulse. $f_m$ is the center frequency of the modulated Gaussian pulse. Based on [144], $t_0$ and $T$ can be chosen with a desired frequency bandwidth. In other words, the source is made to contain substantial frequency components below cutoff frequency so that degrees of absorption of evanescent modes can be observed.
The overall area is divided into a grid of 10 (in $r$)×15(in $\phi$)×60(in $z$). The total length of the waveguide is 30 millimeters. The time step was chosen to be equal to the CFL limit. The source plane is placed at the middle of the waveguide.

For UPML layers, the parameters associated with the grid, the UPML layers and the source are as follows:

$$\Delta r = 0.5 \text{mm}, \Delta \phi = 0.42 \text{ rad}, \Delta z = 0.5 \text{mm}$$
$$\Delta t = 0.635 \text{ps}$$
$$\sigma_{\text{max}} = 21.22 \text{ S/m}, \kappa_{\text{max}} = 20$$
$$t_0 = 0.1 \text{ ns}, T = 25 \text{ ps}$$
$$f_m = 40 \text{ GHz}$$

(6.14)

Figure 6.3 shows the time domain signature and frequency response of $E_r$ with 2,000 iterations at the grid point of (1,0,25) with UPML (which is five cells away from the source plane and five cells away from the UPML). As can be seen, the waves in the waveguide die down after 1000 iterations, which indicates that the waves are absorbed well by the UPML layers.

![Time Domain Signature](image)

Figure 6.3 The $E_r$ of 2000 iterations
Further quantitative measurements of the reflections of the 10- and 20-cell UPML are shown in Figure 6.4, and the PML absorptions are found to be better than -50dB in most cases even below the cutoff frequency. Thus we conclude that the UPML with the addition of non-unity $k$ is very effective in absorbing cylindrical waves that include the evanescent modes.

![Reflection Error of UPML with Different Number of Layers](image)

*Figure 6.4 Numerical reflections from the UPML layers*

Figure 6.5 shows the reflection error of Mur boundary condition in frequency domain. As can be seen, the overall performance of Mur boundary condition is much worse than UPML boundary condition, especially in the frequency range below the cutoff frequency. The reason is that Mur boundary condition can only be effective to the waves with normal incident angle. Therefore, UPML is much superior and is selected as the absorbing boundary condition in the following experiments.
6.5 Numerical Simulations for Analyzing General Conductive Materials

One of the primary advantages of ADI-FDTD method is that it can solve problems where extremely fine meshes are involved, as has been shown in Chapter 5 that the ADI-FDTD method is suitable for obtaining the quality factors of the cavity resonators with highly conductive walls. In this section, we will show that the ADI-FDTD method combined with the cylindrical UPML boundary conditions is also effective for simulating open structures with conductive materials. The results obtained will then be compared with those obtained with the approximate Surface Impedance Boundary Condition (SIBC) approach [135], which so far is widely used for treating highly conductive materials with FDTD.

6.5.1 Experiments on Highly Conductive Materials

In this section, we will show that the ADI-FDTD method combined with the cylindrical UPML boundary conditions is effective for simulating the open structures containing conductive materials. Since few results are reported for exact computations of the cylindrical waveguide with a wall of finite conductivity, two additional sets of
simulations with other methods were also run and compared with the ADI-FDTD simulations. One is the conventional finite-difference time-domain method and the other one is approximate Surface Impedance Boundary Condition (SIBC) approach [138] (that is sp far widely used for treating highly conductive materials with FDTD).

Consider the circular waveguide as described in Figure 6.2 but with a wall of a finite conductivity this time (see Figure 6.6). The meshing method is similar to the one used in [146]. In the radial direction $r$, gradually decreased cell sizes were applied to the air-filled area, and a fine uniform grid was used inside the conducting wall. The largest size $\Delta r_{\text{max}}$ is 0.625 mm while the smallest size $\Delta r_{\text{min}}$ (which is the cell size inside the conducting wall) was chosen to be one third of skin depth. For copper, $\Delta r_{\text{min}} = 9.54 \text{nm}$ at 40GHz. Therefore, the cell size ratio of the largest cell size to the smallest cell size is as large as 65513 in the $r$ direction at 40GHz. In the azimuthal and $z$ directions, uniform discretization was applied with $\Delta \phi = 0.42 \text{rad}$ and $\Delta z = 0.5 \text{mm}$. Overall, a $39 \times 15 \times 120$ mesh is generated for the whole computation domain. The thickness of the conductive wall is taken to be about 6 times of the skin depth, long enough for the fields to decay to a negligible level. Other simulation parameters remain the same as those used in section 6.4.

![Figure 6.6 The non-perfect waveguide under study](image-url)
The first two parameters under study are attenuation constant $\alpha$ and phase shift constant $\beta$. The parameters were computed via:

$$\alpha = -\frac{1}{h} \ln \left| \frac{\mathcal{F}(E_r(z+h,t))}{\mathcal{F}(E_r(z,t))} \right|$$  

$$\beta = \frac{1}{h} \text{Im} \left[ \ln \left( \frac{\mathcal{F}(E_r(z,t))}{\mathcal{F}(E_r(z+h,t))} \right) \right]$$  

(6.15)  

(6.16)

where $\mathcal{F}$ represents the Fourier transform at a selected frequency. $z$ is taken to be at $10 \Delta z$ away from the source and the distance $h$ is $10 \Delta z$. $\text{Im}$ is the operator that takes the imaginary part of a complex variable.

Tables 1 and 2 show the computed attenuation and phase-shift constants with different conductivities using different methods. In them, quantity $p$ is introduced to represent the degree of conductivity of the walls.

$$p = \frac{\sigma}{\omega \epsilon}$$  

(6.17)

The higher the value of $p$, the higher the conductive degree of the wall. In our simulations, $p$ varies from $10$ to $10^5$ and $2.62 \times 10^7$. It corresponds to the conductivity of the wall varying from $22.22$ to $222222.22$ (s/m) and $5.8 \times 10^7$ s/m (for copper) at 40 GHz.

### Table 1 Computed Attenuation Constants with Different Conductivities

<table>
<thead>
<tr>
<th>$p$</th>
<th>SIBC</th>
<th>ADI-FDTD</th>
<th>FDTD</th>
<th>Difference between FDTD and (%):</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SIBC</td>
</tr>
<tr>
<td>10</td>
<td>29.47</td>
<td>70.56</td>
<td>70.33</td>
<td>-58.10</td>
</tr>
<tr>
<td>100</td>
<td>9.21</td>
<td>18.87</td>
<td>18.80</td>
<td>-51.01</td>
</tr>
<tr>
<td>1000</td>
<td>3.02</td>
<td>5.79</td>
<td>5.78</td>
<td>-47.75</td>
</tr>
<tr>
<td>10000</td>
<td>1.00</td>
<td>1.81</td>
<td>1.83</td>
<td>-45.36</td>
</tr>
<tr>
<td>2.62 × 10^7 (copper)</td>
<td>0.0136</td>
<td>0.1012</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Table 2 Computed Phase Shift Constants with Different Conductivities

<table>
<thead>
<tr>
<th>$p$</th>
<th>SIBC</th>
<th>ADI-FDTD</th>
<th>FDTD</th>
<th>Difference between FDTD and (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>685.91</td>
<td>698.13</td>
<td>698.13</td>
<td>-1.75</td>
</tr>
<tr>
<td>100</td>
<td>685.91</td>
<td>698.13</td>
<td>698.13</td>
<td>-1.75</td>
</tr>
<tr>
<td>10000</td>
<td>685.91</td>
<td>698.13</td>
<td>698.13</td>
<td>-1.75</td>
</tr>
<tr>
<td>$2.62 \times 10^7$ (copper)</td>
<td>685.91</td>
<td>687.33</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* $p = \frac{\sigma}{\omega \varepsilon}$ is the measurement of the degree of conductivity.

From Tables 1 and 2, the following observations can be made:

1) The results obtained with the FDTD and the ADI-FDTD are very close to each other, and the differences are less than 0.5%. Since the FDTD is a well proven method, we conclude that the ADI-FDTD is valid and effective in computing conductive media, regardless of the values of conductivities. In other words, the accuracy of the ADI-FDTD is at the same level as that of the FDTD. The ADI-FDTD can be a substitute for the conventional FDTD whenever applicable.

2) There exist quite large differences between the results obtained with the SIBC method and those obtained with the FDTD or ADI-FDTD methods. The smaller the $p$ value, the larger the differences. That means that when the wall becomes less conductive, the SIBC method becomes less accurate. The reason is that the SIBC method is assumed of plane wave propagation in a conductive medium. In a medium of low or medium-high conductivities ($p=10-10000$) or cylindrical structures, the assumption is no longer valid. Therefore the results obtained with the SIBC approach will be quite different and most likely inaccurate.

3) The phase shift constants do not change much with variations of the conductivities while the attenuation constants do. This reflects the fact that the variations of the wall conductivity have more impact on the attenuation constant of the fields than that on the phase shift constant, as the energy is absorbed by the lossy wall.

Note that in the above computations, the FDTD method is used for the purpose of validating the ADI-FDTD method. The computation time required for the FDTD
simulations is much higher than that for the ADI-FDTD because of the CFL stability condition. In fact, for the case of the copper wall, the FDTD computation time became so high that we were not able to complete the FDTD simulation in days (this is why in Tables 1 and 2, no results are shown with FDTD for the copper case). Table 3 gives the comparison of the time used by FDTD and ADI-FDTD methods.

<table>
<thead>
<tr>
<th>( p )</th>
<th>( \Delta t (ps) )</th>
<th>FDTD</th>
<th>ADI-FDTD</th>
<th>Ratio</th>
<th>Simulation time ( T (s) )</th>
<th>FDTD</th>
<th>ADI-FDTD</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.103</td>
<td>0.635</td>
<td>6.17</td>
<td></td>
<td>916.91</td>
<td>1329.98</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>( 3.25 \times 10^{-2} )</td>
<td>0.635</td>
<td>19.54</td>
<td></td>
<td>4791.95</td>
<td>1467.19</td>
<td>3.27</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>( 1.03 \times 10^{-2} )</td>
<td>0.635</td>
<td>61.65</td>
<td></td>
<td>8724.17</td>
<td>1549.83</td>
<td>5.63</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>( 3.25 \times 10^{-3} )</td>
<td>0.635</td>
<td>195.38</td>
<td></td>
<td>31905.17</td>
<td>1637.13</td>
<td>19.49</td>
<td></td>
</tr>
</tbody>
</table>

As can been seen from Table 3, for the FDTD method, the total simulation time \( T \) tends to increase with higher conductivity because of the smaller time step. For the ADI-FDTD, the total simulation time just slightly increases with higher conductivity. Consequently, the higher the conductivity, the larger the savings with the ADI-FDTD method in simulation run time. When \( p \) is larger than 10000, the saving is more than 19 times.

Table 4 shows the memory used by the FDTD method and ADI-FDTD methods. The ADI-FDTD method requires about double the amount of memory required by the FDTD method due to the fact that more field components at each time step are computed with the ADI-FDTD. The detailed explanations were offered in [136].

<table>
<thead>
<tr>
<th>( p )</th>
<th>FDTD (Mbytes)</th>
<th>ADI-FDTD (Mbytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>12.6</td>
<td>27.1</td>
</tr>
<tr>
<td>100</td>
<td>13.1</td>
<td>29.5</td>
</tr>
<tr>
<td>1000</td>
<td>14.1</td>
<td>30.8</td>
</tr>
<tr>
<td>10000</td>
<td>15.6</td>
<td>32.1</td>
</tr>
</tbody>
</table>

To shed more light on the accuracy of the ADI-FDTD method (which can now be considered to produce the solutions almost the same as those from the FDTD), Figure 6.7 shows the wave impedance in the air-filled region with different conductivities in comparisons with the theoretical solutions.
The wave impedance in the propagation direction in the air-filled region is defined as:

\[ \begin{align*}
Z_{air \ z-direced} &= \left| \frac{\Im \left( E_x (z, t) \right)}{\Im \left( H_y (z, t) \right)} \right| \\
&= \left| \frac{\Re \left( E_x (z, t) \right)}{\Re \left( H_y (z, t) \right)} \right|
\end{align*} \] (6.18)

The theoretical impedance value is the wave impedance with a perfect conducting wall. As can be seen, the higher the \( p \) value, the closer the impedance computed with the ADI-FDTD is to the theoretical value with PEC. Consequently, the results obtained with the ADI-FDTD method are reasonably accurate. Ripples are observed at the higher end of the frequency range. We can not identify the exact cause. Our conjecture is that they are due to the dispersion error of the ADI-FDTD in a conducting medium at high frequencies. Further investigation along this line is currently under way.

### 6.5.2 Experiments on the Waveguide with Copper Wall

So far, we have shown that the ADI-FDTD can achieve the same accuracy as the FDTD with much less computation time in modeling conductive media. We then applied the ADI-FDD method to the copper wall which is more of a realistic problem.
The computed attenuation and phase shift constants were already shown in Table 1 and 2. The phase shift constant is very close to analytical solution with the perfect wall. The attenuation constants are, however, different from those obtained with the SIBC approach. Because the ADI-FDTD has been proven previously to be in a consistent agreement with the FDTD method, more confidence should be given to the ADI-FDTD results than to the SIBC results.

In the following paragraphs, other results, namely the field distributions and wave impedances, are shown. These results are presented simply because they can demonstrate that ADI-FDTD has not only the normal capability of the conventional FDTD and SIBC methods but also capabilities that the two methods do not have.

a) *Field distributions and wave impedance in the air-filled region*

Figure 6.8 shows the field attenuation along the z direction computed with the ADI-FDTD while Figure 6.9 is the phase of $E_z$ at 40 GHz with the ADI-FDTD. From the two figures, one can see that the ADI-FDTD does pick up the field attenuation even it is small (as expected due to high conductivity of copper).
Figure 6.10 shows that the magnitude of the z-directed wave impedance simulated with the ADI-FDTD method as well as the analytical results with the assumption of the perfect electric conducting (PEC) wall. The impedance is computed with equation (6.18)
As can be seen, impedance calculated with the ADI-FDTD is very close to the theoretical result with PEC wall. The ripples at the very low frequencies may be attributed to the computer round-off errors since the field intensities below the cutoff frequency attenuate so much at the output points that the round-off errors simply override the real field values of small values below cutoff.

\[ b) \ \text{Field distributions and wave impedance in the conducting wall} \]

Unlike the SIBC method that can not provide information on field distributions in the conductive region, the ADI-FDTD method is capable of simulating fields inside the conductive region. By recording time-domain field values at each grid point along a direction inside the wall, field distributions as well as the impedance in that direction can be obtained. Figure 6.11 (a) (b) and (c) show the field distribution inside the conductive region along the three respective directions.

![Field Distribution in the Metal Along Radial Direction](image)

**Figure 6.11(a)** Field distribution in the conductive region in the radial direction at 40GHz
From Figure 6.11(a), one can see that the field is attenuated in the radial direction. The theoretical distribution comes from the well-known case of the plane wave propagation in a conducting medium documented in most textbooks (where the field is attenuated with $e^{-\frac{r}{\delta}}$ with $\delta$ being the skin depth). The simulated and theoretical field distributions are
close to each other. It means that for highly conductive media, the field is attenuated as it is for a plane wave situation. However, this does not mean that the fields inside the conducting wall can be treated like a plane wave since the fields are distributed differently in the other directions. In the azimuthal and longitudinal directions (see Figure 11(b) and 11(c)), the fields are not attenuated with the factor of $e^{-r/\delta}$. Rather, they vary with the cylindrical mode field distributions like those in the air region. In our case, fields do not vary in the azimuthal direction but propagate in the longitudinal direction.

In correspondence to the field variations in the three directions inside the copper region, wave impedances on the surface of the copper wall along the three directions were also be computed via the following equations:

\[
Z_r = \frac{3 \left( E_z (z, t) \right)}{3 \left( H_{\phi} (z, t) \right)}
\]

\[
Z_{\phi} = \frac{3 \left( E_z (z, t) \right)}{3 \left( H_r (z, t) \right)}
\]

\[
Z_z = \frac{3 \left( E_r (z, t) \right)}{3 \left( H_{\phi} (z, t) \right)}
\]

(6.19)

Figure 6.12 shows the computed results. A particular attention should be paid to the impedance in the radial direction shown in Figure 6.12(a). It represents the surface impedance of the copper wall. As a reference, the surface impedance used with the SIBC approach is also shown in Figure 6.12(a). As seen, both impedances are close to each other, especially in a lower frequency range were $p$ is larger. This validates the SIBC approach for modeling of highly conductive materials that are represented by large $p$. The impedances shown in Figure 6.12(b) and (c), however, are not associated with the surface impedance but the mode impedances. The $z$-directed wave impedance has a dip that corresponds to the cutoff frequency of TM_{01} mode. To the authors' best knowledge, values of these impedances in conducting media have not been reported so far in literature. This paper, for the first time, presents the results. This is significant in modeling of the highly conductive media with methods of the FDTD type.
Figure 12(a) Wave impedance in the radial direction in the conductive area

Figure 12(b) Wave impedance in the azimuthal direction in the conductive area
6.6 Conclusions

In this chapter, an extensive investigation on the application of ADI-FDTD to modeling open structures is presented. The unsplit uniaxial PML is also implemented into the cylindrical ADI-FDTD method for simulating structures that contain conductive medium with arbitrary conductivities. The performance comparison between Mur and UPML boundary conditions shows that UPML boundary condition is much more effective due to its omni direction wave-absorbing ability. The simulation results show that while the SIBC approach is valid for highly conductive media, the ADI-FDTD is an effective universal tool regardless of the degrees of medium conductivity. In comparison with the FDTD method, the ADI-FDTD can save significant amount of CPU time since it does not have the CFL condition.
CHAPTER 7  SUMMARY AND FUTURE DIRECTIONS

7.1  Summary

Time-domain numerical techniques attract more and more research interest nowadays in computational electromagnetics for solving various electromagnetic problems. With the fast development of computer technologies, heavy CPU time requirements and large memory consumption are diminishing obstacles that limit the applications of time-domain techniques. Meanwhile more and more novel computation techniques are invented and introduced for efficient and accurate computation. Based on the knowledge of the numerical techniques, this thesis researches the existing numerical techniques, their advantages and disadvantages, their capabilities of solving various electromagnetic problems, and develops new time-domain schemes for improved computational efficiency and effectiveness.

Background knowledge of computational electromagnetics is reviewed in Chapter 1. The primary numerical techniques, including both frequency-domain and time-domain methods, are briefly discussed in this chapter. The newly developed time-domain techniques, such as PSTD and MRTD methods are also introduced in this chapter. As the basis of ADI-FDTD method, the basics of the conventional FDTD method are illustrated in Chapter 2. In Chapter 3, an unconditionally stable ADI-FDTD method in the cylindrical coordinate system is developed for effective and efficient modeling of microwave structures. Numerical simulation results are presented. Comparisons with the conventional FDTD method show that ADI-FDTD can use a large time step beyond CFL limits with acceptable modeling accuracy. In Chapter 4, the unconditional stability of the cylindrical ADI-FDTD is analytically proved with the use of Schur-Cohn-Fujiwa criterion, and further validated with numerical experiments. With the complete removal of CFL limit, the ADI-FDTD algorithm is then applied for solving closed type structures in Chapter 5. Various experiments are carried out for further testing the sustainability of the ADI-FDTD method. The structures with highly conductive enclosure, which have not been satisfactorily solved before with the conventional FDTD method, were simulated.
The simulation results show that ADI-FDTD method can effectively model the highly conductive materials. Applications of the ADI-FDTD method to open structures are presented in Chapter 6. Two popularly used boundary conditions—Mur and UPML ABCs—are successfully adapted and incorporated into the proposed ADI-FDTD method. The UPML-ADI-FDTD algorithm was formulated for modeling the open structures with arbitrary permittivity and conductivity. With the analysis of a circular waveguide with arbitrary conductive walls, it has been shown that the ADI-FDTD method presents much better numerical analysis than the approximated SIBC method. In other words, the ADI-FDTD presents a time-domain technique for modeling highly conductive materials, which has not been solved before with other time-domain methods.

In conclusion, while techniques such as MRTD and PSTD opened a way for reducing computation memory, the proposed ADI-FDTD presented a way to reduce the number of iterations which leads to less CPU time and provides the solution of a few problems previously untackled with other means. The work of this thesis has been published [131,145-147] and has led a new direction in the continuing effort of the electromagnetic modeling community towards improving computational efficiency of the FDTD algorithms.

7.2 Future Directions

The cylindrical ADI-FDTD method has been developed and investigated analytically and numerically, for numerical stability and computation efficiency. The typical closed and open structures with nonuniform medium parameters are also simulated. Nevertheless, there is still a wide range of topics yet to be researched.

1) Dispersion Analysis of the Cylindrical ADI-FDTD Method

As stated in 2.4.4, dispersion analysis is one of the most important aspects of any FDTD algorithm since dispersion contributes a major modeling error. As such, it is also desired to have the dispersion analysis for the ADI-FDTD algorithm. F. Zheng and Z. Chen have developed the dispersion analysis in the cartesian coordinate system [83]. In the cylindrical coordinate system, the dispersion error seems to be more difficult to evaluate.
due to the varied cell sizes. As a result, the dispersion error produced from the inner cells would be different with that from the outer cells. The detailed analytical solution to the dispersion needs investigation.

2) **Modeling of Thin-Film Structures**

With the fast development of MMIC design, more and more thin-film structures appear and take the place of conventional microwave components and circuits. However, it is quite difficult to model thin-film structures at microwave frequencies, especially when they are placed in a relatively large structure. The reason is that fine mesh is required in the thin-film region for accurate modeling. The conventional FDTD has a hard time to deal with the fine mesh since fine mesh leads to small time step due to CFL condition. However, CFL condition is completely removed in the ADI-FDTD method. Therefore it is suitable for solving thin-film structures at microwave frequencies. The preliminary study on a cylindrical microstrip line [145] shows that the ADI-FDTD method is an effective and efficient tool to modeling this kind of structures. Nevertheless, extensive computations are needed to make solid conclusions.

3) **Combination with Other Numerical Method**

One possibility of having a more advanced ADI-FDTD model with smaller errors is to incorporate the MRTD principle into the proposed ADI-FDTD scheme. By doing so, it is expected that the time step can be further increased to a large value while the solution errors remain small because of the high accuracy of the MRTD model. In addition, since the MRTD allows the number of the grid points much smaller than that with the conventional FDTD, the combined saving in time could be very significant. Thus, incorporation of both techniques could well result in an efficient FDTD algorithm that can handle electrically large electromagnetic structures effectively.

4) **Applications to Optical Structures**

The cartesian ADI-FDTD method has been applied to a variety of microwave structures, especially planar type structures since it conforms the Yee's grid to the boundaries. However, optical structures usually appear in cylindrical shapes, such as optical fibers.
As a result, cylindrical ADI-FDTD method should be extended to analyzing the optical devices.
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Appendix A  Equations of the Cylindrical ADI-FDTD Algorithm

For the advancement from the $n$th time step to the $(n+1/2)$th time step:

\[
E_r^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k) = E_r^n(i + \frac{1}{2}, j, k) + \left[ \frac{H_z^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_z^{n+\frac{1}{2}}(i + \frac{1}{2}, j - \frac{1}{2}, k)}{\Delta t} \right] \frac{\Delta \phi(i + \frac{1}{2})}{2\varepsilon} \frac{\Delta z1(k)}{2} - \left[ \frac{H_x^n(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_x^n(i + \frac{1}{2}, j, k - \frac{1}{2})}{\Delta z1(k)} \right]
\]

\[
E_\phi^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k) = E_\phi^n(i, j + \frac{1}{2}, k) + \left[ \frac{H_r^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_r^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k - \frac{1}{2})}{\Delta t} \right] \frac{\Delta z1(k)}{2\varepsilon} - \left[ \frac{H_z^n(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_z^n(i - \frac{1}{2}, j + \frac{1}{2}, k)}{\Delta r1(i)} \right]
\]

\[
E_z^{n+\frac{1}{2}}(i, j, k + \frac{1}{2}) = E_z^n(i, j, k + \frac{1}{2}) + \left[ \frac{r(i + \frac{1}{2}) \cdot H_\phi^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) - r(i - \frac{1}{2}) \cdot H_\phi^{n+\frac{1}{2}}(i - \frac{1}{2}, j + \frac{1}{2}, k)}{\Delta r1(i)} \right] \frac{\Delta r1(i)}{2 \cdot \varepsilon \cdot r(i)} - \left[ \frac{H_r^n(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_r^n(i, j - \frac{1}{2}, k + \frac{1}{2})}{\Delta \phi} \right]
\]
\[ H_{r}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) = H_{r}^{n}(i, j + \frac{1}{2}, k + \frac{1}{2}) + \]
\[ \frac{\Delta t}{2 \mu} \left[ \frac{E_{r}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k + 1) - E_{r}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k)}{\Delta z 2(k + 1)} \right] \]

(A-1d)

\[ H_{\phi}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) = H_{\phi}^{n}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \]
\[ \frac{\Delta t}{2 \mu} \left[ \frac{E_{\phi}^{n+\frac{1}{2}}(i + 1, j, k + \frac{1}{2}) - E_{\phi}^{n+\frac{1}{2}}(i, j, k + \frac{1}{2})}{\Delta r 2(i + 1)} \right] \]

(A-1e)

\[ H_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) = H_{z}^{n}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \]
\[ \frac{\Delta t}{2 \mu \cdot r(i + \frac{1}{2})} \left[ \frac{E_{r}^{n+\frac{1}{2}}(i + \frac{1}{2}, j + 1, k) - E_{r}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k)}{\Delta \phi} \right] \]

(A-1f)

For the advancement from the \((n+1/2)\)th to the \((n+1)\)th time step

\[ E_{r}^{n+1}(i + \frac{1}{2}, j, k) = E_{r}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k) + \]
\[ \frac{\Delta t}{2 \epsilon} \left[ \frac{H_{r}^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{r}^{n+\frac{1}{2}}(i + \frac{1}{2}, j - \frac{1}{2}, k)}{\Delta \phi(i + \frac{1}{2})} \right] \]

(A-2a)

\[ H_{\phi}^{n+1}(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_{\phi}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k - \frac{1}{2}) \]
\[ \frac{\Delta z 1(k)}{} \]
\[ E_{x}^{n+1}(i, j + \frac{1}{2}, k) = E_{x}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k) + \]
\[
\frac{\Delta t}{2\varepsilon} \left[ \frac{H_{x}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_{x}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k - \frac{1}{2})}{\Delta r 1(k)} - \frac{H_{x}^{n+1}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{x}^{n+1}(i - \frac{1}{2}, j + \frac{1}{2}, k)}{\Delta r 1(i)} \right] \]  
(A-2b)

\[ E_{r}^{n+1}(i, j, k + \frac{1}{2}) = E_{r}^{n+\frac{1}{2}}(i, j, k + \frac{1}{2}) + \]
\[
\frac{\Delta t}{2\varepsilon\cdot \Delta r(i)} \left[ \frac{H_{r}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_{r}^{n-\frac{1}{2}}(i - \frac{1}{2}, j, k + \frac{1}{2})}{\Delta r 1(i)} - \frac{H_{r}^{n+1}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_{r}^{n+1}(i, j - \frac{1}{2}, k + \frac{1}{2})}{\Delta r 1(i)} \right] \]  
(A-2c)

\[ H_{r}^{n+1}(i, j + \frac{1}{2}, k + \frac{1}{2}) = H_{r}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) + \]
\[
\frac{\Delta t}{2\mu} \left[ \frac{E_{r}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k + 1) - E_{r}^{n+\frac{1}{2}}(i, j + \frac{1}{2}, k)}{\Delta \phi 2(k + 1)} - \frac{E_{r}^{n+1}(i, j + 1, k + \frac{1}{2}) - E_{r}^{n+1}(i, j, k + \frac{1}{2})}{\Delta \phi r(i)} \right] \]  
(A-2d)

\[ H_{\phi}^{n+1}(i + \frac{1}{2}, j, k + \frac{1}{2}) = H_{\phi}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) + \]
\[
\frac{\Delta t}{2\mu} \left[ \frac{E_{\phi}^{n+\frac{1}{2}}(i + 1, j, k + \frac{1}{2}) - E_{\phi}^{n+\frac{1}{2}}(i, j, k + \frac{1}{2})}{\Delta \phi 2(i + 1)} - \frac{E_{\phi}^{n+1}(i + \frac{1}{2}, j, k + 1) - E_{\phi}^{n+1}(i + \frac{1}{2}, j, k)}{\Delta \phi 2(k + 1)} \right] \]  
(A-2c)
\[ H_{z}^{*}(i + \frac{1}{2}, j + \frac{1}{2}, k) = H_{z}^{*}(i + \frac{1}{2}, j + \frac{1}{2}, k) \]

\[ \frac{\Delta t}{2\mu \cdot r(i + \frac{1}{2})} \left[ \frac{E_{r}^{*}(i + \frac{1}{2}, j + 1, k) - E_{r}^{*}(i + \frac{1}{2}, j, k)}{-r(i + 1) \cdot E_{r}^{*}(i + 1, j + \frac{1}{2}, k) - r(i) \cdot E_{r}^{*}(i, j + \frac{1}{2}, k)} \right] \Delta \phi \]

(A-2f)

As stated in 2.3.1, the field components located on the z-axis need a special treatment. To obtain the corresponding unconditionally stable scheme, the ADI is applied. As a result, the following two equations are obtained for the two sub-time steps computations:

\[ E_{z}^{*}(0, j, k + \frac{1}{2}) = E_{z}^{*}(0, j, k + \frac{1}{2}) + \frac{4\Delta t}{\varepsilon \cdot \Delta r 2(1)} H_{r}^{*}(j, k + \frac{1}{2}) \]  

(A-3a)

for the first sub time-step and

\[ E_{z}^{*}(0, j, k + \frac{1}{2}) = E_{z}^{*}(0, j, k + \frac{1}{2}) + \frac{4\Delta t}{\varepsilon \cdot \Delta r 2(1)} H_{r}^{*}(j, k + \frac{1}{2}) \]  

(A-3b)

for the second sub time-step.

The notations \( E_{\alpha}^{*}(i, j, k) \) and \( H_{\alpha}^{*}(i, j, k) \) with \( \alpha = r, \phi, z \) are the field components with their grid positions being the same as those with the conventional FDTD of the Yee’s scheme.
Appendix B  Rearranged Equations of ADI-FDTD
Equations for Computer Programming

for the first sub-step:

\[- \left( \frac{f}{\Delta \phi^2 r^2 (i + \frac{1}{2})} \right) E_r^{n+1/2} (i + \frac{1}{2}, j + 1, k) + (1 + \frac{2f}{\Delta \phi^2 r^2 (i + \frac{1}{2})}) E_r^{n+1/2} (i + \frac{1}{2}, j, k) \]

\[- \left( \frac{f}{\Delta \phi^2 r^2 (i + \frac{1}{2})} \right) E_r^{n+1/2} (i + \frac{1}{2}, j - 1, k) \]

\[= E_r^*(i + \frac{1}{2}, j, k) + \frac{\Delta t}{2\varepsilon\Delta \phi (i + \frac{1}{2})} \left[ H_r^*(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_r^*(i + \frac{1}{2}, j - \frac{1}{2}, k) \right] \]

\[- \frac{\Delta t}{2\varepsilon\Delta z_l (k)} \left[ H_r^*(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_r^*(i + \frac{1}{2}, j, k - \frac{1}{2}) \right] \]

\[- \frac{f}{\Delta \phi^2 r^2 (i + \frac{1}{2})} \Delta r 2(i + 1) \left[ r(i + 1)(E_r^*(i + 1, j + \frac{1}{2}, k) - E_r^*(i + 1, j - \frac{1}{2}, k)) \right] \]

\[- \left( \frac{f}{\Delta z_l (k) \Delta z_2 (k + 1)} \right) E_r^{n+1/2} (i, j + \frac{1}{2}, k + 1) + \left[ 1 + \frac{f}{\Delta z_l (k)} \left( \frac{1}{\Delta z_2 (k + 1)} + \frac{1}{\Delta z_2 (k)} \right) \right] E_r^{n+1/2} (i, j + \frac{1}{2}, k) \]

\[- \left( \frac{f}{\Delta z_l (k) \Delta z_2 (k)} \right) E_r^{n+1/2} (i, j + \frac{1}{2}, k - 1) \]

\[= E_r^*(i, j + \frac{1}{2}, k) + \frac{\Delta t}{2\varepsilon\Delta z_l (k)} \left[ H_r^*(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_r^*(i, j + \frac{1}{2}, k - \frac{1}{2}) \right] \]

\[- \frac{\Delta t}{2\varepsilon\Delta z_l (i)} \left[ H_r^*(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_r^*(i - \frac{1}{2}, j + \frac{1}{2}, k) \right] \]

\[- \frac{f}{\Delta \phi \cdot r(i) \Delta z_l (k)} \left[ E_r^*(i, j + 1, k + \frac{1}{2}) - E_r^*(i, j, k + \frac{1}{2}) \right] \]

\[- \frac{f}{\Delta \phi \cdot r(i) \Delta z_l (k)} \left[ -E_r^*(i, j + 1, k - \frac{1}{2}) + E_r^*(i, j, k - \frac{1}{2}) \right] \]

(B-1a)
\[
-(f \cdot r(i+\frac{1}{2}) - r(\Delta r(i+1))) E_r^{\sigma_1}(i+1,j,k+\frac{1}{2}) + \\
(1 + \frac{f}{\Delta r(i)} \left( \frac{r(i+\frac{1}{2})}{\Delta r(i+1)} + \frac{r(i-\frac{1}{2})}{\Delta r(i)} \right)) E_r^{\sigma_2}(i,j,k+\frac{1}{2})
\]

\[
-(\frac{f \cdot r(i-\frac{1}{2})}{\Delta r(i) \Delta r(i+1)}) E_r^{\sigma_2}(i-1,j,k+\frac{1}{2})
\]

\[
= E_r^*(i,j,k+\frac{1}{2}) + \\
\left( \frac{\Delta t}{2 \Delta r(i) \Delta \phi} \right) \left[ E_r^*(i+1,j,k+\frac{1}{2}) - E_r^*(i-1,j,k+\frac{1}{2}) \right] + \\
\left( \frac{\Delta t}{2 \Delta \phi \mu} \right) \left[ \frac{E_r^*(i+\frac{1}{2},j,k+1) - E_r^*(i+\frac{1}{2},j,k)}{\Delta z 2(k+1)} \right] - \\
\left( \frac{\Delta t}{2 \Delta r(i)} \right) \left[ \frac{E_r^*(i+\frac{1}{2},j,k+1) - E_r^*(i+\frac{1}{2},j,k)}{\Delta z 2(k+1)} \right]
\]

\[
(B-1c)
\]

\[
- \frac{4f}{\Delta r^2(i)} E_r^{\sigma_2}(1,j,k+\frac{1}{2}) + (1 + \frac{4f}{\Delta r^2(i)}) E_r^{\sigma_2}(0,j,k+\frac{1}{2})
\]

\[
= \frac{c_1}{c_2} E_r^*(0,j,k+\frac{1}{2}) + \frac{\Delta t}{\varepsilon \cdot \Delta r^2(i)} H_r^*(i,j,k+\frac{1}{2})
\]

\[
- \frac{4f}{\Delta r^2(i) \cdot \Delta z 2(k+1)} [E_r(0,j,k+1) - E_r(0,j,k)]
\]

\[
(B-1d)
\]

\[
H_r^{\sigma_2}(i+\frac{1}{2},j,k+\frac{1}{2}) = H_r^*(i+\frac{1}{2},j,k+\frac{1}{2}) + \\
\left( \frac{\Delta t}{2 \mu} \right) \left[ \frac{E_r^{\sigma_2}(i+\frac{1}{2},j,k+1) - E_r^{\sigma_2}(i+\frac{1}{2},j,k)}{\Delta z 2(k+1)} \right]
\]

\[
(B-1e)
\]

\[
H_r^{\sigma_2}(i+\frac{1}{2},j,k+\frac{1}{2}) = H_r^*(i+\frac{1}{2},j,k+\frac{1}{2}) + \\
\left( \frac{\Delta t}{2 \mu} \right) \left[ \frac{E_r^*(i+\frac{1}{2},j,k+1) - E_r^*(i+\frac{1}{2},j,k)}{\Delta z 2(k+1)} \right]
\]

\[
(B-1f)
\]
\[ H_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) = H_{z}^{n}(i + \frac{1}{2}, j + \frac{1}{2}, k) + \frac{\Delta t}{2 \mu \cdot r(i + \frac{1}{2})} \begin{bmatrix} E_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j + 1, k) - E_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k) \\ \frac{\Delta \phi}{r(i + 1) \cdot E_{z}^{n}(i + 1, j + \frac{1}{2}, k) - r(i) \cdot E_{z}^{n}(i, j + \frac{1}{2}, k)} \end{bmatrix} \]  

(B-1g)

For the second sub-step:

\[- \frac{f}{\Delta z 1(k) \Delta z 2(k + 1)} E_{z}^{n+1}(i + \frac{1}{2}, j, k + 1) + \left[ 1 + \frac{f}{\Delta z 1(k)} \left( \frac{1}{\Delta z 2(k + 1)} + \frac{1}{\Delta z 2(k)} \right) \right] E_{z}^{n+1}(i + \frac{1}{2}, j, k) \]

\[- \frac{f}{\Delta z 1(k) \Delta z 2(k)} E_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k - 1) \]

\[ E_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k) + \frac{\Delta t}{2 \epsilon \Delta \phi(i + \frac{1}{2})} \left[ H_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j - \frac{1}{2}, k) \right] \]

\[- \frac{\Delta t}{2 \epsilon \Delta \phi(i + \frac{1}{2})} \left[ H_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) - H_{z}^{n+\frac{1}{2}}(i + \frac{1}{2}, j, k - \frac{1}{2}) \right] \]

\[- \frac{f}{\Delta z 1(k) \Delta r 2(i + 1)} \begin{bmatrix} E_{z}^{n+\frac{1}{2}}(i + 1, j, k + \frac{1}{2}) - E_{z}^{n+\frac{1}{2}}(i, j, k + \frac{1}{2}) \\ -E_{z}^{n+\frac{1}{2}}(i + 1, j, k - \frac{1}{2}) - E_{z}^{n+\frac{1}{2}}(i, j, k - \frac{1}{2}) \end{bmatrix} \]  

(B-2a)
\[-\left(\frac{f \cdot r(i+1)}{\Delta r(i) \Delta \phi z(k+1) r(i+\frac{1}{2})}\right)E_{\phi i}^{\ast}(i+1, j+\frac{1}{2}, k) + \left[1 + \frac{f \cdot r(i)}{\Delta r(i)} \left(\frac{1}{r(i+\frac{1}{2}) \Delta r(i+1)} + \frac{1}{r(i-\frac{1}{2}) \Delta r(i)}\right)\right]E_{\phi i}^{\ast}(i, j+\frac{1}{2}, k)\]

\[-\left(\frac{f \cdot r(i-1)}{\Delta r(i) \Delta \phi z(k-1) r(i-\frac{1}{2})}\right)E_{\phi i}^{\ast}(i-1, j+\frac{1}{2}, k)\]

\[= E_{\phi i}^{\ast}(i, j+\frac{1}{2}, k) - \frac{\Delta t}{2\varepsilon r(i) \Delta \phi z(k+1)} \left[H_{\phi i}^{\ast}(i+1, j+\frac{1}{2}, k) - H_{\phi i}^{\ast}(i-1, j+\frac{1}{2}, k)\right] \]

\[\frac{\Delta t}{2\varepsilon r(i) \Delta \phi z(k+1)} \left[E_{\phi i}^{\ast}(i+1, j+1, k) - E_{\phi i}^{\ast}(i+\frac{1}{2}, j, k)\right] \]

\[\frac{\Delta t}{2\varepsilon r(i) \Delta \phi z(k+1)} \left[E_{\phi i}^{\ast}(i-1, j+1, k) - E_{\phi i}^{\ast}(i-\frac{1}{2}, j, k)\right] \]

\[\frac{f}{\Delta r(i) \Delta \phi z(k+1)} \left[E_{\phi i}^{\ast}(i, j+\frac{1}{2}, k) - E_{\phi i}^{\ast}(i, j, k)\right] \]

\[\frac{f}{\Delta r(i) \Delta \phi z(k+1)} \left[E_{\phi i}^{\ast}(i, j-\frac{1}{2}, k) - E_{\phi i}^{\ast}(i, j-1, k)\right] \]

\[-\left(\frac{f}{\Delta \phi z r^2(i)}\right)E_{\phi i}^{\ast}(i, j+1, k+\frac{1}{2}) + \left(1 + \frac{2f}{\Delta \phi z r^2(i)}\right)E_{\phi i}^{\ast}(i, j, k+\frac{1}{2})\]

\[-\left(\frac{f}{\Delta \phi z r^2(i)}\right)E_{\phi i}^{\ast}(i, j-1, k+\frac{1}{2})\]

\[= E_{\phi i}^{\ast}(i, j, k+\frac{1}{2})\]

\[+ \frac{\Delta t}{2\varepsilon r(i) \Delta \phi z(k+1)} \left[r(i+\frac{1}{2}) H_{\phi i}^{\ast}(i+1, j+\frac{1}{2}, k+\frac{1}{2}) - r(i-\frac{1}{2}) H_{\phi i}^{\ast}(i-1, j-\frac{1}{2}, k+\frac{1}{2})\right] \]

\[-\frac{\Delta t}{2\varepsilon r(i) \Delta \phi z(k+1)} \left[H_{\phi i}^{\ast}(i, j+\frac{1}{2}, k+\frac{1}{2}) - H_{\phi i}^{\ast}(i, j-\frac{1}{2}, k+\frac{1}{2})\right] \]

\[-\frac{f}{r(i) \Delta \phi z 2(k+1) r(i)} \left[E_{\phi i}^{\ast}(i, j+\frac{1}{2}, k+1) - E_{\phi i}^{\ast}(i, j+1, k)\right] \]

\[-\frac{f}{r(i) \Delta \phi z 2(k+1) r(i)} \left[E_{\phi i}^{\ast}(i, j-\frac{1}{2}, k+1) + E_{\phi i}^{\ast}(i, j-1, k)\right] \]

\[E_{\phi i}^{\ast}(0, j, k+\frac{1}{2}) = E_{\phi i}^{\ast}(0, j, k+\frac{1}{2}) + \frac{4\Delta t}{\varepsilon \cdot \Delta \phi z(k+\frac{1}{2})} H_{\phi i}^{\ast}(\frac{1}{2}, j, k+\frac{1}{2})\]
\[ H_{r}^{n+1}(i,j,k) = H_{r}^{n+\frac{1}{2}}(i,j,k) + \frac{\Delta t}{\Delta z} \left[ \frac{E_{r}^{n+\frac{1}{2}}(i,j+\frac{1}{2},k) - E_{r}^{n+\frac{1}{2}}(i,j,k)}{2\mu \cdot r(i)} \right] \]

\[ H_{\phi}^{n+1}(i,j,k) = H_{\phi}^{n+\frac{1}{2}}(i,j,k) + \frac{\Delta t}{\Delta r} \left[ \frac{E_{\phi}^{n+\frac{1}{2}}(i,j,k+\frac{1}{2}) - E_{\phi}^{n+\frac{1}{2}}(i,j,k)}{2\mu} \right] \]

\[ H_{z}^{n+1}(i,j,k) = H_{z}^{n+\frac{1}{2}}(i,j,k) + \frac{\Delta t}{2\mu \cdot r(i)} \left[ \frac{E_{z}^{n+\frac{1}{2}}(i,j+1,k) - E_{z}^{n+\frac{1}{2}}(i,j,k)}{\Delta r} \right] \]

Another easy way to obtain all the above equations is to permute the indices of the equation (B-1a). The resulting equations form a linear system of equations that can be solved with available numerical packages. In the following paragraphs, we will describe the approach to the solutions in a matrix form.
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for the first half time step:

\[
E_{x}^{\frac{1}{2}}(i + \frac{1}{2}, j, k) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}} E_{x}^{0}(i + \frac{1}{2}, j, k) + \\
\frac{\Delta t}{2 \varepsilon \left(1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}\right)} \left[ H_{x}^{\frac{1}{2}}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{x}^{\frac{1}{2}}(i + \frac{1}{2}, j - \frac{1}{2}, k) \right] - \frac{\Delta \phi \cdot r(i + \frac{1}{2})}{\Delta z 1(k)}
\]

\[
E_{r}^{\frac{1}{2}}(i, j + \frac{1}{2}, k) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}} E_{r}^{0}(i, j + \frac{1}{2}, k) + \\
\frac{\Delta t}{2 \varepsilon \left(1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}\right)} \left[ H_{r}^{\frac{1}{2}}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_{r}^{\frac{1}{2}}(i, j + \frac{1}{2}, k - \frac{1}{2}) \right] - \frac{\Delta \phi \cdot r(i + \frac{1}{2})}{\Delta r 1(i)}
\]

\[
E_{z}^{\frac{1}{2}}(i, j, k + \frac{1}{2}) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}} E_{z}^{0}(i, j, k + \frac{1}{2}) + \\
\frac{\Delta t}{2 \varepsilon \cdot r(i) \left(1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}\right)} \left[ r(i + \frac{1}{2}) \cdot H_{x}^{\frac{1}{2}}(i + \frac{1}{2}, j, k + \frac{1}{2}) - r(i - \frac{1}{2}) \cdot H_{x}^{\frac{1}{2}}(i - \frac{1}{2}, j, k + \frac{1}{2}) \right]
\]

\[
E_{z}^{\frac{1}{2}}(0, j, k + \frac{1}{2}) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}} E_{z}^{0}(0, j, k + \frac{1}{2}) + \frac{2 \Delta t}{\varepsilon \cdot \Delta r 2(0) \left(1 + \frac{\Delta t \cdot \sigma}{2 \varepsilon}\right)} H_{x}^{\frac{1}{2}}(\frac{1}{2}, j, k + \frac{1}{2})
\]

for the second half time step:
\[
E_{\tau}^{*+1}(i + \frac{1}{2}, j, k) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}} E_{\tau}^{*+1}(i + \frac{1}{2}, j, k) + \frac{\Delta t}{2\varepsilon \left(1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}\right)} \left[ \frac{H_{\tau}^{*+1}(i + \frac{1}{2}, j + \frac{1}{2}, k) - H_{\tau}^{*+1}(i + \frac{1}{2}, j - \frac{1}{2}, k)}{\Delta z\lambda(k) - \Delta z\lambda(i)} \right] \quad \text{(D-2a)}
\]

\[
E_{\phi}^{*+1}(i, j + \frac{1}{2}, k) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}} E_{\phi}^{*+1}(i, j + \frac{1}{2}, k) + \frac{\Delta t}{2\varepsilon \left(1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}\right)} \left[ \frac{H_{\phi}^{*+1}(i, j + \frac{1}{2}, k + \frac{1}{2}) - H_{\phi}^{*+1}(i, j + \frac{1}{2}, k - \frac{1}{2})}{\Delta r\lambda(k) - \Delta r\lambda(i)} \right] \quad \text{(D-2b)}
\]

\[
E_{z}^{*+1}(i, j, k + \frac{1}{2}) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}} E_{z}^{*+1}(i, j, k + \frac{1}{2}) + \frac{\Delta t}{2\varepsilon \cdot r(i) \left(1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}\right)} \left[ \frac{(i + \frac{1}{2}) \cdot \Delta r \cdot H_{z}^{*+1}(i + \frac{1}{2}, j, k + \frac{1}{2}) - (i - \frac{1}{2}) \cdot \Delta r \cdot H_{z}^{*+1}(i - \frac{1}{2}, k + \frac{1}{2})}{\Delta \phi} \right] \quad \text{(D-2c)}
\]

\[
E_{\tau}^{*+1}(0, j, k + \frac{1}{2}) = \frac{1}{1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}} E_{\tau}^{*+1}(0, j, k + \frac{1}{2}) + \frac{2\Delta t}{\varepsilon \cdot \Delta r(0) \left(1 + \frac{\Delta t \cdot \sigma}{2\varepsilon}\right)} H_{\tau}^{*+1}(\frac{1}{2}, j, k + \frac{1}{2}) \quad \text{(D-2d)}
\]