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Abstract

For degenerate elliptic partial differential equations, it is often desirable to show that a

weak solution is smooth. The first and most difficult step in this process is establishing

local Hölder continuity. Sufficient conditions for establishing continuity have already

been documented in [FP], [SW1], and [MRW], and their necessity in [R]. However, the

complexity of the equations discussed in those works makes it difficult to understand

the core structure of the arguments employed. Here, we present a harmonic-analytic

method for establishing Hölder continuity of weak solutions in context of a simple

linear equation

div(Q∇u) = f

in a homogeneous space structure in order to showcase the form of the argument. Ad-

ditionally, we correct an oversight in the adaptation of the John-Nirenberg inequality

presented in [SW1], restricting it to a much smaller class of balls.
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Chapter 1

Introduction

1.1 Notation

In this thesis we attempt to follow the notational conventions of the modern literature.

As an aid to the reader, we provide here a list of symbols which will not be defined

in the body of the paper.

• N: the set of natural numbers.

• N := N ∪ {∞}

• Z: the ring of integers.

• R: the field of real numbers.

• Rn :=
∏n

i=1 R: Euclidean n-space.

For the remainder of the section, let Ω, E ⊂ Rn, let x = (x1, . . . , xn), y =

(y1, . . . , yn) ∈ Rn, let µ be a measure on Rn, let f : Ω → R be a function and

let f = (f1, . . . , fn) be an Rn-valued vector field.

• log: the natural logarithm.

• |x − y| :=
√

(x1 − y1)2 + · · ·+ (xn − yn)2 denotes the Euclidean distance be-

tween x and y in Rn.

• D(x, r) := {y ∈ Rn : |x − y| < r}, the Euclidean ball centred at x of radius

r in Rn. Note that when working on subsets of Rn, the definition is adapted

accordingly.

• dist(x,E) := infy∈E |x− y| is the Euclidean distance from x to the set E.

• ∂Ω: the Euclidean boundary of Ω.

1
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• Ω: the Euclidean closure of Ω.

• E b Ω means E ⊂ Ω

• Given i ∈ {1, . . . , n}, Dif :=
∂f

∂xi
. Note that Di may be taken in the sense of

distributions where appropriate.

• Given i ∈ {1, . . . , n}, k ∈ N, Dk
i f :=

∂kf

∂xki
.

• ∇f := (D1f, . . . , Dnf) is the gradient of the function f . Note that ∇ may be

taken in the sense of distributions where appropriate. We will most often refer

to ∇f as the derivative of f .

• Given k ∈ N, ∇k(f) := (Dk
1f, . . . , D

k
nf). We will most often refer to ∇kf as the

kth derivative of f .

• div(f) := ∇ · f =
∑n

i=1Difi is the divergence of the vector field f.

• suppf := {x ∈ Ω : f 6= 0} is the support of f .

• C(Ω): the set of all continuous functions on Ω.

• Given k ∈ N, Ck(Ω) is the set of all functions on Ω with continuous kth deriva-

tives.

• C∞(Ω): the set of all functions on Ω with continuous kth derivatives for every

k ∈ N.

• C0(Ω): the set of all continuous functions on Ω with compact support.

• Lip(Ω): the set of all functions on Ω that are Lipschitz with respect to the

Euclidean metric.

• Lip0(Ω): the set of all Lipschitz functions with compact support in Ω.

• Liploc(Ω): the set of all functions on Ω that are Lipschitz when restricted to

any compact subset of Ω.
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• Given p ∈ (0,∞), Lp(Ω) is the space of functions g : Ω → R on Ω such that

the norm ||g||Lp(Ω),dµ =
(´

Ω
|g|pdµ

) 1
p is finite, modulo the equivalence relation

g ∼ h if and only if ||g − h||Lp(Ω) = 0. Note that when µ is Lebesgue measure,

we often omit the dµ on the norm and simply write ||g||Lp(Ω).

• L∞(Ω): the space of essentially bounded functions on Ω with respect to µ, with

norm ||f ||L∞(Ω),dµ = ess supx∈Ω |f(x)|.

• Given p ∈ (0,∞], Lploc(Ω) is the space of all functions g : Ω → R such that

||g||Lp(Θ) <∞ for all compact sets Θ ⊂ Ω.

• Given p ∈ (0,∞], (Lp(Ω))n :=
∏n

i=1 L
p(Ω) is the n-dimensional Lp space

with norm ||f||(Lp(Ω))n,dµ =
(∑n

i=1

´
Ω
|fi|pdµ

) 1
p if p < ∞ and ||f||(L∞(Ω))n,dµ =

max ||fi||L∞(Ω),dµ if p =∞.

• |Ω|: the Lebesgue measure of the set Ω.

• |Ω|µ: the µ-measure of the set Ω.

• Depending on the situation, we may write the average value of a function over

Ω, given by 1
|Ω|µ

´
Ω
fdµ in one of two ways: fΩ or

ffl
Ω
fdµ.

• ||f ||Lp(Ω),dµ :=
(

1
|Ω|µ

´
Ω
|f |p
) 1
p is the normalized Lp norm of f .

Remark 1.1.1. The bulk of this paper consists of proofs of complicated estimates,

where the constants are changing frequently and are only important insofar as their

dependencies on other quantities. We denote the dependance of a constant C on a

quantity α by writing C(α). Moreover, the sheer number of such constants can be

quite cumbersome if one attempts to keep track of all of them. As such, the constant

C will be abused and allowed to change from line to line, and we will only keep track

of particular constants if they must be used later. If the dependencies of C change

from one line to the next, we will write that dependency explicitly.
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1.2 Motivation and an Historical Overview

The theorey of linear elliptic second order partial differential equations began with

the study of the classical equation of Poisson:

∆u =
n∑
i=1

D2
i u = f in Ω (1.1)

where Ω ⊂ Rn is a bounded domain. It is well known that if f is α-Hölder continuous

for some α ∈ (0, 1], then (1.1) has a unique solution in Ω

u(x) =

ˆ
Ω

Γ(x− y)f(y)dy (1.2)

where Γ is the fundamental solution of Laplace’s equation

∆u = 0 in Ω (1.3)

given by

Γ(x) =


1

n(2− n)wn
|x|2−n if n > 2

1

2π
log |x| if n = 2

(1.4)

and where wn is the volume of the unit ball in Rn. To summarize, we have the

following:

Theorem 1.2.1. Let f be a bounded and locally α-Hölder continuous function on

Ω for some α ∈ (0, 1]. Then if u(x) is as in (1.2), we have that u ∈ C2(Ω), u is

α-Hölder continuous on Ω and u is the unique solution to (1.1) in Ω.

For a proof and more details, see chapter 4 of [GT].

Physical applications led to the study of generalized versions of Poisson’s equation,

which we now say are elliptic equations. Employing Einstein notation, these are

equations of the form

Lu = Dj(a
ij(x)Diu) + bi(x)Diu+ c(x)u = f in Ω (1.5)

where

• aij, bi and c are α-Hölder continuous on Ω for some α ∈ (0, 1]

• aij = aji
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• there exist λ > 0 such that for almost every x ∈ Ω and all ξ ∈ Rn, aij(x)ξiξj ≥
λ|ξ|2.

Note that (1.1) is indeed a special case of (1.5) with bi = c = 0 and aij = δij.

The generalization of Theorem 1.2.1 to the broad class of equations represented

by (1.5) was published in 1937 by Leray and Schauder in their famous paper [LS].

We state the main result here without proof.

Theorem 1.2.2. Let L be elliptic on Ω and let c(x) ≤ 0. Let f and the coefficients

of L be α-Hölder continuous on Ω for some α ∈ (0, 1]. Then if ϕ ∈ C2(Ω) and ∇2ϕ

is α-Hölder continuous on Ω, then the Dirichlet problem

Lu = f in Ω

u = ϕ on ∂Ω

has a unique solution u ∈ C2(Ω) and ∇2u is α-Hölder continuous on Ω.

With this result, the study of linear elliptic equations was thought to have been

concluded. However, through the study of non-linear problems it became apparent

that this was not the case. As it turns out, it is often necessary to understand linear

equations whose coefficients are only assumed to be measurable functions in Ω. This

is due to methods used to solve quasi-linear equations where we are required to solve

linear elliptic equations whose coefficients depend on the weak solution and hence

cannot be assumed to be smooth. Since the proofs of Theorems 1.2.1 and 1.2.2 rely

heavily on the Hölder continuity of the coefficients, new methods were needed.

In 1957, De Giorgi published [D], where he proved a Harnack inequality and

a Hölder estimate for weak solutions to homogeneous linear elliptic equations with

rough coefficients in divergence form

div(A∇u) = 0 in Ω

where A = A(x) = [aij(x)]1≤i,j≤n is a positive-definite bounded symmetric matrix.

This result was reproved by Moser in 1960 in [M]. The new method employed in [M],

which has since been coined Moser iteration, lent itself to generalization more easily

than did the original method used by De Giorgi.
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In this thesis, we present the Moser method, adapted for establishing Hölder con-

tinuity of weak solutions to degenerate linear elliptic equations with rough coefficients

in divergence form

div(A∇u) = f

in the context of a homogeneous space. Such equations have been studied at length

in [FP], [CW], [MRW], [R], [R2], [SW1], [SW2] and [SW3]. The degeneracy of such

equations is represented by the weakening of the restriction on the matrix A from

positive-definite to non-negative definite, allowing that the quadratic form A(x, ξ) =

ξ>Aξ may vanish for non-zero ξ. As we will see, this gives rise to some interesting

challenges when defining weak solutions to such equations.

Our work here is expository. We present special cases of arguments from [SW1],

[SW2] and [MRW], where the Moser method has been adapted to progressively larger

classes of equations. The goal is to present the form of the argument in a readable,

easy-to-follow manner, so that the reader may apply his or her understanding to

more general equations currently being studied by, for example, Monticelli, Rodney

and Wheeden. This is applicable, since the arguments used for more general equations

still have the same essential structure. Additionally, in Theorem 4.1.3 we greatly ex-

pand Sawyer and Wheeden’s proof of the John-Nirenberg inequality for homogeneous

spaces from [SW1] and remedy an oversight that caused the theorem to be stated

incorrectly in that work. This is important, as proving more general versions of the

John-Nirenberg inequality (particularly versions where the homogeneous space struc-

ture has a weakened doubling condition) has been a significant obstacle in current

work. We hope that access to a less condensed version of the proof will make it easier

to adapt the argument to classes of equations currently being studied.



Chapter 2

Preliminaries

The goal of this chapter is twofold. First, we define rigorously the homogeneous space

structure which we will impose on a set Ω in which we will be working and present

the necessary spacial assumptions as outlined in [MRW]. Second, we give a detailed

account of the background necessary to understand the argument proving Hölder

continuity of weak solutions to degenerate linear elliptic partial differential equations

given later in the paper. While we intend that this work be as self-contained as

possible, we still assume a basic understanding of analysis, topology and PDE on the

part of the reader.

2.1 Quasi-metric Spaces

We begin by imposing a weakened notion of distance on our space.

Definition 2.1.1. Given a set X, a quasi-metric is a function d : X ×X → R with

a constant κ ≥ 1 such that

d(x, y) ≥ 0 (2.1)

d(x, y) = 0⇐⇒ x = y (2.2)

d(x, z) ≤ κ(d(x, z) + d(z, y)) (2.3)

for all x, y, z ∈ X. The ordered pair (X, d) is called a quasi-metric space.

As with metric spaces, we define the family of quasi-metric balls B = {B(x, r)}x∈X
r>0

where

B(x, r) = {y ∈ X : d(x, y) < r}.

Example 2.1.2. The function d : R2 × R2 → R defined by

d((x1, y1), (x2, y2)) =

|x2 − x1|+ |y2 − y1| if y2 ≥ y1

1
3
(|x1|+ |y2 − y1|+ |x2|) if y2 < y1

7
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is a quasi-metric on R2 with constant κ = 3. We may think of this metric as being

similar to the Manhattan (taxi-cab) metric, with the added conditions that one may

only travel south when on the y-axis, and that the speed-limit of the entire trip is

tripled if one is forced to move south at all. The non-symmetry is clear from the

definition, and the axioms of a quasi-metric are easily seen to be satisfied. We also

include several illustrations of balls to various centres and radii to showcase the non-

symmetry and the necessary constant on the triangle inequality.

Figure 2.1: B((0, 0), 1) relative to d

Figure 2.2: B((4, 4), 1) relative to d
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Figure 2.3: B((4, 4), 5) relative to d

The previous example clearly shows that not all quasi-metrics are symmetric.

However, we can always symmetrize a quasi-metric as follows:

Proposition 2.1.3. Given a quasi-metric space (X, d), the function

dsym(x, y) =
1

2
(d(x, y) + d(y, x))

is again a quasi-metric, and is also symmetric. That is, dsym(x, y) = dsym(y, x).

Proof. Clearly dsym satisfies the first two axioms in the above definition. It is also

clearly symmetric, so only the triangle inequality remains. Given x, y, z ∈ X

dsym(x, y) =
1

2
(d(x, y) + d(y, x))

≤ 1

2
(κ(d(x, z) + d(z, y)) + κ(d(y, z) + d(z, x)))

= κ

(
1

2
(d(x, z) + d(z, x)) +

1

2
(d(z, y) + d(y, z))

)
= κ(dsym(x, z) + dsym(z, y))

which completes the proof.

The weakened axioms of a quasi-metric still entail the swallowing property of balls

familiar to us:
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Proposition 2.1.4. Let (X, d) be a quasi-metric space. Then there exists a constant

γ = γ(κ) > 1 such that for all x, y ∈ X and s ≥ r > 0, if B(x, r) ∩B(y, s) 6= ∅ then

B(x, r) ⊂ B(y, γs). (2.4)

Proof. Let x, y ∈ X and s ≥ r > 0 such that B(x, r)∩B(y, s) 6= ∅. Let γ = κ(2κ+ 1)

where κ is as in (2.3). Let w ∈ B(x, r) and let z ∈ B(x, r) ∩B(y, s). Then

d(y, w) ≤ κ(d(y, z) + d(z, w))

≤ κ(s+ κ(d(z, x) + d(x,w)))

≤ κ(s+ 2κr)

≤ κ(s+ 2κs)

= κ(2κ+ 1)s

= γs,

which shows that w ∈ B(y, γs), and thus that B(x, r) ⊂ B(y, γs).

Because of the weakening of the conditions of a quasi-metric space as opposed

to a metric space, quasi-metric balls are not quite as well behaved as we might like.

In particular, they are not necessarily open in X. In figure 2.3, for example, we see

that the lower edge of the ball (the edge parallel to the x-axis) is included in the

ball, while the upper sides are not, making the ball neither open nor closed in the

Euclidean sense. This can cause problems, since we expect our spaces to be domains.

An added assumption can remedy this, however.

Definition 2.1.5. Let X be a quasi-metric space endowed with some topology T .
A function f : X → R is called upper semicontinuous with respect to T if the set

{x ∈ X : f(x) < r} is open with respect to T for every r ∈ R.

Lemma 2.1.6. Let (X, d) be a quasi-metric space endowed with a topology T . If d is

upper semicontinuous in the second variable (that is, if for each x ∈ X the function

dx : X → R defined by dx(y) = d(x, y) is upper semicontinuous with respect to T ),
then B(x, r) is open for all x ∈ X and r > 0.

Remark 2.1.7. The only issue with assuming upper semicontinuity in the second

variable is that it is not preserved when constructing a symmetric quasi-metric as in
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Proposition 2.1.3. For this reason, we shall simply assume that our quasi-metrics are

both upper semicontinuous and symmetric for most of the important results. Note

that the assumption that the quasi-metric is upper semicontinuous in both variables

is also sufficient, since this would allow dsym to preserve the upper semicontinuity in

the second variable, but this point is a small one.

2.2 Generalized Dyadic Cubes

We are now ready to construct a generalized grid of dyadic cubes in the context

of a quasi-metric space, an extremely useful partitioning which will later be key to

proving the John-Nirenberg inequality. There are currently two ways to go about

this. We present the construction from [SW2], which defines the cubes based on a

pre-chosen smallest level m. Each level of cubes created in this case partitions the

space entirely. The drawback is that when decreasing the minimum level, we must

construct an entirely new collection of cubes unrelated to those generated for higher

minimum levels. In [C], M. Christ presents an alternative where there is a single grid

constructed for all levels, but he allows that a set of measure 0 not be included in any

cubes.

In order to construct the grid of dyadic cubes, we require a further topological

property of our space:

Definition 2.2.1. A quasi-metric space (X, d) endowed with a topology T is called

separable if it has a countable dense subset. That is, if there exists a set {xn}n∈N ⊂ X

such that for every set U ∈ T

U ∩ {xn}n∈N 6= ∅.

Lemma 2.2.2. Let (X, d) be a separable quasi-metric space with some topology T .
Suppose d is upper semicontinuous in the second variable with respect to T . Then

there exists λ = λ(κ) > 0 such that for all m ∈ Z, there are points xj;k ∈ X and Borel

sets (relative to the topology T ) Qj;k for 1 ≤ j < nk ∈ N with k ≥ m such that

(i) B(xj;k, λ
k) ⊂ Qj;k ⊂ B(xj;k, λ

k+1) for all 1 ≤ j < nk with k ≥ m

(ii) Qi;k ∩Qj;k = ∅ for k ≥ m and i 6= j
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(iii) X = ∪jQj;k for k ≥ m

(iv) Either Qj;k ⊂ Qi;` or Qj;k ∩Qi,` = ∅ for 1 ≤ j < nk, 1 ≤ i < n`, m ≤ k < `

Given m ∈ Z the collection of all sets Qj;k with k ≥ m is called a grid of dyadic cubes

for the space (X, d), and is denoted Dm. A set Qj;k ∈ Dm is the jth dyadic cube of order k.

Proof. Set λ = 8κ5 where κ is as in (2.3). For any k ∈ Z we may define a maximal

collection of balls {B(xj;k, 3κ
2λk)}j∈I such that the balls are pairwise disjoint. The

separability of the space implies that either I ∼= N or that I ∼= {1, . . . , p} for some

p ∈ N, since each ball must contain at least one element of the countable dense subset.

Moreover, ⋃
j∈I

B(xj;k, 6κ
3λk) = X. (2.5)

since for any x ∈ X, B(x, 3κ2λk) must intersect one of the balls B(xj;k, 3κ
2λk) in the

maximal collection (or be part of the collection itself). If y is a common point, then

d(x, xj;k) ≤ κ(d(x, y) + d(y, xj;k)) ≤ 6κ3λk.

Fix m ∈ Z. We construct the cubes of order m as follows:

Q1;m = B(x1;m, 6κ
3λm) \

⋃
i6=1

B(xi;m, λ
m)

Q2;m = B(x2;m, 6κ
3λm) \

⋃
i6=2

B(xi;m, λ
m) \Q1;m

...

Qj;m = B(xj;m, 6κ
3λm) \

⋃
i6=j

B(xi;m, λ
m) \

⋃
i<j

Qi;m

...

Let us show that the first three properties hold for k = m. To show (i), for the upper

inclusion we have that

Qj;m ⊂ B(xj;m, 6κ
3λm) ⊂ B(xj;m, λ

m+1)

since λ > 6κ3. For the lower inclusion, note that since the {B(xj;m, 3κ
3λm)}j∈I are

pairwise disjoint, so must be the balls {B(xj;m, λ
m}, (being subsets of their larger
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counterparts). This allows us to write

B(xj;m, λ
m) ⊂ B(xj;m, 6κ

3λm) \
⋃
i6=j

B(xi;m, λ
m).

Moreover, B(xj;m, λ
m)∩Qi;m = ∅ for i 6= j by definition of Qi;m (since B(xj;m, λ

m) is

one of the balls subtracted in the definition of Qi;m for i 6= j). Hence

B(xj;m, λ
m) ⊂ B(xj;m, 6κ

3λm) \
⋃
i6=j

B(xi;m, λ
m) \

⋃
i<j

Qi;m = Qj;m (2.6)

as desired.

That property (ii) holds is clear from the definition of the cubes (the subtrac-

tions force non-intersection), so we now turn to property (iii). Let x ∈ X. If

x ∈ B(xj;m, λ
m) for some j, then (iii) holds by (2.6). If x /∈ ∪j∈IB(xj;m, λ

m), then

by (2.5) there exists j such that x ∈ B(xj;m, 6κ
3λm). Let j0 be the smallest such j.

Then by definition, x ∈ Qj0,m. Hence (iii) holds, and since (iv) is vacuous with only

one order of cubes to consider, we are done.

We proceed by induction on k. Let ` > m and suppose that the sets Qj;k have

been defined for all 1 ≤ j < nk, m ≤ k < ` and that these sets satisfy all four

properties. Define

B∗(xj;`, r) = ∪i{Qi;`−1 : Qi;`−1 ∩B(xj;`, r) 6= ∅}. (2.7)

We construct the Qj;` similarly to the Qj;m:

Q1;` = B∗(x1;`, 6κ
3λ`) \

⋃
i6=1

B∗(xi;`, λ
`)

Q2;` = B∗(x2;`, 6κ
3λ`) \

⋃
i6=2

B∗(xi;`, λ
`) \Q1;`

...

Qj;` = B∗(xj;`, 6κ
3λ`) \

⋃
i6=j

B∗(xi;`, λ
`) \

⋃
i<j

Qi;`

...

Before we continue, let us first note that

B(xj;`, r) ⊂ B∗(xj;`, r) ⊂ B(xj;`, κ
2r + (κ2 + κ)λ`) (2.8)
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for r > 0. The first inclusion follows from (2.7) and property (iii), which is satisfied

by the Qj;`−1 by the induction hypothesis. For the second inclusion, if x ∈ B∗(xj;`, r)
then x ∈ Qi;`−1 intersecting B(xj;`, r) for some i. Let y ∈ Qi;`−1 ∩ B(xj;`, r). Then

since Qi;`−1 satisfies (i), we have that

d(x, xj;`) ≤ κ(d(x, xi;`−1) + d(xi;`−1, xj;k))

≤ κ(λ` + κ(d(xi;`−1, y) + d(y, xj;k)))

= κ(λ` + κ(λ` + r))

= κ2r + (κ2 + κ)λ`.

Now we show that property (i) holds for k = `. For the upper inclusion we show

that

Qj;` ⊂ B∗(xj;`, 6κ
3λ`) ⊂ B(xj;`, (6κ

5 + κ2 + κ)λ`) ⊂ B(xj;`, λ
`+1). (2.9)

The first inclusion is clear from the definition of Qj;`, the second follows from (2.8)

with r = 6κ3λ`, and the third comes since 6κ5 + κ2 + κ ≤ 8κ5 = λ (note that κ ≥ 1

by (2.3)). For the lower inclusion of (i), we have that

B∗(xi;`, λ
`) ⊂ B(xi;`, (2κ

2 + κ)λ`) ⊂ B(xi;`, 3κ
2λ`) (2.10)

for any i by (2.8) with r = λ`. By construction, B(xi;`, 3κ
2λ`) ∩ B(xj;`, 3κ

2λ`) = ∅
if i 6= j, so by (2.10) B∗(xi;`, λ`) ∩ B∗(xj;`, λ`) = ∅ for i 6= j. Hence by (2.7) and by

definition of Qj;`

B(xj;`, λ
`) ⊂ Qj;`. (2.11)

As before, (ii) is clear by construction, so we now turn to (iii).

X =
⋃
i

B∗(xj;`, 6κ
3λ`) (2.12)

by (2.5) and the first inclusion in (2.8) with r = 6κ3λ`. Moreover,

B∗(xj;`, λ
`) ⊂ B∗(xj;`, 6κ

3λ`) \
⋃
i6=j

B∗(xi;`, λ
`) (2.13)

by (2.10) and since the B(xj;`, λ
`) are disjoint. Hence⋃
j

B∗(xj;`, λ
`) ⊂

⋃
j

Qj;` (2.14)
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by (2.13) and definition of the Qj;k. Now, to show (iii), let x ∈ X. We may assume

by (2.12) that x ∈ B∗(xj0,`, 6κ3λ`) for some smallest j0. If x ∈ ∪jB∗(xj;`, λ`), then we

are done by (2.14) and if not, then x ∈ Qj0;` by definition. Thus (iii) holds for k = `.

Finally, for property (iv), it is sufficient by the induction hypothesis to show that

if Qi0;k ∩ Qj0;` 6= ∅ for m ≤ k < `, then Qi0;k ⊂ Qj0;`. By (2.7) and the induction

hypothesis, we know that each B∗(xj;`, 6κ3λ`) is a disjoint union of Qj;`−1’s. Hence

by definition, each cube Qj;` is also a disjoint union of Qj;`−1’s, and thus that any

Qj;`−1 intersecting Qj;k must be contained therein. So if Qi0;k ∩ Qj0;` 6= ∅, it follows

that Qi0;k ∩ Qi;`−1 6= ∅ for some i with Qi;`−1 ⊂ Ej0;`. But then Qi0;k ⊂ Qi;`−1 by

hypothesis, and thus Qi0;k ⊂ Qj0;` as desired, proving (iv) for k = `. Gathering

results, we have that (i), (ii), (iii) and (iv) hold for k = `, which concludes the proof

by induction.

Remark 2.2.3. While the lack of a true metric prevents us from thinking of these

objects as cubes in a classical geometric sense, they still have many of the desired

properties, hence the name. For each order k, we may think of those cubes as lining

up side-by-side (though not necessarily in order) to partition X. They are all disjoint

from one another (a property that was not present in [SM], where the cubes were

allowed to intersect on the boundary) but fill the space completely. Also, no cube of

a lower order may sit on the boundary of a cube of higher order. They must fall

completely inside, or completely outside of the higher-order cube.

The theory we have developed in this section is very powerful, even in the amount

of generality in which it has been presented. Often however, we want to be slightly

more particular about which balls and cubes we consider, since we will be working in

the subspace topology on Ω ⊂ Rn.

Definition 2.2.4. Given a quasi-metric space (Ω, d) where Ω ⊂ Rn and δ > 0, a

ball B = B(x, r) is called δ-local if 0 < r < δdist(x, ∂Ω) where dist represents Eu-

clidean distance. Similarly, a dyadic cube Qj;k is called δ-local if the ball B(xj;k, λ
k+1)

containing it is δ-local.

The idea is that it is very often useful to be able to ensure that our balls do

not intersect the boundary of Ω and become deformed. For sufficiently small δ, this
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condition of δ-localness not only ensures this, but gives us a lower bound on the

(Euclidean) distance from our balls to the boundary of Ω.

2.3 Homogeneous Spaces

Having developed an appropriate notion of distance for our spaces, we now further

endow them with a special type of measure:

Definition 2.3.1. Let (X, d) be a quasi-metric space. Let µ be a measure on X such

that every ball B ∈ B is µ-measurable. Then µ is called a doubling measure if there

exists C > 0 such that for any ball B(x, r) ∈ B

|B(x, 2r)|µ ≤ C |B(x, r)|µ (2.15)

The ordered triple (X, d, µ) is called a quasi-metric doubling measure space.

It is important to realize that there is nothing special about 2 in (2.15), though

that particular presentation is the one for which the property was named. The idea

of a doubling condition is simply that any two quasi-metric balls which are located

near enough to one another within the space will have comparable volumes. This is

formalized in the following way:

Proposition 2.3.2. Let (X, d, µ) be a quasi-metric measure space. The measure µ is

a doubling measure if and only if there exist D,E > 0 such that for all x, y ∈ X and

s ≥ r > 0 if B(x, r) ∩B(y, s) 6= ∅, then

|B(y, s)|µ ≤ D
(s
r

)E
|B(x, r)|µ.

Proof. For the forward direction, let C and γ be as in (2.15) and (2.4), respectively.

Let x, y ∈ X and s ≥ r > 0 such that B(x, r) ∩B(y, s) 6= ∅. There exists k ∈ Z such

that 2k ≤ γs
r
≤ 2k+1, which implies that

1.
γs

2k+1
≤ r

2. k ≤ log2

(γs
r

)
.
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These taken together with (2.15) and (2.4) yield

|B(y, s)|µ ≤ |B(x, γs)|µ

≤ Ck+1
∣∣∣B (x, γs

2k+1

)∣∣∣
µ

≤ Ck+1|B(x, r)|µ

≤ C log2
γs
r

+1|B(x, r)|µ

= C log2 C logC
γs
r

+1|B(x, r)|µ

= C(logC
γs
r )

log2 C+1|B(x, r)|µ

= C
(γs
r

)log2 C

|B(x, r)|µ

=
(
Cγlog2 C

) (s
r

)log2 C

|B(x, r)|µ

which completes the proof, since the converse is trivial.

Amalgamating all of the structure developed in the last two sections, we now

define the type of space in which we will be working:

Definition 2.3.3. A quasi-metric measure space (Ω, d, µ) where Ω ⊂ Rn is open

and µ is a Borel measure (with respect to the standard topology on Rn) is called a

homogeneous space if d is upper semicontinuous in the second variable, µ satisfies a

doubling condition as in (2.15) and there exists a constant Ceuc ≥ 1 such that for all

x ∈ Ω and r > 0,

B(x, r) ⊂ D(x,Ceucr) (2.16)

where D is a Euclidean ball. If d is also symmetric the space is called a symmetric

homogeneous space.

The Euclidean containment condition (2.16) is added in order to ensure that the

quasi-metric balls do not stretch too much. It is necessary in order to prove the

John-Nirenberg inequality, which requires that subcubes of δ-local dyadic cubes are

again δ-local. For an example showcasing the utility of the properties of such spaces,

see Section 3.4.



Chapter 3

Degenerate Linear Elliptic Partial Differential

Equations

3.1 Degenerate Linear Elliptic PDEs, Degenerate Sobolev Spaces and

Weak Solutions

Fix a symmetric homogeneous space (Ω, d, µ) where µ is Lebesgue measure. Given a

measurable matrix Q(x) = [qi,j(x)]1≤i,j≤n, we denote by Q(x, ξ) the quadratic form

related to Q given by

Q(x, ξ) = ξ>Q(x)ξ (3.1)

for every ξ ∈ Rn and almost every x ∈ Ω. We say that Q is bounded if the norm

||Q||L∞(Ω) = sup
x∈Ω

max
1≤i,j≤n

|qi,j(x)|

is finite, or equivalently if there exists C > 0 such that

Q(x, ξ) ≤ C|ξ|2 (3.2)

for every ξ ∈ Rn and almost every x ∈ Ω.

Definition 3.1.1. Given a matrix Q = Q(x) and a measurable function f , a second

order linear partial differential equation of the form

div(Q∇u) = f almost everywhere in Ω (3.3)

is said to be degenerate elliptic if
Q(x) is symmetric for almost every x ∈ Ω,

Q(x) is non-negative definite for almost every x ∈ Ω,

Q is bounded .

(3.4)

Equation (3.3) is called elliptic if there also exists c > 0 such that

c|ξ|2 ≤ Q(x, ξ) ≤ C|ξ|2. (3.5)

18
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We intend to study the class of degenerate elliptic equations using techniques inspired

by the elliptic case as in [GT].

Fix a matrix Q satisfying (3.4) and a measurable function f . This defines a

degenerate elliptic equation as in (3.3). If Q ∈ C1(Ω) (that is, if qi,j ∈ C1(Ω) for each

i, j = 1, . . . , n), a classical solution to this equation is simply a twice-differentiable

function u that satisfies (3.3) when substituted therein. Our focus will instead be

on continuity properties of weak solutions. Before we give the precise definition of

a weak solution to (3.3) we define the spaces to which weak solutions, if they exist,

belong.

Definition 3.1.2. For w ∈ Liploc(Ω), define the (possibly infinite) norm

||w||H1(Ω) =
(
||w||2L2(Ω) + ||∇w||2(L2(Ω))n

) 1
2
.

Note that ∇w exists almost everywhere by the Rademacher-Stepanov theorem (see

§9.1 of [BL]). The classical Sobolev space H1(Ω) is defined as the completion of the

space

{w ∈ Liploc(Ω) : ||w||H1(Ω) <∞}

with respect to || · ||H1(Ω).

It is a famous result of Meyers and Serrin (see [MS]) that H1(Ω) is isomorphic to

the space

W 1,2(Ω) = {w ∈ L2(Ω) : ∇w ∈ (L2(Ω))n}

where ∇w is taken in the weak sense or in the sense of distributions. For a more

thorough account of this space, see the appendix.

If our equation is elliptic (i.e. if Q also satisfies (3.5)) in Ω, then given sufficient

smoothness conditions on Q and f (see [GT]) we could find objects u ∈ W 1,2(Ω) that

would satisfy the integral equationˆ
Ω

(∇u)>Q∇ϕdµ = −
ˆ

Ω

fϕ

for all ϕ ∈ C∞c . Such objects are called weak solutions to (3.3). In degenerate spaces

however, this is not necessarily the case (see [R], [MRW], [SW3]). The solutions

instead reside in the larger degenerate Sobolev space, which we will now aim to define.

First, we require a weighted vector-valued L2 space comparable with the quadratic

form (3.1).
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Definition 3.1.3. Given f : Ω→ Rn, define

‖f‖L2(Ω,Q) =

[ˆ
Ω

Q(x, f(x))dµ

] 1
2

. (3.6)

Define also an equivalence relation R on the set {f : Ω → Rn : ||f||L2(Ω,Q) < ∞} by

fRg if and only if ||f−g||L2(Ω,Q) = 0. Then we define the form-weighted vector-valued

L2 space L2(Ω,Q) by

L2(Ω,Q) = {g : Ω→ Rn : ||g||L2(Ω,Q) <∞}/R (3.7)

whose elements are equivalence classes of Rn-valued vector fields modulo R. Note

that || · ||L2(Ω,Q) defines a norm on L2(Ω,Q).

Definition 3.1.4. For w ∈ Liploc(Ω), define

||w||QH1(Ω) =
(
||w||2L2(Ω) + ||∇w||2L2(Ω,Q)

) 1
2
. (3.8)

This defines a norm on Liploc(Ω). We define the degenerate Sobolev space QH1(Ω)

as the completion of the linear space

LipQ(Ω) = {w ∈ Liploc(Ω) : ||w||QH1(Ω) <∞} (3.9)

in the metric induced by the norm. Similarly, we define QH1
0 (Ω) as the completion

of the space

{w ∈ Lip0(Ω) : ||w||QH1(Ω) <∞}.

Remark 3.1.5.

1. If (3.3) is elliptic (that is, if Q satisfies (3.5)), then we would obtain from (3.5)

that Q(x, f) ≤ C|f |2 and that |f |2 ≤ c−1Q(x, f). Hence L2(Ω,Q) = (L2(Ω))n

and QH1(Ω) = H1(Ω). So in the elliptic case, the notions of degenerate and

classical Sobolev spaces are equivalent.

2. Analogously to H1(Ω), QH1(Ω) is a Banach space (see [SW3]) consisting of

equivalence classes of Cauchy sequences of functions in LipQ(Ω). We will often

abuse notation and simply write {wi} ∈ QH1(Ω), with the understanding that

{wi} is a representative of the equivalence class in QH1(Ω) containing {wi}.
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Given a particular Cauchy sequence {wi} ∈ QH1(Ω), there exist unique functions

w ∈ L2(Ω) and v ∈ L2(Ω,Q) such that

wi → w in L2 and ∇wi → v in L2(Ω,Q).

That is, for each element {wi} ∈ QH1(Ω) there exists a unique pair (w,v) ∈ L2(Ω)×
L2(Ω,Q), so that QH1(Ω) is isomorphic to a closed subspace W1,2

Q (Ω) of L2(Ω) ×
L2(Ω,Q). Similarly, QH1

0 (Ω) is isomorphic to a closed subspace (W1,2
Q )0(Ω).

It is the pair (u,v) ∈ W1,2
Q (Ω) that we will most often refer to explicitly in our

work, thinking of our weak solutions as elements of the appropriate Banach space

obtained by isomorphism. One issue does arise, however. Given an element (w,v) ∈
W1,2

Q (Ω), the vector-valued function v need not depend on the function w. Rather, it

depends on the equivalence class of sequences that defines the pair. This phenomenon

arises due to the degeneracy of the quadratic form (3.1). Since it is degenerate there

may be sequences {ϕi}, {ξi} in W1,2
Q (Ω) such that

1. ϕi → w and ξi → w in L2(Ω)

2. ∇ϕi → v in L2(Ω,Q)

3. ∇ξi → v’ in L2(Ω,Q)

4. v and v’ are not in the same L2(Ω,Q) equivalence class

so that (w,v), (w,v’) ∈ W1,2
Q . In other words, the projection of W1,2

Q (Ω) onto L2(Ω)

is not, in general, injective. A truly spectacular example of this can be found on

page 92 of [FKS]. There, the authors define a 1× 1 matrix with quadratic form q on

[0, 1] × R such that (0, 1) ∈ W1,2
q ([0, 1]). That is, in their weighted space a possible

“derivative” of the the constant function 0 is the constant function 1. Moreover, by

Lemma 3.2.1, this implies that (0, ϕ) ∈ W1,2
q ([0, 1]) for every ϕ ∈ Lip0([0, 1]).

Remark 3.1.6. In our work we will only ever be dealing with one particular weak

solution at a time. As such, it is permissible to follow the conventions of [MRW], [R]

and [SW3] and refer to a weak solution as (u,∇u), with the understanding that ∇u
does not in general depend on u, but is simply one of the vector-valued functions in

L2(Ω,Q) for which (u,∇u) ∈ W1,2
Q (Ω).
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With the conclusion of this discussion, we are now ready to define weak solutions:

Definition 3.1.7. A weak solution to the degenerate linear elliptic partial differential

equation (3.3) is a pair (u,∇u) ∈ W1,2
Q (Ω) satisfying the equation

ˆ
Ω

(∇u)>Q∇ϕdµ = −
ˆ

Ω

fϕdµ (3.10)

for all ϕ ∈ Lip0(Ω).

3.2 Some Calculus in Degenerate Sobolev Spaces

In this section, we prove that under certain conditions, the product and chain rules

still hold in degenerate Sobolev spaces. In addition to their own instrumental value,

the proofs of these results will also allow us to examine the underlying sequential

structure of these new spaces much more closely.

Lemma 3.2.1 (The Product Rule). Suppose Ω is bounded and let (u,∇u) ∈ W1,2
Q (Ω).

If ϕ ∈ Lip0(Ω) then (ϕu, ϕ∇u+ u∇ϕ) ∈ W1,2
Q (Ω).

Proof. Since (u,∇u) ∈ W1,2
Q (Ω), there exists a sequence {ui} ⊂ LipQ(Ω) such that

ui → u in L2(Ω) and ∇ui → ∇u in L2(Ω,Q) (recall that ∇u need not be uniquely

determined by u, but rather by the sequence {ui}).

We first prove that for all i ∈ N, ϕui ∈ LipQ(Ω). First, since ϕ, ui ∈ Liploc(Ω) and

products of locally Lipschitz functions are again locally Lipschitz we have that ϕui ∈
Liploc(Ω). Second, note that ϕ ∈ L∞(Ω) since ϕ ∈ Lip0(Ω), so by Hölder’s inequality

ϕui ∈ L2(Ω) since ui ∈ L2(Ω). We also need to show that ∇(ϕui) ∈ L2(Ω,Q).

Note first that since ϕui ∈ Liploc(Ω), it is almost everywhere differentiable by the

Rademacher-Stepanov theorem. Thus the (classical) product rule yields ∇ϕui =

ϕ∇ui + ui∇ϕ. So we obtain

||∇ϕui||L2(Ω,Q) = ||ϕ∇ui + ui∇ϕ||L2(Ω,Q)

≤ ||ϕ∇ui||L2(Ω,Q) + ||ui∇ϕ||L2(Ω,Q). (3.11)
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Using the fact that ϕ is bounded on Ω, we have

||ϕ∇ui||L2(Ω,Q) =

(ˆ
Ω

(ϕ∇ui)>Q(ϕ∇ui)dµ
) 1

2

=

(ˆ
Ω

ϕ2Q(x,∇ui)dµ
) 1

2

≤ ||ϕ||L∞(Ω)||∇ui||L2(Ω,Q).

For the second term, since Q is bounded and ϕ has bounded derivative, we have that

(∇ϕ)>Q∇ϕ ≤ C for some constant C > 0. Hence

||ui∇ϕ||L2(Ω,Q) ≤ C||ui||L2(Ω) <∞

since the sequence (or a tail thereof if necessary) {ui} is bounded in L2(Ω) as a

convergent sequence in L2(Ω). Combining the last two estimates, we see that (3.11)

is finite, which shows that ϕui ∈ LipQ(Ω).

Thus {ϕui} ⊂ LipQ(Ω). We now show that this sequence converges to (ϕu, ϕ∇u+

u∇ϕ) in the norm || · ||QH1(Ω). This is equivalent to showing that ϕui → ϕu in L2(Ω)

and ∇(ϕui)→ ϕ∇u+ u∇ϕ in L2(Ω,Q). For the first part, we have that

||ϕui − ϕu||L2(Ω) = ||ϕ(ui − u)||L2(Ω) ≤ ||ϕ||L∞(Ω)||ui − u||L2(Ω) → 0

since ui → u in L2(Ω). For the second part,

||∇(ϕui)− ϕ∇u+ u∇ϕ||L2(Ω,Q) = ||ϕ(∇ui −∇u) + (u− ui)∇ϕ||L2(Ω,Q) (3.12)

≤ ||ϕ(∇ui −∇u)||L2(Ω,Q) + ||∇ϕ(ui − u)||L2(Ω,Q).

We estimate the two norms separately. For the first, analogously to the above we

have that

||ϕ(∇ui −∇u)||L2(Ω,Q) ≤ ||ϕ||L∞(Ω)||∇ui −∇u||L2(Ω,Q) → 0 (3.13)

since ∇ui → ∇u in L2(Ω,Q). For the second, since ϕ ∈ Lip0(Ω) we have that

|∇ϕ| ∈ L∞(Ω). Then since Q is bounded, we obtain by (3.2) that

Q(x,∇ϕ) ≤ C||∇ϕ||2L∞(Ω).
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This allows us to write

||∇ϕ(ui − u)||L2(Ω,Q) =

(ˆ
Ω

(ui − u)2Q(x,∇ϕ)dµ

) 1
2

≤
(
C||∇ϕ||2L∞(Ω)

ˆ
Ω

(ui − u)2dµ

) 1
2

(3.14)

= C
1
2 ||∇ϕ||L∞(Ω)||ui − u||L2(Ω) → 0

since ui → u in L2(Ω). Combining (3.12), (3.13) and (3.14), we conclude that

||∇(ϕui)− ϕ∇u+ u∇ϕ||L2(Ω,Q) → 0, completing the proof.

Lemma 3.2.2 (The Chain Rule). Suppose Ω is bounded. If (u,∇u) ∈ W 1,2
Q (Ω) and

f ∈ C1(R) with f ′ ∈ L∞(R), then (f ◦ u, (f ′ ◦ u)∇u) ∈ W1,2
Q (Ω).

Proof. Again, since (u,∇u) ∈ W1,2
Q (Ω), there exists a sequence {ui} ⊂ LipQ(Ω) such

that ui → u in L2(Ω) and ∇ui → ∇u in L2(Ω,Q).

We note first that wi = f ◦ ui ∈ LipQ(Ω) for all i ∈ N. That wi is Lipschitz at all

follows since f is Lipschitz (being continuous with bounded derivative), and composi-

tions of Lipschitz maps are again Lipschitz. Moreover, the mean value theorem yields

the pointwise inequality |(f(ui(x)) − f(u(x))| ≤ ||f ′||L∞(R)|ui(x) − u(x)| for almost

every x ∈ Ω, whence

||wi − w||L2(Ω) ≤ ||f ′||L∞(R)||ui − u||L2(Ω) → 0 (3.15)

since ui → u in L2(Ω). Thus wi converges in L2(Ω) and must therefore be bounded

(up to a subsequence) in L2(Ω). Lastly, we have that ∇wi = f ′(ui)∇ui. Thus we

compute

||∇wi||L2(Ω,Q) = ||f ′(ui)∇ui||L2(Ω,Q) ≤ ||f ′||L∞(R)||∇ui||L2(Ω,Q) <∞

since ui ∈ LipQ(Ω).

Hence {wi} ⊂ LipQ(Ω), and we have already shown that wi → w in L2(Ω). Thus

we need only show that ∇wi → (f ′◦u)∇u in L2(Ω,Q). To that end, we first compute

||f ′(ui)∇ui − f ′(u)∇u||L2(Ω,Q) = ||f ′(ui)(∇ui −∇u)−∇u(f ′(ui)− f ′(u))||L2(Ω,Q)

≤ ||f ′(ui)(∇ui −∇u)||L2(Ω,Q) + ||∇u(f ′(ui)− f ′(u)||L2(Ω,Q). (3.16)
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For the first term of (3.16), we have that

||f ′(ui)(∇ui −∇u)||L2(Ω,Q) → 0 (3.17)

analogously to (3.13). For the second, we first write

||∇u(f ′(ui)− f ′(u))||L2(Ω,Q) =

(ˆ
Ω

(f ′(ui)− f ′(u))2Q(x,∇u)dµ

) 1
2

=

(ˆ
Ω

(f ′(ui)
√
Q(x,∇u)− f ′(u)

√
Q(x,∇u))2dµ

) 1
2

.

For the sequence {f ′(ui)
√
Q(x,∇u)}, since ui → u in L2(Ω), we have that ui → u

pointwise almost everywhere. Moreover, since f ′ is continuous and pointwise con-

vergence is preserved under composition with a continuous function, we have that

f ′(ui)
√
Q(x,∇u)→ f ′(u)

√
Q(x,∇u) pointwise almost everywhere. Additionally, for

each i ∈ N,

|f ′(ui)
√
Q(x,∇u)| ≤ ||f ′||L∞(R)

√
Q(x,∇u)

and

||f ′||L∞(R)||
√
Q(x,∇u)||L2(Ω) = ||f ′||L∞(R)||∇u||L2(Ω,Q) <∞.

Thus by Lebesgue’s dominated convergence theorem, we get that

||∇u(f ′(ui)− f ′(u))||L2(Ω,Q) → 0. (3.18)

Combining (3.16), (3.17) and (3.18), we conclude that ∇wi → (f ′◦u)∇u in L2(Ω,Q),

which completes the proof.

3.3 Assumptions

Our main goal is to prove Hölder continuity of weak solutions to (3.3) in as much

generality as possible by establishing a strong Harnack inequality via the inequality

of John and Nirenberg. The sufficiency of the structural requirements of this method

are well documented in [FP], [SW1] and [MRW], and the necessity of the first two is

dealt with in [R]. Thus we make the following assumptions.
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Assumption 3.3.1. Suppose that a Sobolev inequality holds on Ω. That is, suppose

there exist constants σ > 1 and C1 > 0 and δ > 0 such that for every δ-local ball

B(x, r) (i.e, every ball B(x, r) with 0 < r < δdist(x, ∂Ω)), the inequality(
1

|B(x, r)|

ˆ
B(x,r)

|w|2σdµ
) 1

2σ

≤ C1

[
r

(
1

|B(x, r)|

ˆ
B(x,r)

Q(x,∇w)dµ

) 1
2

+

(
1

|B(x, r)|

ˆ
B(x,r)

|w|2dµ
) 1

2

]
(3.19)

holds for all (w,∇w) ∈
(
W1,2

Q

)
0

(Ω).

This is a local estimate which tells us that the first component of a weak solution

(w,∇w) satisfies a stronger integrability condition than membership in L2(Ω). The

constant σ is referred to as the Sobolev gain factor, and determines precisely how

much the integrability increases.

Assumption 3.3.2. Suppose that a Poincaré inequality holds on Ω. That is, there

are constants C2 > 0, b ≥ 1 and δ > 0 so that for every δ-local ball B(x, r), the

inequality

1

|B(x, r)|

ˆ
B(x,r)

|w − wB(x,r)|dµ ≤ C2r

(
1

|B(x, br)|

ˆ
B(x,br)

Q(x,∇w)dµ

) 1
2

(3.20)

holds for all (w,∇w) ∈ W1,2
Q (Ω), where

wB(x,r) =
1

|B(x, r)|

ˆ
B(x,r)

wdµ

is the average value of w on B(x, r).

As another local estimate, the Poincaré inequality ensures that a weak solution w

does not deviate too much from its mean value on a ball. Note that the right-hand

side may be rewritten as

C2r
1

|B(x, br)|
1
2

||∇w||L2(Ω,Q),

so that the Poincaré estimate may be seen as saying that the mean oscillation of a

weak solution depends on the L2(Ω,Q) norm of its gradient. It is presented as in

(3.20) since that form will be most useful in the coming sections.
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Assumption 3.3.3. Suppose there exist positive constants C3, τ , δ and N such that

for each δ-local ball B(x, r), there is an accumulating sequence {ηj}j∈N of Lipschitz

cutoff functions (ASLCOF) on B(x, r) satisfying the following properties:

supp(η1) ⊂ B(x, r),

0 ≤ ηj ≤ 1 for all j,

supp(ηj+1) ⊂ {y ∈ B(x, r) : ηj(x) = 1} for all j,

B(x, τr) ⊂ {y ∈ B(x, r) : ηj(x) = 1} for all j,

||
√
Q∇ηj||(L∞(B(x,r)))n ≤ C3

Nj

r
for all j.

(3.21)

The first four conditions in (3.21) are what give the sequence that name. The

idea, as will be illustrated in an example to follow, is that as n increases, the functions

bunch up on the inner ball B(x, τr), with their supports approaching precisely the

boundary of that ball. The fifth condition is one we add so that the quadratic forms

with respect to the ASLCOF functions (which are almost everywhere differentiable

by the Rademacher-Stepanov theorem) are bounded in a very specific way.

Example 3.3.4. Define the sequenece {an} ⊂ R by

an =
1 + 2n−1

2n−1
.

For each n ∈ N, define also fn, gn : R→ R by

fn(x) = 22n+1(x+ an)2 and gn(x) = −22n+1(x+ an+1)2 + 1.

Then the sequence of functions

hn(x) =



0 if |x| ≥ an

fn(x) if − an ≤ x ≤ −an+an+1

2

gn(x) if − an+an+1

2
≤ x ≤ −an+1

1 if |x| ≤ an+1

fn(−x) if an+1 ≤ x ≤ an+an+1

2

gn(−x) if an+an+1

2
≤ x ≤ an

is an accumulating sequence of Lipschitz cutoff functions on the ball B(0, 2) ⊂ R
with τ = 1

2
. It is easy to check that for each n, hn is continuous and differentiable.
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Moreover, the derivatives are clearly bounded, making hn Lipschitz for all n ∈ N and

the conditions on the supports of the functions are easily seen to be satisfied from the

definition. For the sake of clarity, we also present below an illustration of h1, . . . , h5.

Figure 3.1: A graph of h1, . . . , h5

3.4 An Example

To illustrate the connection between the matrix Q(x) and the quasimetric d we give

an example from [HK]. Let Ω0 be a bounded domain in R2, fix a domain Ω with

Ω b Ω0, and define

Q(x) =

(
1 0

0 x4

)
.

Notice that Q degenerates on the y-axis. Consider the related degenerate elliptic

partial differential equation

Div(Q∇u) = f in Ω (3.22)

where it is useful to note that div(Q∇u) = ∂2u
∂x2 + x4 ∂2u

∂y2 . Then, this equation satisfies

our hypotheses as outlined. There is a large body of general results in [HK] connected

to the verification of this and we will only give an overview of them in this specific

case and omit the proofs. The interested reader is strongly encouraged to read chap-

ters 11 and 13 of [HK] for a thorough treatment.
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Connected to the matrix Q(x) and the partial differential equation (3.22) is a

collection of C∞(Ω) vector fields X = {X, Y } given by the square root of the columns

of Q(x). That is,

X = X(x, y) = (1, 0) · ∇, and

Y = Y (x, y) = (0, x2) · ∇.

X acts on any differentiable function f via the identity X f = (Xf, Y f) = (∂f
∂x
, x2 ∂f

∂y
)

producing an X -gradient adapted to Q. We say that X f is adapted to Q since a

simple calculation shows that |X f |2 = Q(x,∇f) = (∇f)TQ(x)∇f .

The important item for this collection X of vector fields is that it satisfies what is

known as the Hörmander condition. That is, the collection of commutators of X, Y

of length ` ≤ 3 span R2 at every point x ∈ R2 and, in particular, for all x ∈ Ω0. See

[HK, Ch. 11.4] for more on this condition. This property is the key to verifying the

hypotheses of the thesis where our quasi metric is to be chosen as the famous Carnot-

Carathéodory control metric ρ. The Carnot-Carathéodory control metric ρ(x, y) is

defined as

ρ(x, y) = inf{T > 0 : ∃ an admissible curve γ so that

γ(0) = x and γ(T ) = y}. (3.23)

A curve γ is called admissible with respect to X if both of the following hold.

• γ = (γ1(t), γ2(t)) : [a, b]→ R2 is absolutely continuous.

• There are measurable functions cj(t), a ≤ t ≤ b satisfying c2
1(t) + c2

2(t) ≤ 1 and
dγ
dt

= c1(t)X(γ(t)) + c2(t)Y (γ(t)) = (c1(t), c2(t)γ2
2(t)).

That such curves exist in this context is left to the reader; see [HK]. Theorems 11.19,

11.20, and 13.1 of [HK] give that the collection of metric balls B = {B(x, r)}x∈Ω,r>0

where

B(x, r) = {y ∈ Ω : ρ(x, y) < r} (3.24)

has the following properties.
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1. ρ is equivalent to the Euclidean metric. More precisely, there are positive con-

stants C1, C2 so that

C1|x− y| ≤ ρ(x, y) ≤ C2|x− y|1/3

for all x, y ∈ Ω.

2. Lebesgue measure is doubling on B. That is, there are positive constants C, r0

so that |B(x, 2r)| ≤ C|B(x, r)| for all x ∈ Ω and 0 < r ≤ r0.

3. A Poincaré inequality holds for Lipschitz functions defined on a fixed metric

ball. There is a positive constant C3 so that 
B

|f − fB|dx ≤ C3r
( 

2B

|X f |2dx
)1/2

= C3r
( 

2B

|(∂f
∂x
, x2∂f

∂y
)|2dx

)1/2

= C3r
( 

2B

Q(x,∇f)dx
)1/2

for all f ∈ Lip(2B) where B = B(x, r) with r ≤ r0 and 2B = B(x, 2r).

4. A Sobolev inequality holds. There is a C4 > 0 and a σ > 1 so that(  
B

|g|2σdx
)1/2σ

≤ C4r
(  

B

|X g|2dx
)1/2

= C4r
( 

B

Q(x,∇g)dx
)1/2

for all g ∈ Lip0(B) where B = B(x, r) with r ≤ r0. Note that σ > 1 is related

to the doubling constant C in item (2).

For the reader’s convenience we mention where each result may be found in [HK].

Items (1) and (2) are the content of theorem 11.19. Item (3) is gleaned from theorem

11.20. Item (4) is due to theorem 13.1 but it is important to put this in context with

the definition of 2-admissible weights on p. 79 where the weight w(x) is chosen to

be 1 so that the resulting measure µ (as in [HK] theorem 13.1) is Lebesgue measure.

Note that theorem 13.1 requires both items (2) and (3).

Lastly, we mention that the existence of the accumulating sequence of Lipschitz

cut-off functions related to a control ball B(x, r) with r > 0 sufficiently small is also

assured. We will not state this explicitly but mention that this result is found in

[SW1, Proposition 51] as the quadratic form Q(x) is continuous.



Chapter 4

Harnack’s Inequality and Hölder Continuity of Weak

Solutions

Suppose (u,∇u) ∈ W1,2
Q (Ω) is a weak solution to (3.3) with u ≥ 0. In this chapter,

we will prove that under the appropriate conditions, u is locally Hölder continuous

on Ω. We begin by establishing a generalization of the classical inequality of John

and Nirenberg in a homogeneous space setting.

4.1 The John-Nirenberg Inequality and an A2 Weight Corollary

In the preceeding chapters, we placed many restrictions on the space Ω on which our

weak solution (u,∇u) is defined. We now begin the process of restricting the behavior

of the weak solution itself, as well as the data function f . To that end, we give several

new definitions. Please note that for this section only, the measure µ is considered

only to be some suitable doubling measure, of which Lebesgue measure is a special

case.

Definition 4.1.1. Given g ∈ L1
loc(Ω), we say that g ∈ BMO(Ω), or that g is of

bounded mean oscillation in Ω, if there exists C > 0 such that

sup
B∈B

1

|B|µ

ˆ
B

|g − gB| dµ ≤ C (4.1)

where

gB =
1

|B|µ

ˆ
gdµ (4.2)

is the average value of g on the ball B. If g ∈ BMO(Ω), we write

‖g‖BMO(Ω) = inf

{
C > 0 : sup

B∈B

1

|B|µ

ˆ
B

|g − gB| dµ ≤ C

}
.

We also say that g ∈ δ-BMO(Ω) if g is as above, but while only considering δ-local

balls B (see Definition 2.2.4).

31
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Definition 4.1.2. Let g ∈ L1
loc(Ω) be a non-negative measurable function. We say

that g ∈ A2(Ω), or that g is an A2 weight on Ω if for some C > 0

sup
B∈B

(
1

|B|µ

ˆ
B

gdµ

)(
1

|B|µ

ˆ
B

g−1dµ

)
≤ C. (4.3)

If g ∈ A2(Ω), we write

‖g‖A2(Ω) = inf

{
C > 0 : sup

B∈B

(
1

|B|µ

ˆ
B

gdµ

)(
1

|B|µ

ˆ
B

g−1dµ

)
≤ C

}
.

δ-A2(Ω) is defined analogously to δ-BMO(Ω).

Ultimately, it is this A2 condition that, when combined with Lemmas 4.2.1 and

4.2.2 will allow us to establish a Harnack inequality and so prove Hölder continuity.

Showing directly that (u,∇u) is an A2 weight is very difficult, however. The following

results allow us to circumvent this issue.

Lemma 4.1.3 (The John-Nirenberg Inequality). Given

0 < δ ≤ 8κ5 − 1

8κ5Ceuc
,

there exist constants δ0, C1, c2 > 0 such that

|{x ∈ B0 : |g(x)− gB| > α}|µ ≤ C1e
− c2α
‖g‖δ-BMO |B0|µ (4.4)

for all α > 0, g ∈ δ-BMO(Ω) and balls B0 = B0(x, r) ⊂ Ω with 0 < r < δ0dist(x, ∂Ω).

Remark 4.1.4. While Lemma 4.1.3 and its proof are largely taken from [SW1]

(though the proof has been expanded significantly), one small but important correc-

tion has been made. In the original publication, the theorem was stated to hold for

all δ > 0, but the argument fails without the above restriction on δ. The problem is

that for δ > 8κ5−1
8κ5Ceuc

, subcubes of δ-local cubes are not necessarily again δ-local, and

the proof depends heavily on this assumption.

Corollary 4.1.5. Given 0 < δ ≤ 8κ5−1
8κ5 , there are positive constants δ0, C1 and c2 such

that eg ∈ δ0-A2(Ω) with ‖eg‖δ0-A2(Ω) ≤
(

1 +
C1‖g‖δ-BMO(Ω)

c2−‖g‖δ-BMO(Ω)

)2

whenever ‖g‖δ-BMO(Ω) <

c2.
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Proof. Let 0 < δ < 8κ5−1
Ceuc8κ5 and let δ0, C1 and c2 be as in Lemma 4.1.3. Fix a δ0-local

ball B0. Then

1

|B0|µ

ˆ
B0

e|g−gB0
|dµ =

1

|B0|µ

ˆ ∞
−∞

eα|{x ∈ B0 : |g − gB0| > α}|µdα

≤ 1 + C1

ˆ ∞
0

e
α

(
1− c2
‖g‖δ-BMO(Ω)

)
dα

= 1 + C1

‖g‖δ-BMO(Ω)

c2 − ‖g‖δ-BMO(Ω)

,

assuming that ‖g‖δ-BMO(Ω) < c2. The first equality is obtained from Theorem 8.16 of

[R3]; the inequality uses (4.4) and the fact that

1

|B0|µ

ˆ 0

−∞
eα|{x ∈ B0 : |g − gB0| > α}|µdα =

ˆ 0

−∞
eαdα = 1.

Hence (
1

|B0|µ

ˆ
B0

egdµ

)(
1

|B0|µ

ˆ
B0

e−gdµ

)
=

(
1

|B0|µ

ˆ
B0

e(g−gB0
)dµ

)(
1

|B0|µ

ˆ
B0

e−(g−gB0
)dµ

)
≤
(

1

|B0|µ

ˆ
B0

e|g−gB0
|dµ

)(
1

|B0|µ

ˆ
B0

e|g−gB0
|dµ

)
≤

(
1 + C1

‖g‖δ-BMO(Ω)

c2 − ‖g‖δ-BMO(Ω)

)2

which completes the proof.

To summarize, we may show that a function g ∈ δ0-A2(Ω) by showing that log g ∈
δ-BMO(Ω). For the rest of the paper, our angle of attack will be to apply this result

to modified versions of our weak solution (u,∇u). Before we continue, however, we

provide a fully detailed proof of Lemma 4.1.3.

Proof of Lemma 4.1.3. Let 0 < δ ≤ 8κ5−1
8κ5Ceuc

. Fix m ∈ Z and denote by Dm the

collection of dyadic cubes as in Lemma 2.2.2 with k ≥ m, and by δ-Dm the collection

of δ-local dyadic cubes with k ≥ m. Note that if Qj;k ∈ δ-Dm, then all subcubes Qi,`

of Qj;k are as well. This is clear if ` = k and if not, we use the fact that Qj;k ∈ δ-Dm
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to obtain

λ`+1 =
λk+1

λk−`

<
δdist(xj;k∂Ω)

λk−`

≤ δ

λk−`
(dist(xj;k, xi,`) + dist(xi,`, ∂Ω))

≤ δCeucλ
k+1

λk−`
+
δdist(xi;m, ∂Ω)

λk−`

≤ 8κ5 − 1

8κ5
λ`+1 +

δdist(xi;m, ∂Ω)

λk−`
,

whence
1

8κ5
λ`+1 <

δdist(xi,`, ∂Ω)

λk−`
.

Thus

λ`+1 ≤ δdist(xi,`, ∂Ω)

since λ = 8κ5.

Part 1: Fix g ∈ δ-BMO(Ω) and suppose ||g||δ-BMO(Ω) = 1. We begin by estab-

lishing the dyadic distribution inequality: there exist C, c2 > 0 (both independent of

m and δ) such that

|{x ∈ Q0 : |gm(x)− gQ0| > α}|µ < Ce
− c2α
‖g‖δ-BMO |Q0|µ (4.5)

for all α > 0 and cubes Q0 ∈ δ-Dm. Here

gm(x) =
∑
j

gQj;mχQj;m(x) =
∑
j

(
1

|Qj;m|µ

ˆ
Qj;m

gdµ

)
χQj;m(x) (4.6)

is the expectation of g on the dyadic decomposition of Ω. Define M∆
µ , the dyadic

maximal operator by

M∆
µ h(x) = sup

Q3x

1

|Q|µ

ˆ
Q

|h|dµ (4.7)

where we consider only cubes Q ∈ δ-Dm. This new maximal operator is weak type

(1,1) with constant 1. That is, for h ∈ L1

∣∣{x : M∆
µ h(x) > α}

∣∣
µ
≤ 1

α

ˆ
Ω

|h|dµ. (4.8)

The proof of this is analogous to that of part (a) of Lemma B.0.3 in the appendix.
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Before we can get to the main section of the proof, we establish some basic in-

equalities. For any Qj;k ∈ δ-Dm we have by Lemma 2.2.2 that

∣∣gB(xj;k,λk+1) − gQj;k
∣∣ =

∣∣∣∣∣ 1

|Qj;k|µ

ˆ
Qj;k

gdµ− gB(xj;k,λk+1)

∣∣∣∣∣ (4.9)

≤ 1

|Qj;k|µ

ˆ
Qj;k

∣∣g − gB(xj;k,λk+1)

∣∣ dµ
≤ 1

|B(xj;k, λk)|µ

ˆ
B(xj;k,λk+1)

∣∣g − gB(xj;k,λk+1)

∣∣ dµ
Then since ‖g‖δ−BMO = 1, and by (4.9) and the doubling condition we obtain,

1

|Qj;k|µ

ˆ
Qj;k

∣∣g − gQj;k∣∣ dµ (4.10)

≤ 1

|Qj;k|µ

ˆ
Qj;k

∣∣g − gB(xj;k,λk+1)

∣∣ dµ+
1

|Qj;k|µ

ˆ
Qj;k

∣∣gB(xj;k,λk+1) − gQj;k
∣∣ dµ

≤ 1

|B(xj;k, λk)|µ

ˆ
B(xj;k,λk+1)

∣∣g − gB(xj;k,λk+1)

∣∣ dµ+
∣∣gB(xj;k,λk+1) − gQj;k

∣∣
≤ 2

|B(xj;k, λk)|µ

ˆ
B(xj;k,λk+1)

∣∣g − gB(xj;k,λk+1)

∣∣ dµ
≤ 2C0

|B(xj;k, λk+1)|µ

ˆ
B(xj;k,λk+1)

∣∣g − gB(xj;k,λk+1)

∣∣ dµ
≤ 2C0 ‖g‖δ-BMO(Ω) = 2C0

where C0 = DλE is a doubling constant as in Proposition 2.3.2.

Fix Q0 ∈ δ-Dm and let h = (g − gQ0)χQ0 . Then for all cubes Q ⊃ Q0,
1

|Q|µ

ˆ
Q

|h|dµ ≤ 1

|Q0|µ

ˆ
Q0

|g − gQ0| dµ ≤ 2C0 (4.11)

by (4.10). For each α > 0, define

Ωα = {x ∈ Ω : M∆
µ h(x) > α}. (4.12)

If α ≥ 2C0, then Ωα ⊂ Q0. To see this, note that for x ∈ Ωα

M∆
µ h(x) = sup

Q3x

{
1

|Q|µ

ˆ
Q

|h|dµ
}
> α ≥ 2C0 > 0.

So if x /∈ Q0, then for any Q 3 x, either Q ⊃ Q0 or Q ∩Q0 = ∅ by Lemma 2.2.2. In

the first case, this would imply by (4.11) that
1

|Q|µ

ˆ
Q

|h|dµ ≤ 2C0 ≤ α,
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and in the second case we would simply have that

1

|Q|µ

ˆ
Q

|h|dµ =
1

|Q|

ˆ
Q

|f − fQ0|χQ0dµ = 0 < α, (4.13)

which together would give that M∆
µ h(x) ≤ α, a contradiction.

Let

Cα =

{
Q ∈ δ-Dm :

1

|Q|µ

ˆ
Q

|h|dµ > α

}
. (4.14)

By Lemma 2.2.2 and equations (4.11) and (4.13), for α > 2C0 the cubes in Cα are

all proper subcubes of Q0. Now, let {Qα,j}j be the maximal collection of cubes in

Cα. That is, let Qα,n be a cube of largest measure in Cα not intersecting any Qα,m for

1 ≤ m < n. Then the collection {Qα,j}j satisfies the following properties:

(a) for all α ≥ 2C0, the Qα,j are pairwise disjoint,

(b) for all α > 2C0, ∪jQα,j = Ωα ⊂ Q0,

(c) if 2C0 ≤ α < β and i, j are fixed, then either Qβ,j ⊂ Qα,i or Qα,j ∩Qα,i = ∅.

The first property holds by construction. For property (b), we already have that

∪jQα,j ⊂ Ωα since each Q ∈ {Qα,`}` satisfies (4.13), so that each x ∈ Q is as in (4.12).

Conversely, for x ∈ Ωα, we have that M∆
µ (x) > α. Hence there exists Q ∈ Cα such

that x ∈ Q and 1
|Q|µ

´
Q
|h|dµ > α. Now, clearly either Q ∈ {Qα,`}` (in which case

there is nothing to show) or Q∩∪`Qα,` 6= ∅. In this case, let Q′ be the largest cube in

{Qα,`}` intersecting Q (that is, the cube with the smallest `). If x ∈ Q′ then we are

done, but if x /∈ Q′ then Q ⊃ Q′ by dyadic structure, contradicting the maximality of

{Qα,`}` since Q should have been chosen instead of Q′. Hence x ∈ ∪`Qα,` in all cases.

For property (c), suppose Qβ,j ∩ Qα,i 6= ∅. Then by dyadic structure, either

Qβ,j ⊂ Qα,i or Qα,i ⊂ Qβ,j. Suppose the latter for the sake of contradiction. Then

since β > α, we have that Qβ,j ∈ Cα. So by maximality of {Qα,`}`, it must be that

Qβ,j ∩ Qα,i′ 6= ∅ for some i′ < i (else Qβ,j would have been chosen instead of Qα,i).

Thus by dyadic structure, either Qβ,j ⊂ Qα,i′ or Qα,i′ ⊂ Qβ,j. The former case would

imply that Qα,i ⊂ Qα,i′ , which is impossible, so Qβ,j ⊃ Qα,i′ . Finitely many iterations

of this process gives that Qβ,j ⊃ Qα,1 whence Qα,j = Qα,1. Thus Qα,i ⊂ Qα,1, a

contradiction. Thus Qβ,j ⊂ Qα,i.
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Now, let Λ : R→ R be the distribution function of M∆
µ h(x). That is,

Λ(α) = |Ωα|µ = |{x ∈ Ω : M∆
µ h(x) > α}|µ. (4.15)

For all Q = Qj;k ∈ δ-Dm, let Q̃ denote the dyadic predecessor of Q. That is, Q̃ =

Qi;k+1 is the unique cube of order k + 1 containing Q. Then for all cubes Q,

|Q̃|µ ≤
∣∣B (xi;k+2, λ

k+2
)∣∣
µ
≤ C2

0

∣∣B (xj;k, λk)∣∣µ ≤ C2
0 |Q|µ (4.16)

by doubling.

Next, we show that

|Ωζα ∩Qα,j|µ ≤
1

2
|Qα,j|µ (4.17)

if ζ = 1 +
4C3

0

α
and α ≥ 2C0. Note first that Q̃α,j ⊂ Q0 since every cube in Cα is

properly contained in Q0, and therefore is of order at least one less than that of Q0.

The dyadic predecessor of a cube must be of order one higher than the cube itself,

forcing it by dyadic structure to be either contained in Q0, or to be Q0 itself. Note

also that
∣∣∣hQ̃αj ∣∣∣ ≤ |h|Q̃α,j ≤ α, since if Q̃α,j ∈ Cα, a similar argument to that used to

prove property (c) above would imply that Qα,1 = Q̃α,j ⊃ Qα,j.

Let ϕ = χQ̃α,j

(
h− hQ̃α,j

)
, ζ ≥ 1 and x ∈ Ωζα ∩ Qαj . By properties (b) and (c),

there exists a cube Qζα,i 3 x such that Qζα,i ⊂ Qα,j. So

ζα <
1

|Qζα,i|µ

ˆ
Qζα,i

|h|dµ

=
1

|Qζα,i|µ

ˆ
Qζα,i

χQ̃α,j |h|dµ

≤ 1

|Qζα,i|µ

ˆ
Qζα,i

|k|dµ+
∣∣∣hQ̃α,j ∣∣∣

≤ 1

|Qζα,i|µ

ˆ
Qζα,i

|k|dµ+ α

which implies that

1

|Qζα,i|µ

ˆ
Qζα,i

|k|dµ > ζα− α = (ζ − 1)α

and thus that for any x ∈ Ωζα ∩Qα,j,

M∆
µ ϕ(x) ≥ (ζ − 1)α. (4.18)
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Now, since Q̃α,j ⊂ Q0, we get that

ϕ(x) = h(x)− hQ̃α,j = (g(x)− gQ0)− (g − gQ0)Q̃α,j = g(x)− gQ̃α,j .

Hence

|Ωζα ∩Qα,j|µ ≤
∣∣{M∆

µ k > (ζ − 1)α
}∣∣
µ

≤ 1

(ζ − 1)α

ˆ
Ω

|k|dµ

=
1

(ζ − 1)α

ˆ
Q̃α,j

∣∣∣g − gQ̃α,j ∣∣∣ dµ
≤ 1

(ζ − 1)α
2C0

∣∣∣Q̃α,j

∣∣∣
µ

≤ 1

(ζ − 1)α
2C3

0 |Qα,j|µ

by (4.10), (4.16) (4.18) and (4.8), which proves (4.17) with ζ = 1 +
4C3

0

α
and α > 2C0.

We now obtain from (4.17) and properties (a) and (b) of the {Qα,j}j that

Λ(α+ 4C3
0) = Λ(ζα) = |Ωζα|µ =

∑
j

|Ωζα ∩Qα,j|µ ≤
∑
j

1

2
|Qα,j|µ ≤

1

2
|Ωα|µ =

1

2
Λ(α).

Moreover, for α ≥ 4C3
0 + 2C0, the above inequality yields

Λ(α) = Λ((α− 4C3
0) + 4C3

0) ≤ 1

2
Λ(α− 4C3

0). (4.19)

Thus for α ≥ 8C3
0 , we get by iterating (4.19) b α

4C3
0
c − 1 times that

|Ωα|µ = Λ(α)

≤
(

1

2

)⌊ α

4C3
0

⌋
−1

Λ

(
α−

(⌊
α

4C3
0

⌋
− 1

)
4C3

0

)
≤
(

1

2

) α

4C3
0
−2

Λ

(
α−

(
α

4C3
0

− 1

)
4C3

0

)
≤ 4

(
1

2

) α

4C3
0

Λ(2C0)

≤ 4

(
1

2

) α

4C3
0 |Q0|µ

since |Ω2C0|µ ≤ |Q0|µ. This holds also for 2C0 ≤ α ≤ 8C3
0 since

|Ωα| ≤ |Q0|µ = 4

(
1

2

) 8C3
0

4C3
0 ≤ 4

(
1

2

) α

4C3
0 |Q0|µ.
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Hence we conclude that |Ωα| ≤ 4
(

1
2

) α

4C3
0 |Q0|µ for all α ≥ 2C0, or equivalently that

|{x ∈ Q0 : M∆
µ h(x) > α}|µ ≤ 4e−c2α|Q0|µ

where c2 = ln 2
4C3

0
. A similar calculation to the above shows that if α < 2C0, then∣∣{x ∈ Q0 : M∆

µ h(x) > α
}∣∣
µ
≤
(
e2C0c2

) (
e−c2α

)
|Q0|µ

since
{
x ∈ Q0 : M∆

µ h(x) > α
}
⊂ Q0. So with C = max

{
e2C0c2 , 4

}
, we obtain∣∣{x ∈ Q0 : M∆

µ [(g − gQ0)χQ0 ] (x) > α
}∣∣
µ
≤ Ce−c2α|Q0|µ (4.20)

for all α > 0.

We now wish to show that M∆
µ [(g− gQ0)χQ0 ] ≥ |gm− gQ0|χQ0 , which when taken

together with (4.20) will at last prove (4.5). But for every Qi,m ⊂ Q0, we have that

Qi,m ∈ δ-Dm. Thus given a cube Qi;m ⊂ Q0,

M∆
µ [(g − gQ0)χQ0 ] ≥

∣∣∣∣∣ 1

|Qi,m|µ

ˆ
Qi;m

(g − gQ0)χQ0dµ

∣∣∣∣∣
=

∣∣∣∣∣ 1

|Qi,m|µ

ˆ
Qi;m

gχQ0dµ−
1

|Qi,m|µ

ˆ
Qi;m

gQ0χQ0dµ

∣∣∣∣∣
= |gm − gQ0|χQ0 .

Hence

|{x ∈ Q0 : |gm(x)− gQ0|χQ0 > α}|µ <
∣∣{x ∈ Q0 : M∆

µ [(g − gQ0)χQ0 ] (x) > α
}∣∣
µ
,

and (4.5) is proved.

Part 2: We now wish to extend our result from dyadic cubes to quasi-metric

balls. That is, we wish to establish

|{x ∈ B0 : |gm(x)− gB0| > α}|µ < Ce
−c2

2
α|B0|µ (4.21)

for all δ0-local balls B0. Fix B0 = B(x, r) and m ∈ Z with λm+1 < r. Then there

exists k > m such that λk < r ≤ λk+1. This gives rise to a collection of dyadic cubes

{Qj;k}j∈F ⊂ Dm where F is an index set and Qj,k ∩B0 6= ∅ for all j ∈ F such that

B0 ⊂ ∪j∈FQj;k ⊂ B(x0, (λγ)r) = B∗0 ,
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where γ is as in Proposition 2.1.4. We want to show that the cardinality of F , denoted

by #F , is bounded above with no dependence on k. But

|B∗0 |µ ≤ |B(xj;k, (λγ)2λk)|µ ≤ D

(
(λγ)2λk

λk

)E
|B(xj;k, λ

k)|µ ≤ D(λγ)2E|Qj;k|µ

for each j ∈ F , by doubling and engulfing where D and E are as in Proposition 2.3.2.

We will denote D(λγ)2E by C ′. Summing these inequalities yields

(#F )|B∗0 |µ ≤ C ′
∑
j∈F

|Qj;k|µ ≤ C ′|B∗0 |µ,

so that #F ≤ C ′, as desired..

Let δ0 = δ
C′
. Then B∗0 is δ-local whenever B0 is δ0-local. Then if B0 = B(x0, r) is

δ0-local and E is any subset of B∗0 with |E|µ ≥ |B∗0 |
C′

, we have

|gB∗0 − gE| =
∣∣∣∣ 1

|E|µ

ˆ
E

(g − gB∗0 )dµ

∣∣∣∣ ≤ C ′

|B∗0 |µ

ˆ
B∗0

|g − gB∗0 |dµ ≤ C ′

since B∗0 is δ-local and ‖g‖δ-BMO(Ω) = 1. In particular, we obtain by doubling that B0

and Qj;k are sufficiently large for all j, so

|gB0 − gQj;k | ≤ |gB∗0 − gQj;k |+ |gB∗0 − gB0| ≤ 2C ′ (4.22)

for all j ∈ F . Thus for α > 4C ′, if |gm(x)− gB0 | > α then

α < |gm(x)− gB0| ≤ |gm(x)− gQj;k |+ 2C ′ < |gm(x)− gQj;k |+
α

2
,

by (4.22) implying that |gm(x)− gQj;k | > α
2
. Hence

|{x ∈ B0 : |gm(x)− gB0| > α}|µ ≤
∑
j∈F

∣∣∣{x ∈ Qj;k :
∣∣gm(x)− gQj;k

∣∣ > α

2

}∣∣∣
µ

≤
∑
j∈F

Ce−c2
α
2 |Qj;k|µ

≤ Ce−
c2
2
α|B∗0 |µ

≤ C ′Ce−
c2
2
α|B0|µ

by (4.5) and doubling, where C is as in (4.5). As in part 1, we may extend this result

to all α > 0. In particular, for α < 4C ′ we obtain that

|{x ∈ B0 : |gm(x)− gB0| > α}|µ ≤ (e2c2C′)e−
c2
2
α|B0|µ,
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so (4.21) is proved with C1 = max{C ′C, e2c2C′}.
Part 3: For the final portion of the argument, we let m→ −∞ and remove our

dependence of gm to obtain (4.4). Note now that given x ∈ Ω, we can construct

a sequence {Qim,m}−∞m=1 of the unique dyadic cubes of order m containing x. By

definition of a homogeneous space these cubes are of bounded eccentricity and their

Euclidean diameters tend to 0 as m→ −∞. Thus by Theorem B.0.5, we have that

lim
m→−∞

gm(x) = lim
m→−∞

1

|Qim;m|µ

ˆ
Qim,m

gdµ = g(x)

for almost every x ∈ B0, as desired.

Finally, we employ Fatou’s Lemma (Lemma 1.28 from [R3]) to obtain that

|{x ∈ B0 : |g(x)− gB0 | > α}|µ =

ˆ
χ{x∈B0:|g(x)−gB0

|>α}dµ

≤
ˆ

lim inf
m→−∞

χ{x∈B0:|gm(x)−gB0
|>α}dµ

≤ lim inf
m→−∞

ˆ
χ{x∈B0:|gm(x)−gB0

|>α}dµ

= lim inf
m→−∞

{x ∈ B0 : |gm(x)− gB0| > α}

≤ C1e
− c2

2
α|B0|µ,

for all α > 0. This proves (4.4) for g with ||g||δ-BMO(Ω) = 1. The general case follows

upon replacing g with g
||g||δ-BMO(Ω)

and α with α
||g||δ-BMO(Ω)

.

4.2 The Mean-value Estimates and Local Boundedness of Weak

Solutions

In this section, we briefly present special cases of three powerful results (including the

main result in the case of Theorem 4.2.4) from [MRW]. We omit the proofs of these

results as they are beyond the scope of this thesis, but they are accessible in [MRW]

as indicated.

We begin with the mean-value estimates.

Lemma 4.2.1. Let δ > 0 be such that (3.19) holds for some σ > 0 and (3.21) holds

for some τ > 0. Fix a ball B(x, r) with 0 < r < τ 2δdist(x, ∂Ω). Let k, α1 > 0 be
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given and set ū = u+ k. Then there exists C = C(α1, σ, k, f) such that

ess sup
B(x,τr)

ū ≤ C

(
1

|B(x, r)|

ˆ
B(x,r)

ūα1dµ

) 1
α1

. (4.23)

Lemma 4.2.2. Let δ > 0 be such that (3.19) holds for some σ > 0 and (3.21) holds

for some τ > 0. Fix a ball B(x, r) with 0 < r < τ 2δdist(x, ∂Ω). Let k > 0 and α2 < 0

be given and set ū = u+ k. Then there exists C = C(α2, σ, k, f) such that(
1

|B(x, r)|

ˆ
B(x,r)

ūα2dµ

) 1
α2

≤ Cess inf
B(x,τr)

ū. (4.24)

Remark 4.2.3. (1) Given k, α1 > 0, we may choose α2 = −α1.

(2) If the α2 is chosen this way, then the constant C appearing in (4.24) is identical

to that appearing in (4.23).

Note that as of yet, the integrals on the right-hand side of (4.23) and the left-hand

side of (4.24) may not be finite. This third result guarantees that they are:

Theorem 4.2.4. Let δ > 0 be such that (3.19) holds for some σ > 0 and (3.21)

holds for some τ > 0. Fix a ball B(x, r) with 0 < r < τδdist(x, ∂Ω). Let k > 0 and

ū = u+ k. Then ū ∈ L∞(B(x, τr)).

The local boundedness of weak solutions given in the previous theorem is an

extremely powerful and versatile property which we will exploit later in the paper.

4.3 The Log Estimate and Harnack’s Inequality

In Section 4.1, we proved that, given sufficiently small δ > 0 if log g ∈ δ-BMO(Ω) and

has sufficiently small BMO norm, then g ∈ δ0-A2(Ω) where δ0 is as in Lemma 4.1.3.

Here, we provide conditions under which a modified version of (u,∇u) ∈ δ-BMO(Ω)

in a local sense. Indeed, for the remainder of the paper our arguments will be local in

nature, as we will require stricter conditions in terms of boundedness and structure

of our sets.

Lemma 4.3.1. Suppose Ω is bounded. Let

0 < δ <
8κ5 − 1

Ceuc8κ5
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be sufficiently small so that (3.20) holds for some b > 0 and (3.21) holds for some

τ > 0, and suppose that f ∈ L∞(Ω). Let k > 0 and define ū = u + k and w = log ū.

Fix a ball B(x, r) with 0 < r < τ
b
δdist(x, ∂Ω). Then there exists a positive constant

C = C(τ,N, f,Ω, δ) such that

1

|B(x, r)|

ˆ
B(x,r)

|w − wB(x,r)|dµ ≤ C (4.25)

where N is as in (3.21). That is, w ∈ τ
b
δ-BMO(Ω).

Proof. Let η ∈ Lip0(Ω) with 0 ≤ η ≤ 1 and let v = η2ū−1. Then by Lemmas 3.2.1

and 3.2.2, we have that (v,∇v) ∈ W1,2
Q (Ω) where

∇v = 2ηū−1∇v − η2ū−2∇ū. (4.26)

Moreover,

∇v ·Q∇ū+ vf(x) = (2ηū−1∇η − η2ū−2∇ū) ·Q∇ū+ η2ū−1f(x) (4.27)

= 2ηū−1
√
Q∇η ·

√
Q∇ū− η2ū−2∇u ·Q∇ū+ η2ū−1f(x)

≤ 2ηū−1|
√
Q∇η||

√
Q∇ū| − η2ū−2|

√
Q∇ū|2 + η2 |f |

k
.

The last step in (4.27) comes from the Cauchy-Schwarz inequality and from

η2ū−1f(x) ≤ η2(u+ k)−1u+ k

k
|f | = η2 |f |

k
.

We apply Young’s inequality with θ = 2 to the first term on the right-hand side of

(4.27) to obtain

2ηū−1|
√
Q∇η||

√
Q∇ū| ≤ 8|

√
Q∇η|2 +

|ηū−1
√
Q∇ū|2

2
. (4.28)

Combining (4.27) and (4.28), we get that

∇v ·Q∇ū+ vf(x) ≤ 8|
√
Q∇η|2 − |ηū

−1
√
Q∇ū|2

2
+ η2 |f |

k
(4.29)

and using the fact that (u,∇u) is a weak solution to (3.3) in Ω and that Lip0(Ω)

is dense in LipQ(Ω), we integrate (4.29) over B = B(x, b
τ
r) (noting that B b Ω by

construction) and move the second term to the left side, which gives
ˆ
B

|ηū−1∇ū|2dµ ≤ C

(ˆ
B

|
√
Q∇η|2dµ+

ˆ
B

η2 |f |
k
dµ

)
. (4.30)
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Applying Hölder’s inequality to the second term, we get
ˆ
B

η2 |f |
k
dµ ≤ 1

k
||η2||L1(B)||f ||L∞(B) ≤ |B|

||f ||L∞(Ω)

k

since 0 ≤ η ≤ 1. Setting D = r2 ||f ||L∞(Ω)

k
, we normalize (4.30) to obtain

 
B

|ηū−1
√
Q∇ū|2dµ ≤ C

( 
B

|
√
Q∇η|2dµ+

D

r2

)
. (4.31)

Choose η = η1 from (3.21) relative to the ball B(x, b
τ
r) (which is indeed still δ-local

by construction) so that η ≡ 1 on B(x, br). Then applying the Poincaré inequality

(3.20) and Lemma 3.2.2 to w = log ū, we obtain

1

|B(x, r)|µ

ˆ
B(x,r)

|w − wB(x,r)|dµ ≤ C2r

(
1

|B(x, br)|µ

ˆ
B(x,br)

|
√
Q∇w|2dµ

) 1
2

≤ C2r

(
1

|B(x, br)|µ

ˆ
B(x, b

τ
r)

η2|
√
Q∇w|2dµ

) 1
2

= C2r

(
|B(x, b

τ
r)|µ

|B(x, br)|µ

) 1
2
( 

B(x, b
τ
r)

|ηū−1
√
Q∇u|2dµ

) 1
2

≤ C(τ)r

( 
B

|
√
Q∇η|2dµ+

D

r2

) 1
2

≤ C(τ)r

(
||
√
Q∇η||L2(B),dµ +

D
1
2

r

)

≤ C(τ)r

(
||
√
Q∇η||(L∞(B))n +

D
1
2

r

)

≤ C(τ)r

(
N

r
+
D

1
2

r

)
≤ C(τ,N)(1 +D

1
2 )

by doubling and the ASLCOF condition, where N is as in (3.21). Finally, recall that

0 < r < τ
b
δdist(x, ∂Ω) < τ

b
δdiam(Ω) where diam(Ω) = supy,y′∈Ω |y − y′| <∞ since Ω

is bounded. Hence
1

|B(x, r)|

ˆ
B(x,r)

|w − wB(x,r)|dµ ≤ C,

where C is independent of x, r. Since B(x, r) was an arbitrary τ
b
δ-local ball, we

conclude that w ∈ τ
b
δ-BMO(Ω).
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The following corollary combines this with some of our other results.

Corollary 4.3.2. Suppose Ω is bounded. Let 0 < δ′ < 8κ5−1
8κ5Ceuc

be sufficiently small

that (3.20) holds for some b > 0 and (3.21) holds for some τ > 0 and suppose that

f ∈ L∞(Ω). Let δ = τ
b
δ′ and k > 0. Define ū = u+ k and w = log ū. Then

(a) For all α1 > 0, log ūα1 ∈ δ-BMO(Ω).

(b) If α1|| log ū||δ-BMO(Ω) < c2, then log ūα1 ∈ δ0-A2(Ω), where δ0, c2 are as in Lemma

4.1.3.

Proof. Let α1 > 0. For part (a), we have by the above and Lemma 4.3.1 that log ū ∈
δ-BMO(Ω). Moreover, log ūα1 = α1 log ū so that || log ūα1 ||δ-BMO(Ω) ≤ α1|| log ū||δ-BMO(Ω) <

∞. Hence log uα1 ∈ δ-BMO(Ω).

For part (b), suppose α1 is sufficiently small such that α1|| log ū||δ-BMO(Ω) < c2.

Then || log ūα1||δ-BMO(Ω) < c2. Hence by Corollary 4.1.5, elog ūα1 = ūα1 ∈ δ0-A2(Ω) as

desired.

With this corollary, we are at last ready to combine all of our results to establish

a strong Harnack inequality:

Theorem 4.3.3 (Harnack’s Inequality). Suppose Ω is bounded. Let

0 < δ′ ≤ 8κ5 − 1

8κ5Ceuc

be sufficiently small so that (3.19) holds for some σ > 1, (3.20) holds for some b > 0

and (3.21) holds for some τ > 0, and suppose that f ∈ L∞(Ω). Let δ = τ2

b
δ′ and fix a

ball B(x, r) with 0 < r < δdist(x, ∂Ω). Let m(r) = r2||f ||L∞(Ω) and let ū = u+m(r).

Then there exists Char > 0 such that ū satisfies the strong Harnack inequality

ess sup
B(x,τr)

ū ≤ Charess inf
B(x,τr)

ū (4.32)

Proof. By Corollary 4.3.2, we may choose a sufficiently small α1 > 0 such that ū ∈
δ0 − A2(Ω) where δ0 is as in Lemma 4.1.3. Hence(

1

|B(x, r)|

ˆ
B(x,r)

ūα1dµ

) 1
α1

(
1

|B(x, r)|

ˆ
B(x,r)

ū−α1dµ

) 1
α1

≤ Char
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where Char = ||ū||
1
α1

A2(Ω) is independent of B(x, r). Equivalently,(
1

|B(x, r)|

ˆ
B(x,r)

ūα1dµ

) 1
α1

≤ Char

(
1

|B(x, r)|

ˆ
B(x,r)

ū−α1dµ

) 1
−α1

. (4.33)

The hypotheses of Lemmas 4.2.1 and 4.2.2 are satisfied, so combining (4.33) with

(4.23) and (4.24) and taking into account Remark 4.2.3, we obtain

Cess sup
B(xτr)

ū ≤ CharCess inf
B(xτr)

ū

whence

ess sup
B(xτr)

ū ≤ Charess inf
B(xτr)

ū,

proving (4.32).

4.4 Hölder Continuity of Weak Solutions

Having established a Harnack inequality in Theorem 4.3.3, we now use this result to

establish local Hölder continuity of our weak solutions using the methods outlined in

[D], and later in [M] and [SW1].

Definition 4.4.1. Given α > 0, we say that a function g : Ω → R is α-Hölder

continuous on Ω with respect to the quasi-metric d if there exists C > 0 such that for

every x, x′ ∈ Ω,

|g(x)− g(x′)| ≤ Cd(x, x′)α. (4.34)

It is important to notice that if α = 1, then g is Lipschitz with respect to the quasi-

metric d.

As we will see in a moment, the machinery from the previous sections is sufficient

to establish local Hölder continuity with respect to the quasi-metric d. We often wish,

however, to establish Hölder continuity in the classical Euclidean sense in order to

test for differentiability of our weak solution. To that end, we shall follow [FP] and

impose one final structural assumption on our space:

Definition 4.4.2. Ω is said to satisfy a Fefferman-Phong containment condition if

there exist positive constants C, ε and δ such that for every x ∈ Ω and 0 < r <

δdist(x, ∂Ω)

D(x, r) ⊂ B(x,Crε) (4.35)
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where D is a Euclidean ball.

Lemma 4.4.3. Let

0 < δ <
8κ5 − 1

Ceuc8κ5

. Fix y ∈ Ω and choose 0 < ρ < 1
γ
δdist(y, ∂Ω) where γ is as in (2.1.4). Then

1. For every x ∈ B(y, ρ), B(x, 2ρ) is also δ-local.

2. If (Ω, d, µ) satisfies the containment condition (4.35), then for all x, x′ ∈ B(y, ρ),

d(x, x′) ≤ C|x− y|ε.

Proof. For part 1, given x ∈ B(y, ρ) we have (since γ ≥ 3) that

3ρ ≤ γρ

< δdist(y, ∂Ω)

≤ δ(|y − x|+ dist(x, ∂Ω))

≤ δ(Ceucρ+ dist(x, ∂Ω))

≤ ρ+ δdist(x, ∂Ω)

whence

2ρ < δdist(x,Ω).

For part 2, suppose (Ω, d, µ) satisfies the containment condition (4.35). Let x, x′ ∈
B(y, ρ). By part 1, the ball B(x, 2ρ) is δ-local, so (4.35) holds for all B(x, r) ⊂
B(x, 2ρ). Suppose for the sake of contradiction that d(x, x′) > C|x − x′|ε. Then(
d(x,x′)
C

) 1
ε
> |x − x′|. Set r = 1

2

((
d(x,x′)
C

) 1
ε

+ |x− x′|
)
. Then r > |x − x′|, so

x′ ∈ D(x, r). But x′ /∈ B(x,Crε) = B(x, d(x, x′)), a contradiction.

Theorem 4.4.4. Suppose Ω is bounded. Let

0 < δ′ ≤ 8κ5 − 1

8κ5Ceuc

be sufficiently small that (3.19) holds for some σ > 0, (3.20) holds for some b > 0 and

(3.21) holds for some τ > 0 and suppose that f ∈ L∞(Ω). Let δ = τ2

b
δ′ and fix y ∈ Ω

and choose 0 < ρ < 1
γ
δdist(y, ∂Ω) where γ is as in (2.1.4). Then there exists α > 0

such that (u,∇u) is α-Hölder continuous on B(y, ρ) with respect to the quasi-metric

d. Moreover, if the containment condition (4.35) holds, then (u,∇u) is αε-Hölder

continuous in the Euclidean metric.
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Proof. Let 0 < r ≤ ρ and define

ωy(r) = ess sup
x∈B(y,r)

u(x)− ess inf
x∈B(y,r)

u(x)

If ωy(r) = 0, then u is constant on B(y, r), so there is nothing to show. So assume

that ωy(r) > 0. Moreover, by Theorem 4.2.4, u ∈ L∞(B(y, r)), so ωy(r) < ∞. Now,

define

M = −1

2

(
ess sup

x∈B(y,r)

u(x) + ess inf
x∈B(y,r)

u(x)

)
.

Then we have that

ess sup
x∈B(y,r)

(u(x) +M)

= ess sup
x∈B(y,r)

u(x)− 1

2
ess sup

x∈B(y,r)

u(x)− 1

2
ess inf

x∈B(y,r)
u(x)

=
1

2
ωy(r)

and similarly that

−ess inf
x∈B(y,r)

(u(x) +M) =
1

2
ωy(r).

Let u+ = 1 + u+M
1
2
ωy(r)

and u− = 1 − u+M
1
2
ωy(r)

. Then since (u,∇u) is a weak solution to

(3.3) in Ω, we obtain by Lemma 3.2.2 with f(x) = 1+ x+M
1
2
ωy(r)

that (u+,∇u+) is a weak

solution to

div(Q∇u+) =
f

1
2
ωy(r)

in Ω, and similarly (u−,∇u−) is a weak solution to

div(Q∇u−) = − f
1
2
ωy(r)

in Ω. Note that all results that held for (3.3) will also hold for these equations as

well upon replacing f with f
1
2
ωy(r)

. (Note that in the case of the log estimate, Lemma

4.3.1, the quantity D will not depend on ωy(r) when k = r2 ||f ||L∞(Ω)

ωy(r)
). In particular,

the Harnack inequality holds for these equations. Both u+ and u− are nonnegative

on B(y, r) ⊃ B(y, τr) (where τ is as in (4.32)) by construction. Moreover, since

u+ +u− = 2, we have that either ess supx∈B(y,τr) u+(x) ≥ 1 or ess supx∈B(y,τr) u−(x) ≥
1. Suppose the former holds. Then

ess sup
x∈B(y,τr)

(u+(x) + 2ωy(r)
−1m(r)) ≥ ess sup

x∈B(y,τr)

u+(x) ≥ 1
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where m(r) is as in Theorem 4.3.3. Applying an adapted version of the Harnack

inequality (4.32), we see that

1 ≤ Charess inf
x∈B(y,τr)

(u+(x) + 2ωy(r)
−1m(r))

or equivalently that

C ′ ≤ ess inf
x∈B(y,τr)

(u+(x) + 2ωy(r)
−1m(r))

where C ′ = C−1
har. Hence

0 < C ′ ≤ u+(x) + 2ωy(r)
−1m(r)

for almost every x ∈ B(y, τr). Expanding this, we have

C ′ ≤ 1 +
u(x) +M

1
2
ωy(r)

+ 2ωy(r)
−1m(r)

or equivalently

−1

2
ωy(r)(1− C ′)−m(r) ≤ u(x) +M ≤ 1

2
ωy(r)

for almost every x ∈ B(x, τr). This means that

ess inf
x∈B(y,τr)

u(x) ≥ −1

2
ωy(r)(1− C ′)−m(r)

and

ess sup
x∈B(y,τr)

(u(x) +M) ≤ 1

2
ωy(r).

Thus we obtain at last

ωy(τr) = ess sup
x∈B(y,τr)

u(x)− ess inf
x∈B(y,τr)

u(x) (4.36)

= ess sup
x∈B(y,τr)

(u(x) +M)− ess inf
x∈B(y,τr)

(u(x) +M)

≤ 1

2
ωy(r) +

1

2
ωy(r)(1− C ′) +m(r)

=

(
1− 1

2
C ′
)
ωy(r) +m(r)

for 0 < r ≤ ρ. A similar calculation shows that the estimate (4.36) also holds if

u− ≥ 1. We now apply Lemma 8.23 from [GT], which we present here:
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Lemma 4.4.5. Let ωy be a nondecreasing function on an interval (0, R0] satisfying,

for all R ≤ R0, the inequality

ωy(τR) ≤ γωy(R) + σ(R)

where σ is also nondecreasing and 0 < γ, τ < 1. Then for any θ ∈ (0, 1] and R ≤ R0,

we have

ωy(R) ≤ C

((
R

R0

)α
ωy(R0) + σ

(
RθR1−θ

0

))
where C = C(γ) and α = α(γ, τ, θ) are positive constants.

The application is obvious with σ = m and γ = (1 − 1
2
C ′) (by conincidence, the

τ and ωy in the lemma and the rest of the proof coincide). Hence we obtain

ωy(r) ≤ C

((
r

ρ

)α
ωy(ρ) +m(rθρ1−θ)

)
. (4.37)

Examining the proof of Lemma 8.23 of [GT], we find the precise definition of α:

α = (1− θ) log γ

log τ

= (θ − 1) log 1
τ

(
1− 1

2
C ′
)
> 0.

Now, note that

m(rθρ1−θ) = (rθρ1−θ)||f || q
2

=

(
r

ρ

)θ
ρ||f || q

2
=

(
r

ρ

)θ
m(ρ). (4.38)

Substituting (4.38) into (4.37), we obtain

ωy(r) ≤ C

((
r

ρ

)α
ωy(ρ) +

(
r

ρ

)θ
m(ρ)

)
(4.39)

for all 0 < r ≤ ρ < 1 and θ ∈ (0, 1), where C depends only on Char. Choosing θ such

that

α = (θ − 1) log 1
τ

(
1− 1

2
C ′
)
< θ,

(4.39) becomes

ωy(r) ≤ C(ωy(ρ) +m(ρ))

(
r

ρ

)α
(4.40)

for 0 < r ≤ ρ < 1, where C depends only on Char.
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Fix x, x′ ∈ B(y, ρ). We wish to use (4.40) to deduce Hölder continuity of u on

B(y, ρ). Note that the estimate (4.40) holds for any δ-local ball B(y′, r) with r < ρ,

so by Lemma 4.4.3, it holds for B(y′, ρ) for any y′ ∈ B(y, ρ). If d(x, x′) ≥ ρ, then

|u(x)− u(x′)| ≤ ωy(ρ)

≤ C(ωy(ρ) +m(ρ))

(
ρ

ρ

)α
≤ C(ωy(γρ) +m(ρ))

(
d(x, x′)

ρ

)α
.

So suppose d(x, x′) < ρ. Let β0 = ρ
d(x,x′)

> 1. Then for every 1 < β ≤ β0 we have

both that x′ ∈ B(x, βd(x, x′)) and, since βd(x, x′) ≤ ρ, that B(x, βd(x, x′)) is δ-local

by Lemma 4.4.3. Hence

|u(x)− u(x′)| ≤ ωx(βd(x, x′))

≤ C(ωx(ρ) +m(ρ))

(
βd(x, x′)

ρ

)α
≤ C(ωy(γρ) +m(ρ))

(
βd(x, x′)

ρ

)α
for every 1 < β ≤ β0. Taking the limit as β → 1+, we obtain once again that

|u(x)− u(x′)| ≤ C(ωy(γρ) +m(ρ))

(
d(x, x′)

ρ

)α
. (4.41)

Thus u is α-Hölder continuous with respect the the d on B(y, ρ). Moreover, if (Ω, d, θ)

satisfies the containment condition (4.35), then by Lemma 4.4.3, we may replace

d(x, x′) by C|x − x′|ε, so that u is αε-Hölder continuous in the Euclidean sense on

B(y, ρ).



Chapter 5

Discussion

In this thesis we have been following primarily the work of Sawyer and Wheeden

in [SW1], which in turn follows the work of DeGiorgi and Moser in [D] and [M].

Although we have dealt soley with the simple equation (3.3), the methods used here

generalize to more complicated equations. In particular, they apply to general second

order degenerate linear elliptic equations of the form

div(Q∇u) + HRu+ S’Gu+ Fu = f in Ω (5.1)

where R = (R1, . . . , Rn) and S = (S1, . . . , Sn) are n-tuples of first order vector fields

(S’ denotes the formal adjoint of S) subunit with respect to Q(x, ξ) in Ω, H and

G are measurable Rn-valued functions on Ω and F , f are measurable real-valued

functions on Ω. A first-order vector field V (x) =
n∑
i=1

vj(x)Dj identified with the

vector v(x) = (v1(x), . . . , vn(x)) is called subunit with respect to Q(x, ξ) in Ω if

(v(x)> · ξ)2 ≤ Q(v(x), ξ) for almost every x ∈ Ω, ξ ∈ Rn.

Regularity and existence of solutions to equations of this type have been treated in

[SW1] and [R]. There, the core of the arguments are identical to those found above.

The lower-order terms H, R, S, G, and F are estimated separately in all of the

important inequalities.

More recently, Montecelli, Rodney and Wheeden have treated a still-more general

class of second order degenerate quasi-linear elliptic equations in [MRW] and a sequel

currently in pre-publication. Given A : Ω× R× Rn → Rn and B : Ω× R× Rn → R,
these are equations of the form

div(A(x, u(x),∇u(x))) = B(x, u(x),∇u(x)) for x ∈ Ω. (5.2)

In (5.2), the functions A,B are assumed to satisfy the following: there exists a vector
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Ã(x, z, ξ) such that for almost every x ∈ Ω and every (z, ξ) ∈ R×Rn, the conditions

A(x, z, ξ) =
√
Q(x)Ã(x, z, ξ)

ξ · A(x, z, ξ) ≥ a−1|
√
Q(x)ξ|p − h(x)|z|γ − g(x)

|Ã(x, z, ξ)| ≤ a|
√
Q(x)ξ|p−1 + b(x)|z|γ−1 + e(x)

|B(x, z, ξ)| ≤ c(x)|
√
Q(x)ξ|ψ−1 + d(x)|z|δ−1 + f(x)

hold relative to some particular nonnegative definite symmetric matrix Q(x) with

|Q(x)| ∈ L1
loc(Ω), where a, γ, ψ, δ > 1 are constants and b, c, d, e, f, g, h are nonnega-

tive functions of x in Ω. There, the same basic structure of argument is used: showing

that a weak solution is an A2 weight using a (now greatly modified) version of the

John-Nirenberg inequality and combining that with mean-value estimates to estab-

lish a local Harnack inequality. Given all this, it appears that a large nail has been

put in the coffin, so to speak, for the regularity of degenerate (quasi)-linear elliptic

equations. The reader is strongly encouraged to investigate this further. The modi-

fications required to adapt the theory presented here to the more general cases just

described are non-trivial and very interesting.



Appendix A

The Sobolev Space W 1,2(Ω)

Let (Ω, d, µ) be a homogeneous space. In order to more rigorously define W 1,2(Ω), we

must first weaken our notion of the derivative of a function u : Ω→ R. Recall that if
u is differentiable and ϕ ∈ C∞c (Ω), then the integration by parts formula yieldsˆ

Ω

uDiϕdµ =

ˆ
∂Ω

uϕds−
ˆ

Ω

Diuϕdµ = −
ˆ

Ω

Diuϕdµ. (A.1)

This equivalence motivates the following definitions:

Definition A.0.1. Let u ∈ L1
loc(Ω). Then for 1 ≤ i ≤ n we say that v is the

weak partial derivative of u in the direction xi, (or the partial derivative of u in the

sense of distributions in the direction xi) ifˆ
Ω

uDiϕdµ = −
ˆ

Ω

vϕdµ

for every ϕ ∈ C∞c (Ω). If for each i = 1, . . . , n, u has a weak derivative in direction xi,

we simply call u weakly differentiable on Ω.

Definition A.0.2. Let u ∈ L1
loc(Ω) be weakly differentiable. Then we define the

weak gradient of u by

∇u = (v1, . . . , vn) (A.2)

where vi is the weak partial derivative of u in the direction xi.

Remark A.0.3. Note that derivatives defined in this way are unique if they exist

(see Chapter 1 of [AF]). Hence if u is differentiable, its weak derivatives will coincide

with its partial derivatives by (A.1). That is, weak-derivatives are generalizations of

derivatives. Similarly, the weak gradient ∇ is a generalization of the classical gradient,

since for a differentiable function, the two are identical.

Definition A.0.4. Let Ω ⊂ Rn be open. We define the Sobolev space W 1,2(Ω) by

W 1,2(Ω) = {u ∈ L2(Ω) : ∇u ∈ (L2(Ω))n}

where ∇u is as in (A.2).
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Appendix B

Lebesgue’s Differentiation Theorem for Homogeneous

Spaces

Here, we take a moment to generalize Lebesgue’s differentiation theorem to a homo-

geneous space (Ω, d, µ). The following covering lemma is standard, and is available

on page 843 of [SW2], so we present it without proof. The proofs of the other results

are adapted from arguments used in [F] and [SM].

Lemma B.0.1 (Vitali). Suppose {Bα}α∈A is a family of balls contained in some fixed

ball B ⊂ Ω. Then there is a countable subcollection {Bi}i∈I of these balls such that

(i) Bi ∩Bj = ∅ if i 6= j,

(ii) Every Bα is contained in some B∗i , where B∗i is the ball concentric with Bi and

radius κ+ 4κ2 times that of Bi,

(iii) | ∪α∈A Bα|µ ≤ C ′
∑

i∈I |Bi|µ,

and where C ′ = C ′(κ,C), κ is as in (2.3) and C is as in (2.15).

Definition B.0.2. Let f ∈ L1
loc(Ω). Define the d-Hardy-Littlewood maximal function

Md(f) by

Md(f)(x) = sup
r>0

1

|B(x, r)|µ

ˆ
B(x,r)

|f |dµ. (B.1)

Define also the uncentred d-Hardy-Littlewood maximal function by

Ud(f)(x) = sup
B3x

1

|B|µ

ˆ
B

|f |dµ. (B.2)

Lemma B.0.3 (The Maximal Theorem). Let f : Ω→ R. Then

(a) If f ∈ L1(Ω), then for every α > 0,

|{x ∈ Ω : (Md(f)(x) > α}|µ ≤
C ′

α

ˆ
Ω

|f |dµ.

55



56

(b) If f ∈ Lp(Ω), 1 < p ≤ ∞, then Md(f) ∈ Lp(Ω) and

||Md(f)||p ≤ C ′′||f ||p.

(c) If f ∈ Lp, 1 ≤ p ≤ ∞, then Md(f) is finite almost everywhere.

The constant C is as in (2.15), C ′ = C ′(C, κ) and C ′′ = C ′′(C, p).

Proof. We first remark that Md < Ud, since Ud simply considers more balls, so we

will prove the theorem for Ud, which will imply that it holds forMd as well. To prove

(a), let α > 0, let Eα = {x ∈ Ω : Ud(f)(x) > α} and let E ⊂ Eα be compact. By

definition of Ud, for each x ∈ E there exists a ball Bx so that x ∈ Bx and

|Bx|µ ≤
1

α

ˆ
Bx

|f |dµ. (B.3)

The collection {Bx}x∈E forms an open (since Ω was a homogeneous space) cover of

E, so there exists a finite subcollection of {Bx}x∈E which also covers E. By Lemma

B.0.1, we may select a disjoint subcollection of the finite subcollection B1, . . . , Bn

such that

|E|µ ≤ C ′
n∑
i=1

|Bi|µ. (B.4)

Combining (B.3) and (B.4), we obtain

|E|µ ≤ C ′
n∑
i=1

1

α

ˆ
Bx

|f |dµ ≤ C ′

α

ˆ
Ω

|f |dµ

since the balls are disjoint. Taking the supremum over all compact subsets E proves

(a).

Moving on to part (b), define f1(x) = f(x) if |f(x)| > α
2
and 0 otherwise. Then

we have that Ud(f) ≤ Ud(f1) + α
2
. This yields that {x ∈ Ω : Ud(f) > α} ⊂ {x ∈ Ω :

Ud(f1) > α
2
}. Applying part (a), we obtain

|{x : Ud(f)(x) > α}|µ ≤
∣∣∣{x : Ud(f1)(x) >

α

2

}∣∣∣
µ

≤ C

α

ˆ
Ω

|f1|dµ

=
C

α

ˆ
{x:|f |>α

2
}
|f |dµ. (B.5)
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By Theorem 8.16 of [R3], we have thatˆ
Ω

(Ud(f))pdµ = p

ˆ ∞
0

|{Ud(f) > α}|µαp−1dα, (B.6)

and combining (B.5) and (B.6), we obtain

||Ud(f)||pp ≤ Cp

ˆ ∞
0

[ˆ
{|f |>α

2
}
|f |dµ

]
αp−2dα

= Cp

ˆ
Ω

ˆ 2|f |

0

|f |αp−2dαdµ

=
Cp

p− 1
2p−1||f ||pp

which proves part (b). Part (c) is immediate from the preceding parts, so we are

done.

Lemma B.0.4. If f ∈ L1
loc(Ω), then

lim
r→0

1

|B(x, r)|µ

ˆ
B(x,r)

fdµ = f(x)

for almost every x ∈ Ω.

Proof. Let f ∈ L1
loc(Ω). Since the estimate we are trying to prove is local in nature

(that is, since we will be integrating over smaller and smaller balls) we may assume

that f ≡ 0 outside of some large ball, so that f ∈ L1(Ω). We proceed by proving that

the set

Aα =

{
x ∈ Ω : lim

r→0

1

|B(x, r)|µ

ˆ
B(x,r)

|f − f(x)|dµ > α

}
is of measure 0 for all α > 0.

Fix α > 0, ε > 0. By the density of C(Ω) in L1(Ω), there exists g ∈ C(Ω) such

that
´

Ω
|f − g|dµ < ε. Now, we obtain

1

|B(x, r)|µ

ˆ
B(x,r)

|f − f(x)|dµ

≤ 1

|B(x, r)|µ

ˆ
B(x,r)

|f − g|dµ+
1

|B(x, r)|µ

ˆ
B(x,r)

|g − g(x)|dµ+ |f(x)− g(x)|

≤Md(f − g)(x) + δ(r) + |f(x)− g(x)|

for every x ∈ Ω, where δ(r) is some function such that |g(y)− g(x)| < δ(r) whenever

|y − x| < r (note that δ(r) is well-defined since g is continuous). Note also that

δ(r)→ 0 as r → 0.
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By the above, if x ∈ Aε, then either Md(f − g)(x) > ε
2
or |f(x)− g(x)| > α

2
. But

by Lemma B.0.3, we have that∣∣∣{x ∈ Ω : Md(f − g)(x) >
α

2

}∣∣∣
µ
≤ C

α
||f − g||1 <

C

α
ε

and by Chebychev’s inequality (Theorem 6.17 of [F])∣∣∣{x ∈ Ω : |f(x)− g(x)| > α

2

}∣∣∣
µ
≤ ||f − g||1

α
<
ε

α
.

Thus both of these sets are of measure 0 and we are done.

Theorem B.0.5 (Lebesgue’s Differentiation Theorem for Homogeneous Spaces). Let

(Ω, d, µ) be a homogeneous space and let f ∈ L1
loc(Ω). For every x ∈ Ω such that

lim
r→0

1

|B(x, r)|µ

ˆ
B(x,r)

fdµ = f(x) (B.7)

holds (in particular, for almost every x ∈ Ω), given a family {Er}r>0 such that

• Er ⊂ B(x, r) for every r > 0

• there exists C > 0 independent of r such that C|Er|µ > |B(x, r)|µ for every

r > 0

we have that

lim
r→0

1

|Er|µ

ˆ
Er

fdµ = f(x).

Proof. Choose x ∈ Ω such that (B.7) holds and let {Er}r>0 satisfy the above hy-

potheses. Then∣∣∣∣ 1

|Er|µ

ˆ
Er

fdµ− f(x)

∣∣∣∣ ≤ 1

|Er|µ

ˆ
Er

|f − f(x)|dµ

≤ C

|B(x, r)|µ

ˆ
B(x,r)

|f − f(x)|dµ

which tends to 0 as r → 0 by Lemma B.0.4.
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