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Abstract

This thesis presents a novel method on a Smart-phone for ECG tele-monitoring signal analysis. The proposed system focuses on QRS complex detection, beat classification and arrhythmias classification. In the regular process, the QRS complex is detected by the Pan-Tompkins algorithm and classified as normal sinus rhythms (SRs) or premature ventricular contractions (PVCs) by existing classification methods. Subsequently, the Lempel-Ziv (LZ) complexity measure, including the K-Means clustering algorithm and the LZ complexity analysis, is utilized to further separate the high risk arrhythmias, ventricular tachycardia (VT) or ventricular fibrillation (VF). In this procedure of the high risk arrhythmias, three consecutive PVC beats in a row are considered to be an indication of the beginning of VT rhythms, at which point the following data points will be saved until up to a certain window length long are reached. The window length long ECG signal will be further classified as VT or VF by several new decision rules with heart rate detection. Furthermore, the proposed system successfully implemented on a Smart-phone adopts the time frames to indicate the analysis report for improving the reliability and error detection of arrhythmias. The new analysis method presents fairly good performance results when applied to testing records chosen from the MIT-BIH database.
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Chapter 1

Introduction

This chapter presents a simple research background, motivations, objectives as well as contributions of this study. A brief outline would be proposed at the end of this chapter.

1.1 Research Background

Cardiovascular disease (CVD) is the major threatening disease as well as one of the three leading factors of mortality in the world [10]. Generally speaking, patients with heart problems need to undergo a cardiac test at the hospital by using the electrocardiographic devices or instruments. An electrocardiogram (ECG) produced by an electrocardiographic device for tracking cardiac activity is widely adopted as an important indicator to record abnormal heart function and morphology, which usually measures in a non-invasive way via skin electrodes. After testing, a cardiologist makes a diagnosis that combines the ECG with the clinical symptoms to take into consideration whether there has been an abnormality in the patient’s heart condition. However, the use of single ECG makes the cardiologist cause the personal subjective opinion, leading to the undetected issues of two aspects: congenital heart disease and coronary heart disease. For example, some patients with coronary artery disease manifest the normal signs of heart rhythm at most of the time until their hearts are suddenly attacked by the potential arrhythmias. As well, some patients with abnormal heart rhythms are difficult to be detected and may need to be monitored or measured over an extended period of time for accurate diagnosis by a cardiologist [11, 12]. Normally, it may not be necessary to keep the patients hospitalized for a few days of observation if there are no immediate life-threatening cardiac arrhythmias. Therefore, ECG tele-monitoring analysis systems have become a developing trend, to allow the patient to continue regular daily living while providing real-time diagnosis and keeping the Emergency Health Center updated on its user. Figure 1.1 shows
an ECG tele-monitoring analysis system. Currently, ECG tele-monitoring analysis systems have various types that can be divided into two modes in terms of operation: real-time mode and store-and-forward mode [13]. In the real-time mode, the patients’ data are analyzed after acquisition, and then an intermediary platform (e.g., Personal Computer, Personal Digital Assistant (PDA) , etc.) is utilized to transmit or analyze the ECG signal in real-time. In the store-and-forward mode, the patients’ data are acquired and stored, accessing or downloading the data at a later time for offline analysis.

In recent years, studies have been mainly focusing on ECG tele-monitoring analysis systems [14, 15, 16]. Both flexible and user-friendly, it connects the remote Emergency Health Center to the patients, therefore making the system more practical, and allowing patients to have a normal lifestyle. There are three types of ECG tele-monitoring analysis systems [17].

1. Systems that record ECG signal and perform offline classification;
2. Systems that perform remote real-time classification;
3. Systems that provide local classification in real-time.
The first one, Holter monitor, is generally worn for 24-48 hours during normal activity. After this period, it is returned to a cardiologist who then examines the records and diagnoses whether there has been any arrhythmia. Holter presented to the representative is adopted to continuously monitor and record the electrical conduction system of the heart [18]. Figure 1.2 illustrates that a Holter is attached to monitor the user; the ECG strip maps the data from the Holter detection device. The drawback of using a Holter is that it cannot perform a real-time analysis on the ECG tele-monitoring analysis system.

Figure 1.2: (A) Holter is attached to a user (B) Electrocardiogram strip

In order to overcome the Holter’s shortcomings, people began to work on improving the heart monitor devices combining majority of wireless mobile devices with the Holters for adding an online diagnosis function. Holter was developed and expanded, becoming a part of ECG tele-monitoring analysis system in real-time to monitor people’s health and wellbeing in home health care. In the second type, researchers utilize a mobile phone or a PDA as an intermediary platform, sending the ECG signal from the heart monitor device to a remote Health Service Station, where the cardiologist is available to analyze the ECG signal and give a diagnostic feedback to the user in the real-time [19, 20]. Still, the diagnostic period may be too long for the patients who need an immediate diagnosis and medical attention. There are several applications, such as Alive technology [21], Vitaphone [22]. To overcome these restrictions,
a most popular solution where an intermediary platform (e.g., Smart-phone, PDA, Tablets with 3G (Third-generation), etc.) can perform local ECG signal analysis [17, 23, 24, 25, 26], and then send the abnormal data to a remote Health Service Station for further consultation with a doctor, or for measurement with historical information of the patient. Some examples are @home [27], or OSIRIS-SE [28]. However, this method still needs a cardiologist to give online instructions and suggestions, missing the timely rescue, increasing the human resource cost and restricting the application range.

1.2 Motivations

Heart disease causes death in one out of every three people [10]. Heart disease has been being the healthy hot issue because of the most significant cause of mortality in the world. According to the statistics [29], somebody dies of heart disease or stroke, every 7 minutes in Canada. As well, one of the important social problems in Canada we are facing now is the dramatically increasing percentage of the elderly population. The risk of CVD increases with your age, which means that there is a greater risk of CVD over age of 45 for men or 55 for women [29]. Considering this data as it relates to the aging population situation, Health Canada costs more than $22.2 billion every year for heart disease and stroke [29]. The escalating numbers of aged persons in Canada will continue to be a huge challenge in nursing homes and hospitals with regards to the financial and staffing costs. In addition, due to the accelerated pace of life, people are under more and more intensive stress than before. They ignore their health, so sudden death occurs without any medical symptom. Therefore, the focus of modern medicine has been shifting from disease diagnosis to disease prevention and control services. Since people are more concerned about their health, they strive to achieve a healthier lifestyle. There is a great demand on cost-effective devices which can monitor the physical fitness and improve the user quality of life, especially, cardiac health. With the development of wireless communication, tele-health and tele-medicine systems considered a new and emerging area have been playing an crucial role in creating versatile and cost effective alternatives to assist health care.
Over the years, most research has been dedicated to hardware issues of ECG tele-monitoring analysis systems, such as ECG signal acquisition devices [30], different telecommunication intermediary platforms [17, 27], transmission modes of communication [31], transmission protocols [32] and wireless sensor networks [33]. Along with related development of new generation mobile technologies, the hardware issues of ECG tele-monitoring analysis systems have been improved remarkably. However, little research has been done to take the performance of ECG signal analysis into consideration before in the tele-monitoring analysis system. For example, some authors have not explicitly pointed out the kind of ECG signal analysis performed in these presented systems [34], particularly the classification of the life-threatening cardiac arrhythmias, such as Ventricular Tachycardia (VT) and Ventricular Fibrillation (VF). Besides, some researches proposed an architecture of the system and did not fully describe in details the performance of the algorithm they used [35]. Most of the algorithms were tested against their own database rather than a standard database, making it difficult to compare and evaluate their performance [36]. One could argue that these algorithms implemented on simulation platforms are too complex, and would add too much of a computation overhead to the hardware in practical application.

1.3 Objectives

The main objective of the thesis is to address an ECG signal analysis system with a novel method to improve analysis accuracy of the ECG tele-monitoring analysis system and tackle existing gaps of the current study. The proposed system implemented on a Smart-phone has a reliable and robust capacity to independently detect, and systematically classify the ECG signal based on time-domain, particularly, the arrhythmias classification of VT and VF by several new decision rules with heart rate detection. Therefore, the abnormal situation doesn’t need to be transmitted to the remote Health Service Station for further analysis by a cardiologist when detecting and classifying VT and VF after a period of time. In other words, if the life-threatening arrhythmias can be efficiently detected and classified, the Smart-phone will automatically send an alert message to the remote Emergency Health Center for the timely rescue. Also, the analysis report adopts the time frames to improve the reliability
and error detection of arrhythmias in the proposed system. There are three aspects to achieve my objectives as follows.

To begin with, an algorithm architecture would be proposed, which consists of combining mature algorithms (the Pan-Tompkins algorithm [37], and the Lempel-Ziv (LZ) complexity measure algorithm [38]) separately represented by previous research in ECG signal analysis. The algorithm architecture is fast and computationally effective to be implemented on a Smart-phone for detection and classification of the ECG signal.

Secondly, the LZ complexity measure algorithm has two parts that includes coarse-graining process and complexity analysis for farther separation of the high risk arrhythmias, VT or VF. The coarse-graining process as a main part of LZ complexity measure determines how much inherent information can be retained and will consequently impact the VT and VF distinction. The question of different coarse-graining approaches interpretability in ECG signal analysis and their influence on the performance of ECG classification have not yet been previously addressed in the literature. There are four methods (K-Means clustering algorithm, Mean-value algorithm, Midpoint algorithm and Median algorithm) to be utilized in the coarse-graining process aiming at gaining a better understanding of their impact on the classification of ECG signal.

In addition, VT has two different features, monomorphic VT and polymorphic VT. Some authors only discussed the classification of monomorphic VT and VF, however, the ECG signal may contain mixed arrhythmias for a practical application, e.g. VT with monomorphic and polymorphic, 2 seconds VT followed by 2 seconds VF. Few works have taken this into consideration before. The thesis presents several new classification rules to recognize VT and VF from continuous and mixed ECG signals in this study. By combining these rules with heart rate detection, a new analysis method is described in the ECG analysis system. Then, the proposed system is implemented on a Smart-phone by using the MIT-BIH database [9] for testing.

1.4 Contributions

In this section, the scientific contributions were presented along with the corresponding or in pressing publications. The contributions of this thesis are three-fold as
follows.

1.4.1 Contributions to a novel analysis method

An algorithm architecture was presented, which consists of the Pan-Tompkins algorithm [37] and the Lempel-Ziv (LZ) complexity measure algorithm [38] in ECG signal analysis system. As well, the LZ complexity measure that includes the K-Means clustering algorithm and the LZ complexity analysis was utilized to further separate the high risk arrhythmias, VT or VF. The K-Means clustering algorithm was firstly addressed to refine the raw ECG signal in a coarse-graining process which yields much better performance of classification in the LZ complexity analysis. In addition, a novel analysis method was presented to recognize VT and VF in this study. The proposed system successfully implemented on a Smart-phone adopts the time frames to create the analysis report for improving the reliability and error detection of arrhythmias. Finally, the new analysis method indicates fairly good performance results when applied to the MIT-BIH database [9].


1.4.2 Contributions to coarse-graining process analysis

The Lempel-Ziv (LZ) complexity measure [38] has been applied to classify VT and VF. The coarse-graining process plays a crucial role in the LZ complexity measure analysis, which directly affects the separating performance of VT and VF in ECG signal analysis. The coarse-graining approach based on the K-Means clustering algorithm on the performance of ECG arrhythmias classification has not yet been previously addressed in the literature.

A paper[40] published in 2011 EMBS presents four coarse-graining process approaches (the K-Means clustering algorithm, the Mean-value algorithm, the Mid-point algorithm and the Median algorithm). The results show that K-Means algorithm is superior to the other three approaches in VT and VF separation.
1.4.3 Contributions to arrhythmias distinction

A novel, and computationally fast method was used to classify monomorphic VT and VF, which utilized a histogram and average absolute deviation. The novelty of this method is that ECG signal statistics, morphological analysis, the histogram of signal (density estimation) and average absolute deviation altogether have been used to achieve a higher classification rate. The Student’s t-test was used to analyze and reveal the significance in the histogram approach for monomorphic VT and VF arrhythmias distinction.

1.5 Organization

Chapter 1 introduces research background, motivations, objectives, contributions and outline of the thesis.

Chapter 2 starts by describing the basic concepts of ECG signal analysis, types of abnormal rhythm and the proposed ECG signal analysis system.

Chapter 3 details feature extraction. The primary part is to describe diagnostic and morphologic feature vector with time series for ECG signal analysis. There are three parts to refine some special properties within the ECG signal, which makes it to accurately detect and classify kinds of arrhythmias.

Chapter 4 investigates the algorithm for classification arrhythmia that includes the coarse-graining process and the LZ complexity analysis. In the coarse-graining process, there are four methods (K-Means clustering, Mean-value, Mid-point and Median-value) to be addressed for performance estimation. Besides, there are several new classification rules with heart rate detection to be used for separation of arrhythmias. Third part is to analyze the coarse-graining process, and makes a comparison between the K-Means clustering and the Mean-value algorithm. In addition, there is a novel method based on histogram and average absolute deviation, to be used for the arrhythmias distinction, monomorphic VT and VF.

Chapter 5 focuses on the implementation of the proposed system and evaluates the results by using the MIT-BIH database.

Chapter 6 shows the conclusion and describes the future work of the ECG analysis system.
Chapter 2

ECG Signal Analysis System

This chapter is to introduce ECG interpretation, various types of heart arrhythmias and an architecture of ECG analysis system. Firstly, there are some basic ECG terminologies to be interpreted for better understanding this proposed system. Then, abnormal heart rhythms are briefly described, and classified by the position where the arrhythmias are caused. Last but not least, this proposed system employed two mature algorithms (Pan-Tompkins algorithm [37], and Lempel and Ziv (LZ) complexity measure algorithm [38]) to detect and systematically classify the ECG signal.

2.1 Introduction

In clinical testing, the ECG has already been widely adopted to record many types of abnormal heart function and heart morphology. More specifically, an electrocardiographic device as a clinical testing tool monitors and tracks the electrical manifestation of the contractile activity of the heart related to the impulse that transmits through the heart [41]. The ECG tracing generated by pacemaker cells from the Sinoatrial node (SA) is recorded and displayed on a standard ECG graph paper which consists of small and large squares when the heart is beating in an ECG test [41]. A standard ECG tracing of a heartbeat cycle includes a P wave, a PR interval, a PR segment, a QRS complex, a ST segment, a ST interval, a QT interval and a T wave [42]. Normally, there are ten of electrodes to refer to the tracing of the voltage, yielding twelves of this type of lead recording on the ECG graph paper [1]. According to the ECG with the clinical symptoms, a cardiologist would make an effective diagnosis and evaluation, taking into consideration whether the heart has been suffering from arrhythmias.
2.1.1 The Conduction System of the Heart [1, 2, 3]

The conduction system of the heart describes the rhythmic contractile activity of the heart, which is made up of three main parts, Sinoatrial node (SA), Atrioventricular node (AV) and His-Purkinje system [41]. Figure 2.1 illustrates the whole conduction system of the heart [7]. The SA node located in the superior right corner of the right atrium is considered as the "Heart’s pacemaker", which controls electrical propagation at a regular rate (60 -100 beats per minute(bpm) ). The cardiac electrical impulses originate from the SA node, triggering cardiac contraction and setting the rate of contraction of the heart. Some pacemaker cells in the heart can generate periodic impulses which create the heart rate, and to rapidly conduct the stimuli to the whole heart. In other words, these pacemaker cells make up the cardiac conduction system that is a specialized pathway for the impulse spreading through the heart.

![Conduction System of the Heart](image)

Figure 2.1: The conduction system of the heart[7]

The intrinsic electrical conduction makes the stimuli from the SA to the AV. The AV node located near the bottom of the right atrium is conducting bridge between atria and ventricle, which provide two functions: physiological conduction delay and protection of the ventricles. The AV node includes three regions: the atrionodal (AN) region, the nodal (N) region and the nodal-His (NH) region [2]. Figure 2.2
Figure 2.2: AV node conduction system [8]

illustrates the location of these regions. These stimuli are extremely slow, about 0.02 - 0.05 meters per second (mps) in the N region [2]. Therefore, it can generate an effective conduction delay that makes atrial contraction to be completed before the ventricular contraction begins. Autonomic fibers can innervate the AV junction to adjust the conduction velocity. Heart cells have the autorhythmicity in the AV junction, particularly in the AN and NH regions [2].

Figure 2.3: The His-Purkinje system [8]

Normal physiology further enables electrical stimuli to be relayed down from the
AV node to the ventricles or His-Purkinje system, and then be transmitted respectively to the right bundle branch and the left bundle branch. Finally, the left bundle branch divided into two fascicles/divisions, then going through the Purkinje fibers where the propagated velocity is about 1-2 mps as shown in Figure 2.3.

Table 2.1: Basic Terminologies

<table>
<thead>
<tr>
<th>The isoelectric line</th>
<th>A horizontal line with no electrical activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform</td>
<td>Any waveform above or below the isoelectric line in either a positive or negative direction</td>
</tr>
<tr>
<td>Segment</td>
<td>The region between two waveforms</td>
</tr>
<tr>
<td>Interval</td>
<td>One or more waveforms and a segment</td>
</tr>
<tr>
<td>Complex</td>
<td>Several waveforms</td>
</tr>
</tbody>
</table>

2.1.2 Waves, Segments and Intervals [3]

There are some basic terminologies to be addressed before introducing the waves, segments and intervals of the ECG as shown in Table 2.1. The electrical activity of the ECG tracing recording generates a heart beat that includes a P wave, a PR interval, a PR segment, a QRS complex, a ST segment, a QT interval and a T wave.

The P wave

In Figure 2.4, the depolarization of the atria means electrical activation of the atrial myocardium generating the P wave that begins at the SA node to spread throughout the atrial musculature. The duration of the P wave is less than 0.12 seconds (usually 0.08 seconds to 0.1 seconds). By observing the P wave, it is effective to distinguish various cardiac arrhythmias that cause at the atria.

The P-R Interval

As Figure 2.5 shows, there is a brief isoelectric region after the P wave, which describes that the stimuli are delayed within the AV node and the bundle of His. The duration ranges of the P-R interval are about 0.12 seconds to 0.2 seconds. The duration of the P-R Interval is from the P wave to the beginning of the QRS complex. Variations of the P-R interval result in kinds of heart disease. For example, if the P-R interval is
over 0.2 seconds, it may indicate a first degree heart block that the impulse travels slower than normal conduction time.

The QRS Complex

The stimuli are delivered from the Purkinje system to the ventricular muscle, giving rise to the onset of the Q wave occurrence. A fast-moving vector produces the R wave when the depolarization of the ventricular muscle. Then, most of muscle cells are depolarized, producing the peak of the R wave. Stimuli travel toward the base of ventricles when the final phase of the ventricular depolarization occurs, giving rise to
the S wave.

Figure 2.6: The QRS Complex

The QRS complex ranges from 0.06 seconds to 0.1 seconds in duration that consists of three waves: the Q wave, the R wave, and the S wave, which represents ventricular depolarization as shown in Figure 2.6. The duration and amplitude of the QRS complex are used to diagnose cardiac arrhythmias which generate at the ventricle.

Figure 2.7: The ST Segment

The S-T Segment

The S-T segment is positioned between the end of the QRS complex and the onset of the T wave. The duration range is about 0.08 seconds to 0.12 seconds. According
to the morphology and duration, the S-T segment is analyzed and distinguished whether the heart rate is normal or abnormal. Figure 2.7 shows the S-T segment. For example, if the S-T segment is flat and depressed, it may indicate coronary ischemia. In addition, if the S-T segment is abnormally higher than the isoelectric line, and longer than 0.08 seconds, it may indicate myocardial infarction.

Figure 2.7: The S-T segment

The QT Interval

Figure 2.8 shows the Q-T interval that represents the time necessary for ventricular depolarization and repolarization. This interval can range from 0.2 seconds to 0.4 seconds depending upon the heart rate. Ventricular action potentials shorten in duration when the heart rate is high, which decreases the Q-T interval. It is a sign of sudden death when there is a prolonged Q-T interval.

The T wave

The T wave represents the restoration of the ventricles. Figure 2.9 describes a T wave. Identification of the T wave is useful in clinical significance. For example, it may generate coronary ischemia when the T wave is flat. It will be a bio-marker of myocardial infarction when the T-wave is negative in most leads except for aVR lead and sometimes in V1 lead.
2.1.3 ECG Graph Paper

The ECG waveform is recorded onto ECG graph paper along the horizontal axis with time series and voltage represented on the y-axis. This graph paper based on background grid has a standard pattern, which is 1 millimeter (mm) squares representing 0.04 seconds in length with bold divisions 5mm long, representing 0.2 seconds in each larger square as shown in Figure 2.10. With standard ECG graph paper, the ECG waveform runs at 25 millimeter per second (mm/sec) in the horizontal direction, and the voltages are 1 millivolt (mv) (1mv = 10mm) on the y-axis.

According to the ECG graph paper, there are two main methods to calculate the approximate heart rate by predictable ECG paper speed 25mm/sec [43]:

- The six second Tracing Method
  
  Step 1.Count the number of R waves that appear within that 6 seconds period (30 large squares)
  
  Step 2.Multiply 10
  
  For example: Figure 2.11 shows 7 R-waves in the 6 seconds, so the approximate Heart Rate is equal to 70bpm (7*10).

- Large Square Method (This method only works for regular rhythms)
  
  Step 1.Count the number of large squares between two consecutive R-waves.
  
  Step 2.Divide this number into 300 for a ventricular rate.
A cycle represents one beat per 0.2 seconds when only one large square is between successive R waves; therefore the heart rate is 300 bpm. However, for an atrial rate, count the number of large boxes between two consecutive P waves and also divide into 300.

2.1.4 12-Lead ECG [1]

An electrocardiographic lead is a pair of electrodes that record the electrical potential activity at a specified time and location. In the ECG testing, there are five types of electrodes to be attached to the subject, such as right arm (RA), left arm (LA), right leg (RL), left leg (LL), and chest (V) showed as Figure 2.12. Normally, there are 12 leads to provide spatial information of the heart’s electrical potential activity.
Figure 2.12: Five types of electrodes: RA, LA, RL, LL, and V

in the ECG signal diagnosis, viewing the surfaces of the heart from twelve different angles. These leads are positioned on the arms, chest and legs, especially, the right leg is used as the ground electrode.

The 12 leads include six limb leads and six chest leads that have two types: bipolar and unipolar. The bipolar lead utilizes a single positive and a single negative electrode to measure electrical potential. The standard leads (Lead I, Lead II, and Lead III) belong to the bipolar lead. The unipolar lead consists of augmented leads (Lead aVF, Lead aVL, Lead aVR) and chest leads (Lead V1 - V6). There are two electrodes in the unipolar lead that include a single positive electrode, and a composite negative electrode that is a combination of the other electrodes. Figure 2.13 illustrates the category of limb leads. The chest leads shows in Figure 2.14.

The three orthogonal planes (sagittal, frontal and horizontal) based on spherical volume conduction are adopted to view the lead vectors and position of the heart, separately as shown in Figure 2.15. Lead II, Lead III and Lead aVF located on the left foot are adjacent leads to view the inferior wall of the left ventricle. Leads I and aVL are positioned on the left arm to present the high lateral wall of the left ventricle. Leads V5 and V6 located on the left lateral chest view the lower lateral wall of the left ventricle. Leads V3 and V4 are placed on the anterior wall of the left chest, viewing the anterior wall of the left ventricle. Leads V1 and V2 are positioned on each side of the sternum to see the right ventricle and the septal wall.
2.2 Abnormal Rhythm [4]

2.2.1 Definition

Arrhythmias are abnormal problem with the heart rhythm, leading to beating too fast, too slow, or with irregular rhythms. Arrhythmias are caused anywhere along the heart’s electrical conduction system. Most arrhythmias are harmless, but some can be serious or even life threatening. It is called bradycardia when the heart rate is too slow under 60bpm in an adult. This means that the adequate amount of oxygen may not be pumping out to the body leading to insufficient blood supply of the body. The heart rate that exceeds the normal heart rate is called tachycardia, which is more than 100bpm. If tachycardia generates in the ventricles, it is called ventricular tachycardia. If it begins in the upper chambers, it is called supraventricular tachycardia. Generally speaking, arrhythmias can be classified into two categories in terms of the occurred location of abnormal heart rhythm, such as ventricular arrhythmias in the lower
chambers of the heart and supraventricular arrhythmias in the upper chambers of the heart.

### 2.2.2 Supraventricular Arrhythmias

Supraventricular arrhythmias called "atrial arrhythmias" originate from the upper chambers of the heart (atria) or the atrial conduction pathways. Comparing with ventricular arrhythmias, supraventricular arrhythmias are not serious and sometimes don’t need timely treatment. There are several types in supraventricular arrhythmias: Supraventricular Tachycardia (SVT), Atrial Fibrillation (AF), Atrial Flutter (AFL), and Premature Atrial Contractions (PAC).
Figure 2.15: Vectors of the 12-lead ECG and heart in three orthogonal planes
SVT is a fast and regular heart rate. The heart beats of SVT are about 150-250bpm in the atria.

AF is a rapid, irregular rhythm of the heartbeat, which may cause blood clots in the heart’s upper chambers.

AFL occurs in the atria of the heart. The beats over 100bpm. It happens when the atria beat very fast, causing the ventricles to beat inefficiently as well.

PACs happen when the atria contract earlier than expected, causing the atria to send an electrical impulse fast.

2.2.3 Ventricular Arrhythmias

Ventricular arrhythmias originate in one of the ventricles of the heart. Some of the arrhythmias can cause heart disease, stroke, or sudden death. Ventricular arrhythmias primarily include three types: Premature Ventricular Contraction (PVC), Ventricular Tachycardia (VT) and Ventricular Fibrillation (VF).

![Figure 2.16: Morphology of the some PVCs](image)

VPC is extra abnormal heart rhythm generating from ventricles, which mean that blood circulation is inefficient when the ventricles contract too early and out of sequence with the normal beat. Figure 2.16 illustrates the morphology of PVC.

VT is a fast heart rhythm originating in the ventricles, which can be characterized by two types based on its morphologies in Figure 2.17: monomorphic VT and polymorphic VT. Each beat of monomorphic VT would look the same with a regular rhythm and fixed shape on an ECG record. Each beat of Polymorphic VT is irregular in rate and rhythm, and has variable morphologies on an ECG record, which has several combinations. For example, a fixed segment combines monomorphic VT and polymorphic VT, or a monomorphic VT may metamorphose into polymorphic VT. For the patient who has the clinical criteria for VT, the heart rate is normally over 100bpm. When VT exists in a younger healthier heart, it might still work at
a life-sustaining level. When it exists in an older frailer heart, it could be fatal [44].
Normally, people require medical assistance in less than an hour [17].

In addition, Polymorphic VT may lead to VF that is an irregular and potentially fatal beat, uncoordinated series of very rapid, ineffective contractions of the ventricles caused by many chaotic electrical impulses. Sometimes, VF is much faster, reaching 300bpm, called chaotic heartbeat, which means that blood is difficult to be pumped into the brain and body from the heart, resulting in fainting. Figure 2.17(c) shows the ECG rhythms recording VF.

PVCs can bring about serious VT when PVCs exceed two heartbeats in a row. In some cases, VT may degenerate into VF. VF is a sudden lethal arrhythmia, which has been considered a chaotic state in terms of morphologies and may lead to death in less than 3 minutes [17]. Therefore, medical assistance is required immediately for VT and VF arrhythmias. If patients with VT or VF arrhythmias can obtain timely treatment,
their life-threatening arrhythmias can be converted to normal sinus rhythms (SRs). VT and VF manifest different morphologies that can be studied to understand the pathological changes and biological mechanisms of deadly CVD. The observed signal of the chaotic state is depicted using a nonlinear state function.

2.3 ECG Analysis Algorithms

ECG tele-monitoring analysis systems have received considerable attention over the last few years with rising interest in E-health application of cardiac arrhythmia for improving patient care and access in the public health system. In ECG signal analysis, the QRS complex represented the ventricular activity of the heart is the most remarkable waveform for cardiac event detection in ECG signal analysis, which has high potential amplitude, steep slope (R-wave) and wide duration. These features can be extracted as a characteristic quantity, and as a quantized standard in the analysis process. Currently, there are four classic types of algorithms for detection and classification of the QRS complex [45, 46]:

1. Time-domain analysis
2. Wavelet transform analysis
3. Syntax analysis
4. Neural network analysis

The time-domain analysis is a rapid detection method implemented simply, but it is noise-sensitive. The wavelet transform [47] method has very good time-frequency transformation and partial analysis ability. However, it has huge computational overhead. The neural network [48] based on the sample distinction method receives the sample adaptiveness and the restriction of training time. It is quite bad in the adaptable performance when facing the special case or special profile, and this method has expensive computational complexity. Although some of algorithms can immensely improve the detection and classification accuracy, such as Wavelet Transform [47], Neural Network Analysis [48], Syntax Analysis [49], Genetic Algorithms (GA) [50], Hibert Transform [51], Mathematical Morphology Method [52]. These, however, generally have huge computation overhead, more resource consumption and less operation efficiency. Furthermore, among these algorithms mentioned above, most of
the presented algorithms were tested against their own database rather than a standard database, which makes the results difficult to be compared and evaluated. A reliable and robust algorithm will considerably decrease the mortality of arrhythmic patients. Meanwhile, it is necessary to accurately classify arrhythmias, especially like as the life-threatening cardiac arrhythmias, VT and VF. In other words, these arrhythmias should be notified immediately to the remote Emergency Health Center for timely rescue when detecting VT or VF. However, few works have taken this into consideration before based on Smart-phone.

![Architecture flow graph of ECG signal analysis](image)

**Figure 2.18:** Architecture flow graph of ECG signal analysis

From what has been exposed above, it is feasible to adopt an architecture of combining time-domain algorithms on the development of a prototype that demonstrated the feasibility of using available a Smart-phone as a remote cardiac monitoring device when some weak points are overcome by learning from each other’s strong points above four main types of algorithm. In this thesis, the proposed algorithm architecture is fast, low resource consumption and computational effectiveness for detection and classification of the ECG signal, which is adopted to develop smaller and more cost-efficient ECG signal analysis system based on a Smart-phone. As to the aspect of ECG signal analysis, this work applies QRS complex detection algorithm suggested
by Pan-Tompkins [37], beat classification methods introduced by Hamilton [5], and arrhythmias classification algorithm presented by Lempel and Ziv [38]. To begin with, the QRS complex is detected by the Pan-Tompkins algorithm and classified as normal SRs or PVCs by existing Hamilton classification methods. Subsequently, the LZ complexity measure that includes the K-Means clustering algorithm and the LZ complexity analysis is utilized to further separate the high risk arrhythmias, VT or VF. In this procedure of the high risk arrhythmias, three consecutive PVC beats in a row are considered to be an indication of the beginning of VT rhythms, at which point the following data points will be saved until up to a certain window length long are reached. The window length long ECG signal will be further classified as VT or VF from continuous and mixed ECG signal by several new decision rules with heart rate detection. Furthermore, the proposed system successfully implemented on a Smart-phone adopts the time frames to indicate the analysis report for improving the reliability and error detection of arrhythmias. Figure 2.18 shows the proposed ECG analysis system. Therefore, the abnormal situation doesn’t need to be transmitted into Health Service Station for further analysis when detecting and classifying VT and VF after a period of time. In other words, when several life-threatening arrhythmias are detected and classified, the Smart-phone will automatically send an alert message to the remote Health Service Station for the timely rescue. This ECG signal analysis architecture will be efficiently implemented on kinds of ECG tele-monitoring analysis systems, improving users’ quality of life as well as save governments from expending huge amounts of money on hospital and aged care facilities.
Chapter 3

Feature Extraction

Feature extraction plays an important role to refine some special properties within the ECG signal, which would be accurately detected and systematically classified kinds of heart rhythms. In the ECG signal, P-QRS-T waves describe on a cardiac beat cycle. Figure 3.1 illustrates diagnostic and morphologic features of a normal heartbeat in ECG graph paper. The nature of the P-QRS-T waves consists of two fundamental values, interval and amplitude. The interval describes time duration; the amplitude explains the peak of the characteristic wave peak. These feature values were extracted from the ECG signal for subsequent analysis. In this chapter, a time-domain approach was addressed to represent the ECG diagnostic and morphologic features, which makes accurate and robust extraction of partial features. This chapter focuses on the feature vectors of the QRS complex analysis with time series.

Figure 3.1: A Standard P-QRS-T wave in ECG paper
3.1 Characteristics and Analysis

In order to express the morphologies of the original ECG signal, several segments of different types are selected from MIT-BIH database [9] to analyze the spectrum by using the Fast Fourier Transform (FFT). Figure 3.2 shows the original SR, VT and VF segments in 10 seconds. The sample rate of all segments is down-sampled from the raw sample rate to 200Hz (hertz) because of comparison and unification each other.

The original ECG signal contains many types of noise from baseline interference, motion artifact and interface, and so on. It is necessary to retain the interested signal from these noise sources. The normal ECG signal is quasi-periodic and is very difficult to identify the frequency components. Normally, the spectral analysis method is utilized to depict the frequency of the ECG signal. The power spectrum based on the
Figure 3.3: Power spectra of the ECG signal with 10 second window length
FFT can give a visual impression of different ECG signal. The ECG signal is converted into an interpretation of the frequency spectrum of the QRS complex, showing the frequency components by using the FFT. Figure 3.3 illustrates the frequencies of sampled signals from 0 to 200 with kinds of peaks at different frequencies of the sinusoid. The results show that the power spectra is symmetrical, and frequencies above 100Hz are Nyquist frequency.

In modern, multiple filters are offered in ECG monitors for ECG signal processing. There are two modes for the most devices, monitoring mode and diagnostic mode [53]. In the monitoring mode, it has a filter with a pass-band of 0.5-40Hz [53]. This pass-band filter includes low-pass filter and high-pass filter. The filter is used to narrow the bandwidth in an attempt to reduce the contaminants from baseline drift, muscle movement, power line interference, and electrode contact noise. For example, the high-pass filter can efficiently remove wandering baseline; the low-pass filter is used to reduce 50Hz or 60Hz power line interference. Diagnostic mode is used to monitor the ST-segment and the frequency range of the filter is 0.05-100Hz [53]. The typical band of frequency for VT and VF is below 12Hz [54]. The SR signal has a wider frequency band, but mostly below 20Hz [55]. The diagnostic mode is less filtered than monitoring mode in ECG display, because its pass-band is wider [56]. As there is no need to monitor the ST-segment, this system works in the monitoring mode to estimate the ECG signal. Therefore, the range of frequency is below 40Hz as shown in Figure 3.4. This study further narrows the range of the band-pass filter down to 0.6-22Hz, to maximize the energy of the signal that is of interest (SR, PVC).

3.2 ECG Signal Pre-processing

The pre-processing steps are used to improve the signal-to-noise ratio (SNR) of the ECG signal, making the signal analysis much more accurate and effective. In the original ECG signal, some types of noises overlap the ECG signal to disturb the measurement of ECG, leading to inaccurate analysis and diagnosis. For instance, body movements cause baseline wander of low-frequencies; mains interference (50Hz, 60Hz) and muscular activity lead to random noises of high-frequencies; body movements and poor electrode contact cause random shifts of the ECG signal amplitude [57]. The ECG signal pre-processing in this case refers to applying linear and nonlinear methods
to improve the SNR and remove all the noise and artificial factors, which may manifest with similar morphologies as the QRS complex (the main beat morphology in the ECG waveform). Linear processes include a band-pass filter (low-pass and high-pass), a derivative, and a moving window integrator [58]. The nonlinear transformation uses the absolute value method to make the signal amplitude positive. Figure 3.5 shows the procedures of the ECG signal pre-processing. After the pre-processing, the QRS complex morphologies can be clearly manifested. The function of each step will be described in detail as follows.

### 3.2.1 Filtering Techniques

The filter can efficiently remove most of the noises to improve the SNR. Lots of filtering designs were unsatisfactory regarding the huge of computation time. A feasible
Figure 3.5: The pre-processing steps of the QRS complex

Integer filter can reduce the computational time with integer-coefficients instead of floating-point coefficients in a filter equation. Lynn [59], represented the techniques of integer filter for designing band-pass filters (low-pass filter and high-pass filter) with integer coefficients.

A general formula of transfer function based on the integer-coefficients is presented as follows:

\[ H(z) = \frac{(1 - z^{-m})^p}{(1 - 2 \times \cos(\theta) \times z^{-1} + z^{-2})^t} \]  

(3.1)

The \( m \) exponent represents that the number of zero is located on the unit circle. The angle \( \theta \) represents that the angular locations of the poles place around the unit circle. The powers \( p \) and \( t \) describe the order of magnitude.
Low-pass Integer Filters [57]

A low-pass filter means that the high frequencies are rejected and low frequencies can pass it. According to the general formula mentioned above, a low-pass filter can be obtained based on cutoff frequency 22Hz.

This transfer function of the second-order integer is

\[ H(z) = \frac{(1 - z^{-3})^2}{(1 - z^{-1})^2} = \frac{Y(z)}{X(z)} \]  

(3.2)

The difference equation is used to express the low-pass integer filter:

\[ y(nT) = 2y(nT - T) - y(nT - 2T) + x(nT) - 2x(nT - 3T) + x(nT - 6T) \]  

(3.3)

Figure 3.6: Pole-zero and Amplitude-Frequency of the low-pass filter

where the T is the delay of a sample cycle. Figure 3.6 illustrates that this cutoff frequency of low-pass filter is about 22Hz when the pass band is 3dB (Decibel). The gain is 9 gains (19dB). The Filter has a delay of 2 samples (10ms (millisecond)).

High-pass Integer Filters [57]

In order to obtain the low cutoff frequency 0.6Hz, the high-pass filter can be implemented by two filters, an all-pass filter and a low-pass filter. This low-pass filter has a dc gain of 256 and a group delay 127.5 samples (i.e., 637.5ms).
\[ H(z) = \frac{1 - z^{-256}}{1 - z^{-1}} \] (3.4)

Figure 3.7: Pole-zero and Amplitude-Frequency of the high-pass filter

The all-pass filter has a delay of 128T (i.e., \( z^{-128} \)) for the original signal, which can be utilized to offset the delay of low-pass filter.

\[ H(z) = z^{-128} \] (3.5)

To produce the high-pass filter, the output of the low-pass filter is divided by its dc gain and subtracted from the delayed all-pass filter.

The transfer function of the high-pass filter is derived from:

\[ H(z) = \frac{-\frac{1}{256} + z^{-128} - z^{-129} + z^{-256}}{1 - z^{-1}} \] (3.6)

Figure 3.7, shows that this cutoff frequency of high-pass filter is about 0.6Hz when the pass band is 3dB. The filter has a delay of 128 samples (640ms).

\[ y(nT) = y(nT - T) - \frac{x(nT)}{256} + x(nT - 128T) - x(nT - 129T) + \frac{x(nT - 256T)}{256} \] (3.7)

The band-pass filter (0.6Hz-22Hz) adopted in this ECG analysis system is used to reduce the influence of muscle and electrode contact noise, 50Hz or 60Hz interference, baseline drift, and T-wave interference by the monitoring mode.
3.2.2 Derivative Technique

The QRS complex has a visual sign with high slope that can be efficiently distinguished from other ECG waves by derivative technique. After band-pass filter, a high-pass filter is used to achieve the differentiated function that can amplify the slope characteristic of the QRS complex as shown in Figure 3.8.

![Figure 3.8: The ECG signal after differentiation.](image)

This transfer function of the first-order integer is

$$H(z) = 1 - z^{-2}$$  \hspace{1cm} (3.8)

The difference equation is used to express the high-pass integer filter that has a delay of 2 samples (10ms):

$$y(nT) = x(nT) - x(nT - 2T)$$  \hspace{1cm} (3.9)

3.2.3 Absolute Function

After differentiation techniques, this part is a nonlinear operation that makes all of data points in the positive, emphasizing the higher frequencies characteristic of the
QRS complex. Figure 3.9 illustrates the output of this stage. The operation can be implemented by:

\[ y(nT) = |x(nT)| \]  

(3.10)

### 3.2.4 Moving window integral

Normally, the R wave has a steep slope which is not a sole standard to guarantee the detection of the QRS complex. The arrhythmias are difficult to be detected by using the R wave only when the QRS complexes have larger amplitude and long duration. Therefore, moving window integrator is used to refine some kinds of features except the R wave. Figure 3.10 shows the ECG signal output of the moving window integration. According to the width of the moving window, the N indicates the number of samples. It is implemented by following different equation [57]:

\[ y(nT) = \frac{1}{N} \left[ x(nT - (N - 1)T) + x(nT - (N - 2)T) + \ldots + x(nT) \right] \]  

(3.11)

Normally, the width of window should be similar with the widest QRS complex.
This parameter should be chosen carefully. For example, if the width is chosen too large, it will make the waveform merging the QRS complex and T-wave together. In addition, On the other hand, if the width is too small, it will have several peaks at the output within a QRS complex. The width of window is set to 0.08 seconds (16T) based on the QRS complex ranges presented at Chapter 2.

3.3 QRS Complex Classification [5]

There are two characteristics in the feature vectors: peak height and location of peak occurrence. In order to accurately recognize the feature resulted from a QRS complex or noise, both vectors are used to evaluate and analyze the QRS complex. Therefore, lots of decision rules should be established to decide the feature vectors, and then a peak can be efficiently classified as either a QRS complex or noise, or saved for later classification.

After the moving window integrator, the filtered signal can be obtained to detect a peak. In [5], Hamilton presented several rules to accurately detect the peak for recognizing a QRS complex of the ECG.
Chapter 4

Arrhythmias Classification

In ECG signal analysis, the classification of abnormal heart rhythms plays an important role in diagnosis and measurement of cardiovascular disease (CVD). Specifically, there are two high-risk arrhythmias, ventricular tachycardia (VT) and ventricular fibrillation (VF) that can be studied to understand the pathological changes and biological mechanisms of deadly CVD. Monomorphic VT is a periodic motion that manifests a rapid heart rate, giving rise to a diminished cardiac output when it occurs. Polymorphic VT is irregular and variable morphologies, which looks somewhere betwixt and between the monomorphic VT and the VF. VF has been considered a chaotic state (a random and irregular process) in terms of its morphologies. The observed signal of the chaotic state is depicted by using a nonlinear state function.

In nonlinear signal processing, Lempel and Ziv (LZ) [38] presented a practicable approach based on a coarse-graining process to estimate the randomness of finite symbolic sequences for information data processing [60], which cope with a dynamical system entering a chaotic state by quantifying the rate of new pattern occurrences along given finite symbolic sequences. Consequently, the LZ complexity measure can efficiently separate the VT and VF based on their chaotic or periodic characteristics.

In the past decade, the LZ complexity measure (which offers relevant mathematical definitions and detailed derivations) has been extensively applied in biomedical signal analysis to evaluate the complexity of physiologic signals in discrete-time [61]. For example, Electroencephalogram (EEG) complexity measure in the depth of anesthesia [62, 63] and classification of ECG signal [35, 64]. As the features of arrhythmias mentioned above, the LZ complexity measure with Mean-value coarse-graining process has been addressed by previous research that the distributions of VT and VF could be exactly separated in their own database [35, 64].

The LZ complexity measure includes several steps for separating the arrhythmias. Firstly, the original ECG signal is collected from an ECG monitor device. Then, the
ECG signal of an appropriate window length should be converted to a finite symbolic sequence with the coarse-graining technique. Lastly, the LZ complexity analysis is used to analyze the complexity by counting the number of new patterns in the given finite symbolic sequence scanned from left to right. In this procedure, the coarse-graining process determines how much inherent information can be retained and will consequently impact the separation of VT and VF. Although the original ECG signal loses a large amount of information in the process, the inherent features of the heart’s dynamics are reserved, and robustness to noise is guaranteed. In this chapter, there are four methods (K-Means clustering algorithm, Mean-value algorithm, Mid-point algorithm and Median algorithm) to be utilized in coarse-graining process aiming at gaining a better understanding of their impact on the classification of ECG signal.

4.1 The Coarse-graining Process

The coarse-graining process has been used successfully to quantify the original ECG signal in a given finite symbolic sequence, where partitioning of the time series into a symbolic sequence can be done with various methods of information extraction in the information theoretical problems. With a selected window length, the finite original ECG signal is transformed into a symbolic sequence corresponding to consecutive non-overlapping time intervals of size $\delta$. Normally, there are several types based on symbolic dynamics to transform data into symbolic characterization in nonlinear dynamics [65].

1. Static Transformation

Each data point $x_i$ with time series is transformed into the binary symbols by means of a certain threshold $X$ as follows (Figure 4.1(a)). In other words, as to this static transformation, assume there is a threshold value $X$, each data point value will be compared with $X$, and then to be replaced with a specific binary value accordingly.

$$s(i) = \begin{cases} 1, & \text{if } x_i > X \\ 0, & \text{otherwise} \end{cases} \quad (4.1)$$

2. Dynamic Transformation

Comparing the current data point with previous data point, original signal is extracted into a binary value. In brief, adjacent data are considered to construct a
binary sequence (Figure 4.1(b)).

\[ s(i) = \begin{cases} 
0, & \text{if } x_i > x_{i-1} \\
1, & \text{otherwise} 
\end{cases} \quad (4.2) \]

3. Mixing of transformation

It is particularly important to choose the types of transformations when the original signal is transformed into a symbolic sequence. Generally speaking, due to different conditions, the original signal is refined by using different transformation methods. Therefore, the mixed transformation method can efficiently extract interior information based on different requirements.

![Figure 4.1: (a) Static transformation (b) Dynamical transformation](image)

Figure 4.1: (a) Static transformation (b) Dynamical transformation

The coarse-graining process as a crucial part in the LZ complexity measure directly affects the separating performance of VT and VF in ECG signal analysis. In this following section, there are four coarse-graining process approaches to be presented, K-Means clustering, Mean-value, Median and Mid-point. Different coarse-graining process methods are used to fully understand how they affect the ECG signal accurate classification.

4.1.1 The K-Means Clustering

The K-Means clustering algorithm is a conventional pattern recognition algorithm presented in [66]. This algorithm has been successfully used to analyze the EEG signal [67]. According to the state characteristics of arrhythmias, the algorithm is
used to refine the inherent features from the ECG original signal, which is flexible and useful to classify using a certain number of clusters. In other words, the algorithm can divide the given data into several clusters based on their features. There are just as many centroids to be defined for a certain number of clusters ($K$ clusters). The core idea is to define the number of centroids. The algorithm is presented as following procedures:

Step1. To choose $K$, which means that how many the initial cluster centers are represented by $z_1(1)$, $z_2(1)$, $\ldots$, $z_k(1)$. Usually the first $K$ samples of the given sample set are selected as the initial cluster centers.

Step2. The samples $x$ are distributed among the $K$ cluster domains using the relation as follow when the iterative step is at the $k$th.

$$X \in S_j(k) \text{ if } \|X - z_j(k)\| < \|X - z_i(k)\| \quad (4.3)$$

for all $i = 1, 2, 3, \ldots, K, i \neq j$, where $S_j(k)$ represents the set of samples whose cluster center is $z_j(k)$.

Step3. According to the results of Step 2, the new cluster center $z_j(k+1)$, $j = 1, 2, \ldots, K$, can be computed based on the different set of samples, minimizing the sum of the squared distances from all points in $S_j(k)$ to the new cluster center. In other words, compute the new cluster center $z_j(k+1)$, $j = 1, 2, \ldots, K$, getting the performance index minimized. The performance index can be shown as follow:

$$J(i) = \sum_{X \in S_j(k)} \|X - z_j(k+1)\|^2, j = 1, 2, \ldots, K \quad (4.4)$$

The $z_j(k+1)$ is the sample mean of $S_j(k)$. Therefore, the new cluster center can be defined by

$$z_j(k+1) = \left(\frac{1}{N_j}\right) \sum_{X \in S_j(k)} X, j = 1, 2, \ldots, K \quad (4.5)$$

where $N_j$ is the number of samples in $S_j(k)$.

Step4. The procedure is terminated when $z_j(k+1) = z_j(k)$ for $j = 1, 2, 3, \ldots, K$, which means that the algorithm has converged. Otherwise go to Step 2.

From what has been presented above, the ECG signal can be transformed into a binary sequence in terms of the K-Means algorithm that can be described as follows:
1. Select a window length (WL) in seconds. This WL is the set of samples. For example 5, 6, 7, 8..., or 10 (seconds).

2. Transmit the ECG signals into a binary sequence, let $K = 2$. The initial cluster centers $z_1(1), z_2(1)$ are adjusted tinily, which is produced by a quantity of center (assume $\varepsilon = 0.01$): $x_m + (\varepsilon \times x_m)$ and $x_m - (\varepsilon \times x_m)$, where $x_m$ is the mean value of the data points $\{x_i \mid i = 1, 2, 3, \ldots, n\}$ within the selected window length and $n = WL \times \text{SampleRate}$. It can be estimated as

$$x_m = \frac{1}{n} \sum_{i=1}^{n} x_i$$ (4.6)

3. The data points $\{x_i \mid i = 1, 2, 3, \ldots, n\}$ in the samples $x$ are distributed among the $K$ cluster domains using the relation as follow when the iterative step is at the $k$th.

$$x_i \in S_2(k) \text{ and } D_{Xi} = 1 \text{ if } \|x_i - z_2(k)\| < \|x_i - z_1(k)\|$$

$$x_i \in S_1(k) \text{ and } D_{Xi} = 0 \text{ if } \|x_i - z_2(k)\| < \|x_i - z_1(k)\|$$ (4.7)

where $S_1(k)$ represents the set of samples whose cluster center is $z_1(k)$, $S_2(k)$ denotes the set of samples whose cluster center is $z_2(k)$ and $D_{Xi}$ represents the relevant data point transformed into binary symbol.

4. Compute two new cluster centers: knowing the two sets of samples $S_1(k)$ and $S_2(k)$. Group 1, the center $z_1(k+1)$ is the average coordinate among all of members in the $S_1(k)$. Group 2, the center $z_2(k+1)$ is the average coordinate among all of members in this $S_2(k)$.

5. Go to step 3 and repeat the above procedure until $z_1(k+1) = z_2(k)$ for $k = 1, 2, 3, \ldots$.

### 4.1.2 The Mean-value

Zhang et al. [36] utilized a method based on Mean-value to extract the original ECG signal for coarse-graining process.

1. Select a WL in seconds. This WL is the set of samples. For example 5, 6, 7, 8..., or 10 (seconds).

2. The mean value of the data points $\{x_i \mid i = 1, 2, 3, \ldots, n\}$ within the selected window length can be estimated as
\[ x_m = \left( \frac{1}{n} \right) \sum_{i=1}^{n} x_i \] (4.8)

where \( n = \text{SampleRate} \times WL \).

3. The average \( x_m \) is subtracted from every data point \((x_i - x_m)\), and then obtain the positive peak value \( V_p \) and negative peak value \( V_n \).

4. Count the \( P_c \) and \( N_c \), where \( P_c \) represents the number of data \( x_i \) \((0.0 < x_i < 10\%V_p)\), and \( N_c \) represents the number of data \( x_i \) \(10\%V_n < x_i < 0.0)\).

5. Select the threshold \( T_d \), when \( P_c + N_c < 40\%n \), the \( T_d = 0 \), if \( P_c < N_c \), the \( T_d = 20\%V_p \), else the \( T_d = 20\%V_n \).

6. Finally, compared with the threshold \( T_d \), the data are turned into a binary sequence \( S_1, S_2, S_3, \ldots, S_r \). If \( x_i < T_d, S_i = 0 \), otherwise the \( S_i = 1 \).

These given parameters ”10%”, ”40%” and ”20%” were derived by an empirical study of ECG data [36].

4.1.3 The Median

The median value is determined by the entire data set, the finite sequence should be sorted and then select the one in the middle.

1. Select a WL in seconds. This WL is the set of samples. For example 5, 6, 7, 8 \ldots, or 10 (seconds).

2. Sort the data in ascending order, select the one in the middle

3. To subtract each data point with the median value \((x_i - x_{\text{median}})\), and then obtain the positive peak value \( V_p \) and negative peak value \( V_n \).

4. Count the \( P_c \) and \( N_c \), where \( P_c \) represents the number of data \( x_i \) \((0.0 < x_i < 10\%V_p)\), and \( N_c \) represents the number of data \( x_i \) \(10\%V_n < x_i < 0.0)\).

5. Select the threshold \( T_d \), when \( P_c + N_c < 40\%n \), the \( T_d = 0 \), if \( P_c < N_c \), the \( T_d = 20\%V_p \), else the \( T_d = 20\%V_n \).

6. Finally, compared with the threshold \( T_d \), the data are turned into a binary sequence \( S_1, S_2, S_3, \ldots, S_r \). If \( x_i < T_d, S_i = 0 \), otherwise the \( S_i = 1 \).

As in [36], these given parameters ”10%”, ”40%” and ”20%” were used in this method for convenient comparison.
4.1.4 The Mid-point

The Mid-point is used to transform each data point into the binary sequence as follows, which is determined by only two data.

1. Select a WL in seconds. This WL is the set of samples. For example 5, 6, 7, 8 . . ., or 10 (seconds).

2. The mid-point value of the data points \{x_i | i = 1,2,3,\ldots,n\} within the selected window length can be estimated as

\[
x_{\text{m-point}} = \frac{(x_{\text{min}} + x_{\text{max}})}{2}
\]

where \(n = \text{SampleRate} \times \text{WL}\), the \(x_{\text{min}}\) is the smallest value, and the \(x_{\text{max}}\) is the largest value.

3. To subtract each data point with the mid-point value \((x_i - x_{\text{m-point}})\), and then obtain the positive peak value \(V_p\) and negative peak value \(V_n\).

4. Count the \(P_c\) and \(N_c\), where \(P_c\) represents the number of data \(x_i\) \((0.0 < x_i < 10\%V_p)\), and \(N_c\) represents the number of data \(x_i\) \(10\%V_n < x_i < 0.0\).

5. Select the threshold \(T_d\), when \(P_c + N_c < 40\%n\), the \(T_d = 0\), if \(P_c < N_c\), the \(T_d = 20\%V_p\), else the \(T_d = 20\%V_n\).

6. Finally, compared with the threshold \(T_d\), the data are turned into a binary sequence \(S_1, S_2, S_3,\ldots,S_r\). If \(x_i < T_d, S_i = 0\), otherwise the \(S_i = 1\).

As in [36], these given parameters ”10%”, ”40%” and ”20%” were used in this method for convenient comparison.

4.2 Lempel-Zip complexity analysis

In [38], Lempel and Zip presented that the signal must firstly be transformed into a finite symbol sequence known as a coarse-graining process, and then the complexity measure can be gained by counting the number of the distinct patterns in the given binary sequence with the discrete time series. In other words, the LZ complexity analysis is utilized to calculate the new pattern generation rate in the given finite sequence. In the context of ECG signal analysis, the signal \(x(n)\) should be converted into a binary sequence which will then be scanned from left to right. Throughout the whole sequence, the complexity counter \(c(n)\) is increased by one when a new
subsequence of consecutive binary sequence is encountered in the scanning process. Finally, the \( C(n) \) denoted the normalized output of the LZ complexity analysis instead of \( c(n) \) is used to describe the results.

The finite length sequences \( P \) whose elements are a few symbols as follows. \( P = S_1, S_2, S_3, \ldots, S_n \). The \( l(P) \) is denoted the length of symbol sequence. \( S \) and \( Q \) are denoted two subsequences of \( P \) and let the \( SQ \) be the concatenation of \( S \) and \( Q \). The sequence \( SQ\pi \) originates from \( SQ \) when the last character is deleted (the \( \pi \) is denoted an operation, which can delete the last character in the symbol sequence). Let \( v(SQ\pi) \) denote the set of all different subsequences of \( SQ\pi \).

Assume \( S = S_1, S_2, S_3, \ldots, S_r \) and \( Q = S_{r+1} \), then \( SQ\pi = S_1, S_2, S_3, \ldots, S_r \); if \( Q \in v(SQ\pi) \), the \( Q \) belongs to the subsequence of \( SQ\pi \), not a new sequence. And \( S \) doesn’t need to be changed.

Subsequently, the \( Q \) is renewed to \( Q = S_{r+1}, S_{r+2} \), and judge if \( Q \) is a subsequence of \( SQ\pi \) or not, and continue until \( Q \notin v(SQ\pi) \).

Now \( Q = S_{r+1}, S_{r+2}, S_{r+3}, \ldots, S_{r+i} \) doesn’t belong to \( SQ\pi = S_1, S_2, S_3, \ldots, S_{r+i-1} \), so the \( c(n) \) complexity counter is increased by one.

Then, \( S = S_1, S_2, S_3, \ldots, S_{r+i} \), and \( Q = S_{r+i+1} \). Repeat the above procedure until \( Q \) is the last character.

Finally, the \( c(n) \) value can be got by the number of different subsequences.

From what has been mentioned above, it is extremely easy to implement the LZ complexity measure algorithm. For the purpose of the complexity measure which is independent of the sequence length, \( c(n) \) is normalized to \( C(n) \). When the length of the sequence is \( n \) and the number of different symbols in the symbol set is \( \alpha \). In [38], the upper bound of \( c(n) \) proved is given by

\[
c(n) < \frac{n}{(1 - \epsilon_n \log_\alpha(n))} \tag{4.10}
\]

Where, \( \epsilon_n \) is a small quantity and \( \epsilon_n \to 0 \ (n \to \infty) \). Thereby, \( \frac{n}{\log_\alpha(n)} \) is the upper bound of \( c(n) \). However, using the coarse-graining technique, the finite symbol sequence is denoted binary sequence (0/1 sequence), the \( \alpha = 2 \). The function is as follows:

\[
\lim_{n \to \infty} c(n) = b(n) = \frac{n}{\log_2(n)} \tag{4.11}
\]
Hence the \( c(n) \) can be normalized by \( b(n) \)

\[
C(n) < \frac{c(n)}{b(n)} 
\]

(4.12)

where \( 0 \leq C(n) \leq 1 \). In order to obtain the result \( C(n) \) independent of \( n \) [68], we need the length \( n > 1000 \).

Thereby, the time required at least 5 seconds window length from the raw data, for example for 1000 data points (200 sample rate * 5 seconds). In the given finite sequence, the \( C(n) \) reflects the arising rate of new patterns in the sequence.

### 4.3 Arrhythmias Classification Rule

In this combinatorial algorithm architecture, the signal analysis is performed in the following steps. Firstly, the ECG signal is classified into different rhythms by the Pan-Tompkins algorithm. More specifically, when a beat is detected it is classified as a normal beat, or a PVC. The PVC represents any beat of ventricular origin, including VT, VF and some other rhythms. In this project, the PVC mainly consists of VT and VF. If a beat is classified as a normal beat, the system proceeds to analyze the next beat; if classified as a PVC, this beat will be further analyzed. The ECG may contain different heart rhythms and those rhythms may mix together, which makes the classification more difficult, since the LZ complexity analysis needs data of at least 1 window length long, which is 8 seconds in this case. Some decision rules are added to the classification step. Three consecutive PVC beats in a row are considered to be an indication of the beginning of VT rhythms (suggested in paper [69]), at which point the following samples will be saved until up to 1600 samples are reached. To increase the reliability of the system, the heart rate is also monitored, which may help improve the accuracy of the analysis algorithm. The number of beats in the saved 1600 samples (8 seconds) can be obtained subsequently. If no more than 80% of the beats belong to the SR, the 1600 samples will be classified as a segment of VT or VF signal, depending on the value of \( C(n) \); otherwise, the samples are considered as a SR segment. The given parameter 80% was derived by the study of MIT-BIH database. The \( C(n) \) denoted the normalized output of LZ complexity analysis instead of \( c(n) \), where the \( c(n) \) is increased by one when a new subsequence of consecutive binary sequence is encountered in the scanning process.
4.4 Coarse-graining Process Analysis

The coarse-graining process has been classified into two types based on their features. K-Means cluster algorithm was used to divide the given data into two clusters based on the ECG signals’ feature. However, the other three methods based on different databases need to train different databases for obtaining the given parameter that is used to determine the threshold. Therefore, the K-Means cluster algorithm outperforms the other three methods.

4.4.1 The K-Means clustering Algorithm Analysis

According to the features of arrhythmias, the inherent nature of the original ECG signal is refined by the K-Means clustering algorithm, which is flexible and useful to classify regarding a certain number of clusters. In other words, the algorithm is used to divide the given data into several clusters based on their features. There are just as many centroids to be defined for a certain number of clusters ($K$ clusters). The core idea is to define the number of centroids. Therefore, the monomorphic VT signal shown in Figure 2.17(a) can be separated into two clusters regarding their periodic morphology.

From what has been presented in the K-Means clustering algorithm above, a monomorphic VT segment with a 10 second window length collected from the MIT-BIH database can be efficiently extracted into the binary sequence in Figure 4.2(b). For a sample rate of 200Hz, data points are set to 1 when exceeding the baseline. Data points are set to 0 when below the baseline. For example, Fig.4.2(a) shows that the first range ($58 < x < 94$) is set to 0; the second range ($145 < x < 182$) is set to 0; etc.; the last which ranges from 1915 to 1953 is set to 0. Throughout the whole binary sequence, the complexity $c(n)$ can be calculated when a new subsequence of consecutive binary sequence is encountered in the scanning process.

4.4.2 The Mean-value Algorithm Analysis

In [36], Zhang utilized a method based on Mean-value to extract the original ECG signal for the coarse-graining process. There are several empirical values to be used to construct this Mean-value algorithm that transforms the given original ECG signal
Figure 4.2: K-Means clustering Analysis

(a) 10 second Monomorphic VT signals

(b) Corresponding binary signals
Figure 4.3: 10 seconds VF signals

Figure 4.4: Using Mean-value algorithm
into a finite binary sequey. The algorithm was tested in their own database with high sensitivity to separate VT and VF. Since these empirical parameters are suitable only for their own database from where this distribution has been learned, it has a serious limitation in analyzing the public database "MIT-BIH database" using the Mean-value algorithm. An example is presented to illustrate the limitation of this algorithm as follows:

A 10 second VF segment filtered by a band-pass filter(0.6-22Hz) is analyzed by the Mean-value method shown in Figure 4.3. To begin with, the Mean value of the data points is 0.153. The Mean value is subtracted from every data point. The positive peak value $V_p$ and the negative value $V_n$ can be calculated separately as $153.847$ and $-261.153$. Then, by counting the number of data points in these ranges ($0.0 < x_i < 10\% V_p$ and $10\% V_n < x_i < 0.0$), the number of data points are equal to 602, and 700 respectively. We can find that most of the original signals are evenly distributed on either side of the baseline. The threshold $T_d$ should be set to 0 regarding the distribution of the counting value and the Mean value. However, as to the given value 40\% [36], the threshold is selected as $T_d=30.7694$ for this segment. On the
basis of the selected $Td$, Figure 4.4 illustrates a poor refinement of the original signal. Since the baseline has an upward parallel translation of around 30.7694, most of the original signals are set as 0. Finally, the $C(n)$ is equal to 0.137072, which is close to VT’s $C(n)$ value. This segment is divided into VT, making the original ECG signal to be transformed to a finite binary sequence in the wrong way. In contrast, the K-Means clustering algorithm can extract the original signal into a binary sequence very well shown in Figure 4.5. The $C(n)$ value 0.296076 is classified as VF. Therefore, the original signal is more likely to be correctly extracted into a binary sequence when the given value can be flexibly adapted regarding the range of the signal distribution. According to this segment’s distribution, the given value of 40% is changed to 70%, generating the threshold as $Td=0$. Finally, the $C(n)$ value can be attained (0.307042), and separated as VF. Figure 4.6 shows a good result.

![Modified-Means Coarse-graining process for Record 426](image)

Figure 4.6: Using Modified Mean-value algorithm
4.5 Other Method For Monomorphic VT and VF distinction

4.5.1 Feature Extraction based on Histogram

According to the ECG morphology, a histogram represents a visual feature of statistical ECG signal that illustrates the density of amplitude distribution of a window length signal in successive numerical intervals of equal size. The histogram function shows the statistical nature of monomorphic VT and VF by means of their periodic or chaotic features with time series. There is a general mathematical formula to describe histogram analysis as follows:

$$H = \sum_{i=1}^{k} m_i$$  \hspace{1cm} (4.13)

where the function $m_i$ counts the numbers of data points that fall into each of the intervals. $H$ is the total number of observed quantity and $k$ is the total number of the intervals. The size of the intervals can reveal the different features of the whole window. The interval width $W$ can be calculated as follows:

$$W = \left\lceil \frac{V_{\text{max}} - V_{\text{min}}}{k} \right\rceil$$  \hspace{1cm} (4.14)

where the $V_{\text{max}}$ and $V_{\text{min}}$ are the maximum value and the minimum value among the amplitudes of a window length signal, respectively. The histogram function indicates the amplitude distribution of a window length long ECG signal across a data range from the maximum value to the minimum value. The data range can be divided into a certain number of intervals ($k$). The 60 intervals were chosen in order to create an efficient distribution of a window length long ECG signal as shown in Figure 4.7. It can be seen that the VF displays an approximately Gaussian distribution in Figure 4.7(b).

4.5.2 Average absolute deviation

The average absolute deviation can be gained by the subtraction of the reference histogram from the histogram of current data with each interval. The average absolute deviation of the window length long ECG signal containing $k$ intervals is defined as:

$$D(n) = \frac{\sum_{i=1}^{k} |h^n_i - R h^n_i|}{k}$$  \hspace{1cm} (4.15)
Figure 4.7: Histogram based on 10sec segment length signal from MIT-BIH Database
where $Rh^n_i$ is a reference histogram that describes a selected window length long monomorphic VT based on $n$ data points $(n = Sample\ Rate \times Window\ Length)$ and $h_i$ represents the histogram of analyzed window length long signal, $i = 1, 2, 3, \ldots, k$. In other words, the method is utilized to calculate the deviation value of two different histograms in a given window length. Throughout the whole finite data, the deviation value $D(n)$ is obtained from each training segment; and then those $D(n)$s are analyzed to get a threshold value, $D(n)_T$ distinguishing between monomorphic VT and VF. The signal is considered to be monomorphic VT if its $D(n)$ is less than $D(n)_T$, otherwise, it is classified as VF.

### 4.5.3 Statistical analysis

The Student’s $t$-test is used to analyze and reveal the significance in the histogram approach for the monomorphic VT and the VF arrhythmias distinction.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monomorphic VT</td>
<td>2000</td>
<td>1.1</td>
<td>71.1</td>
<td>1.6</td>
</tr>
<tr>
<td>VF</td>
<td>2000</td>
<td>-0.6</td>
<td>23.8</td>
<td>0.53</td>
</tr>
</tbody>
</table>

T-Valuse =1.02, P-Value = 0.307

The independent $t$-test was performed because of the samples’ characteristics for evaluating the research hypothesis that monomorphic VT of the first sample of independent variable has an exact difference average dependent variable than VF of the second sample of independent variable for each window length long ECG signal. In Table 4.1, all the values corresponding to the two types arrhythmia groups are given.

In order to see the significance in different average values, the $p$ value was considered statistically significant by looking up $p$-values in table 4.2 [6] when the degrees of freedom is 4000. To say further, look down the column that corresponds to the chosen value for $p (p < 0.5)$, and then find the row that corresponds to the degrees of freedom (4000), and where they encounter, the critical value is found. Last thing is to compare this value with the $t$-value. The calculated $t$-value is greater than or equal to this value, then $t$ is significant and has been found a difference. The $t$-test provided a $p$ value (0.307) less than the statistical significance level (0.5), so the difference can be considered statistically significant in this situation. In the same method.
Figure 4.8: Nine representative probability density functions (PDF’s) of \(D(n)\) for 158 ECG segments (45 SR, 49 VT, and 64 VF) in the training stage. There (a) Window length = 2s (400 data points), (b) Window length = 3s (600 points), and (c) window length = 4s (800 points), (d) Window length = 5s (1000 data points), (e) Window length = 6s (1200 points), (f) Window length = 7s (1400 data points), (g) Window length = 8s (1600 points), and (h) window length = 9s (1800 points), and (i) window length = 10s (2000 points).
analysis, table 4.4 illustrates that the $p$ value ($p > 0.5$) was considered statistically insignificant. It indicates that the two segments belong to the same characteristic arrhythmia. It is concluded that the arrhythmias classification based on the histogram can reveal the difference of monomorphic VT and VF. The study can be concluded that the difference between the means for the two groups is different (even given the variability).

Table 4.2: Table of Upper-Tail and Two-Tail $t$ Critical Values [6]

<table>
<thead>
<tr>
<th>df</th>
<th>one-tail $p$</th>
<th>0.001</th>
<th>0.0025</th>
<th>0.005</th>
<th>0.01</th>
<th>0.02</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>two-tail $p$</td>
<td>0.002</td>
<td>0.005</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>318.3</td>
<td>127.3</td>
<td>63.66</td>
<td>31.82</td>
<td>12.71</td>
<td>6.314</td>
<td>3.078</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>22.33</td>
<td>14.09</td>
<td>9.925</td>
<td>6.965</td>
<td>4.303</td>
<td>2.92</td>
<td>1.886</td>
<td>0.816</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10.21</td>
<td>7.453</td>
<td>5.841</td>
<td>4.541</td>
<td>3.182</td>
<td>2.353</td>
<td>1.638</td>
<td>0.765</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7.173</td>
<td>5.998</td>
<td>4.604</td>
<td>3.747</td>
<td>2.776</td>
<td>2.132</td>
<td>1.533</td>
<td>0.741</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.893</td>
<td>4.773</td>
<td>4.032</td>
<td>3.365</td>
<td>2.571</td>
<td>2.015</td>
<td>1.476</td>
<td>0.727</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5.208</td>
<td>4.317</td>
<td>3.707</td>
<td>3.143</td>
<td>2.447</td>
<td>1.943</td>
<td>1.44</td>
<td>0.718</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4.785</td>
<td>4.029</td>
<td>3.499</td>
<td>2.998</td>
<td>2.365</td>
<td>1.895</td>
<td>1.415</td>
<td>0.711</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4.501</td>
<td>3.833</td>
<td>3.355</td>
<td>2.896</td>
<td>2.306</td>
<td>1.86</td>
<td>1.397</td>
<td>0.706</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4.297</td>
<td>3.69</td>
<td>3.25</td>
<td>2.821</td>
<td>2.262</td>
<td>1.833</td>
<td>1.383</td>
<td>0.703</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3.174</td>
<td>2.871</td>
<td>2.626</td>
<td>2.364</td>
<td>1.984</td>
<td>1.66</td>
<td>1.29</td>
<td>0.677</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>3.131</td>
<td>2.839</td>
<td>2.601</td>
<td>2.345</td>
<td>1.972</td>
<td>1.653</td>
<td>1.286</td>
<td>0.676</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>3.118</td>
<td>2.828</td>
<td>2.592</td>
<td>2.339</td>
<td>1.968</td>
<td>1.65</td>
<td>1.284</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>3.111</td>
<td>2.823</td>
<td>2.588</td>
<td>2.336</td>
<td>1.966</td>
<td>1.649</td>
<td>1.284</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>3.107</td>
<td>2.82</td>
<td>2.586</td>
<td>2.334</td>
<td>1.965</td>
<td>1.648</td>
<td>1.283</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>3.104</td>
<td>2.817</td>
<td>2.584</td>
<td>2.333</td>
<td>1.964</td>
<td>1.647</td>
<td>1.283</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>3.102</td>
<td>2.816</td>
<td>2.583</td>
<td>2.332</td>
<td>1.963</td>
<td>1.647</td>
<td>1.283</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>3.1</td>
<td>2.815</td>
<td>2.582</td>
<td>2.331</td>
<td>1.963</td>
<td>1.647</td>
<td>1.283</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>3.099</td>
<td>2.814</td>
<td>2.581</td>
<td>2.33</td>
<td>1.963</td>
<td>1.647</td>
<td>1.282</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>3.098</td>
<td>2.813</td>
<td>2.581</td>
<td>2.33</td>
<td>1.962</td>
<td>1.646</td>
<td>1.282</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>3.094</td>
<td>2.81</td>
<td>2.578</td>
<td>2.328</td>
<td>1.961</td>
<td>1.646</td>
<td>1.282</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3000</td>
<td>3.093</td>
<td>2.809</td>
<td>2.577</td>
<td>2.328</td>
<td>1.961</td>
<td>1.645</td>
<td>1.282</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>3.092</td>
<td>2.809</td>
<td>2.577</td>
<td>2.327</td>
<td>1.961</td>
<td>1.645</td>
<td>1.282</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>3.092</td>
<td>2.808</td>
<td>2.577</td>
<td>2.327</td>
<td>1.96</td>
<td>1.645</td>
<td>1.282</td>
<td>0.675</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\infty (z)$</td>
<td>one-tail $p$</td>
<td>0.001</td>
<td>0.0025</td>
<td>0.005</td>
<td>0.01</td>
<td>0.025</td>
<td>0.05</td>
<td>0.1</td>
<td>0.2</td>
<td>0.25</td>
</tr>
<tr>
<td>two-tail $p$</td>
<td>0.002</td>
<td>0.005</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The $D(n)$s of 158 ECG segments (45 SR, 49 Monomorphic VT, and 64 VF) were
Table 4.4: Two-Sample $T$-test for VF and VF$_2$

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>VF</td>
<td>2000</td>
<td>-0.6</td>
<td>23.8</td>
<td>0.53</td>
</tr>
<tr>
<td>VF$_2$</td>
<td>2000</td>
<td>-0.8</td>
<td>22.6</td>
<td>0.51</td>
</tr>
</tbody>
</table>

T-Value = 0.28, P-Value = 0.777

gained based on different window lengths ($WL = 2s, 3s, \ldots, or 10s.$) for studying their influence on the classification results. Then, the average absolute deviation $D(n)$s for SR, Monomorphic VT, and VF are analyzed by statistical approach for training stage, and the corresponding probability density function (PDF) is described by histogram in Figure 4.8.

Table 4.5: Performance of the Histogram and Average Absolute Deviation Algorithm for Monomorphic VT and VF Classification

<table>
<thead>
<tr>
<th>WL(sec)</th>
<th>Threshold</th>
<th>SENSITIVITY</th>
<th>MONOMORPHIC VT</th>
<th>VF</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4.2</td>
<td>47/49=95.92%</td>
<td>61/64=95.31%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6.4</td>
<td>48/49=97.96%</td>
<td>51/64=79.69%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>48/49=97.96%</td>
<td>63/64=98.44%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>48/49=97.96%</td>
<td>63/64=98.44%</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>48/49=97.96%</td>
<td>63/64=98.44%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>48/49=97.96%</td>
<td>63/64=98.44%</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>48/49=97.96%</td>
<td>61/64=95.31%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>48/49=97.96%</td>
<td>59/64=92.19%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>19.5</td>
<td>48/49=97.96%</td>
<td>64/64=100%</td>
<td></td>
</tr>
</tbody>
</table>

Note: SL = Window Length; Sensitivity% = $TP/((TP+FN))$ where TP=true positive, FN=false negative

All of monomorphic VT $D(n)$s are very close with the reference histogram as shown in Figure 4.8. Monomorphic VT and VF are clearly marked off in different window length. In other words, it is evident that the window length doesn’t affect the distinction of monomorphic VT and VF, which means that the proposed algorithm can be used to availably classify as the monomorphic VT and VF based on ECG signal morphology. However, Figure 4.8 illustrates that there is overlap between the the distributions of VF and SR. This problem can be solved by applying the algorithm proposed by Pan-Tompkins [37] with several rules presented by Hamilton [5], which have been used in classifying normal SRs from the arrhythmias [37].

As to the statistical analysis above, we selected 49 monomorphic VT segments
and 64 VF segments in different window length from the MIT-BIH database for the testing stage. The proposed method is applied and the results are shown in Table 4.5. With different choices of window length, the method can achieve fairly high performance. The best sensitivity is achieved at the 10 second window length. The results show a 97.96% sensitivity on monomorphic VT signal, 100% sensitivity on VF.
Chapter 5

Results and Implementation

According to the above chapters, the ECG signal analysis system has been implemented both in Carbide C++ emulator and a Nokia S60 Smart-phone. In order to evaluate each component of the proposed system, the MIT-BIH database [9] is adopted for both development and evaluation stages for general and comparable results. This database offers a set of standard ECG records that are open to the public, which have been enormously helpful for developing and testing ECG analysis algorithms. Every record contains a continuous recording of ECG signal from a single subject. Most of the records have been annotated by the cardiologist and put into standard annotation files. Note that, the "MIT-BIH database" is actually a database library and is comprised of various sub-databases, for specific studies. According to the testing results, the ECG analyzer program can correctly detect the cardiac health status of the subject. Meanwhile, the algorithm architecture with the new classification rule can correctly detect and systematically classify the cardiac health status of the subject, obtaining a good performance results for detection and classification of the ECG signal based on a Smart-phone.

5.1 Testing and Results

5.1.1 Beat Detection and Classification

The QRS complex representing the ventricular activity of the heart is the most remarkable waveform for cardiac event detection in ECG signal analysis, which has high potential amplitude, steep slope (R-wave) and wide duration. These features can be extracted as characteristic quantity, and as a quantized standard in the analysis process. Beat detection is the basis of any ECG analysis algorithm. It is done by detecting the QRS complex. The algorithm proposed by Pan-Tompkins [37] has been extensively used in beat detection. Then, by combining the algorithm with several
rules presented by Hamilton [5], the beats can be classified as PVCs or normal SRs. It is computationally efficient and accurate, reported to have a sensitivity of 99.69% and positive predictivity of 99.77% [37].

![Performance of Different Methods on VT](image)

Figure 5.1: Performance of different coarse-graining process for VT

5.1.2 Data Acquisition

A set of ECG records obtained from the MIT-BIH database [9]. There are 98 monomorphic VT segments and 57 VF segments selected from the Malignant Arrhythmia subset of MIT-BIH database for development stage; the sampling frequency was set to 200Hz. In [68], in order to obtain $C(n)$ results which are independent of $n$, the finite string needs at least $n > 1000$. The threshold $C(n)$ value obtained from the development stage by using different coarse-graining process approaches is used to evaluate the sensitivity of VT and VF in LZ complexity measure. It is then used to interpret the impact of the coarse-graining process in ECG signal analysis. The window length was set from 5 seconds beginning. There are 6 different window
Figure 5.2: Performance of different coarse-graining process for VF

lengths to be selected for analyzing the impact of the window length on the coarse-graining process of LZ complexity measure. For evaluation stage, 100 SR segments, 98 monomorphic VT segments and 75 VF segments are selected from the MIT-BIH database at each different window length. In order to test the robustness of algorithms, 134 VT segments, including monomorphic and polymorphic VT, and 128 VF are utilized to depict the performance of combinatorial algorithms. Finally, several records are randomly collected from the MIT-BIH Arrhythmias subset and Malignant Arrhythmia subset to test the performance of the proposed system.

5.1.3 Development Stage

The VT has two types that include monomorphic VT and polymorphic VT. There are lots of difficulty to distinguish VT from VF, leading to the main error in previous studies. Thus, there are two parts to evaluate the combining algorithms. Firstly, there are monomorphic 98 VT segments and 57 VF segments selected from the Malignant
Arrhythmia subset of MIT-BIH database for development stage to get a threshold based on different window length.

According to the four coarse-graining approaches proposed above, the test results based on different window lengths (5s to 10s) are shown in the Fig.5.1 and Fig.5.2. The K-Means cluster algorithm outperforms the other three methods in terms of classification of VT and VF. This implies that the symbolic sequence constructed by the K-Means partitioning is a better representation of the original signal. The best sensitivity was obtained at the 8 second window length.

Let $C(n)$ denote the normalized output of LZ complexity algorithm. We obtained $C(n)$ for all the segments and then used statistical tools to analyze those $C(n)$s. By examining the probability density function (PDF) which is shown in Fig.5.3, a threshold for distinguishing between VT and VF is found, that is $C(n)_T = 0.234$. The signal is considered to be VT, if its $C(n)$ is less than $C(n)_T$, otherwise, it is classified as VF.

![Figure 5.3: A threshold for distinguishing between VT and VF](image)

**5.1.4 Evaluation Stage**

For evaluation, 100 SR segments, 98 monomorphic VT segments and 57 VF segments are selected from the MIT-BIH database at each different window length. The
$C(n)$ value obtained from the development stage is used to evaluate the sensitivity of SR, VT and VF based on different coarse-graining process approaches. The proposed method is applied and the result is shown in Table 5.1. It achieves fairly high performance when the selected window length is 8 seconds. The results show a 100% sensitivity on SR signal, 96.94% sensitivity on Monomorphic VT and 94.74% sensitivity on VF.

<table>
<thead>
<tr>
<th>WL(sec)</th>
<th>SENSITIVITY</th>
<th>SR</th>
<th>Monomorphic VT</th>
<th>VF</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>100/100=100%</td>
<td>88/98=89.80%</td>
<td>48/57=84.21%</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100/100=100%</td>
<td>93/98=94.90%</td>
<td>48/57=84.21%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>100/100=100%</td>
<td>93/98=94.90%</td>
<td>50/57=87.72%</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100/100=100%</td>
<td>95/98=96.94%</td>
<td>54/57=94.74%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>100/100=100%</td>
<td>93/98=94.90%</td>
<td>51/57=89.47%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100/100=100%</td>
<td>91/98=92.86%</td>
<td>42/57=84.69%</td>
<td></td>
</tr>
</tbody>
</table>

Fairly high performance is achieved when selecting 67 mixed monomorphic VT with polymorphic VT, and 64 VF for evaluating the ECG analysis system. In Table 5.2, the results show a 91.04% sensitivity on mixed VT and 93.75% sensitivity on VF when selecting the 10 second window length with a threshold of $C(n)_T = 0.2522$. Note: WL means window length, Sensitivity% = TP/((TP+FN)) where TP=true positive, FN=false negative.

<table>
<thead>
<tr>
<th>WL(sec)</th>
<th>Threshold</th>
<th>POLYMORPHIC VT</th>
<th>VF</th>
<th>SENSITIVITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.2491</td>
<td>42/67=62.69%</td>
<td>53/64=82.81%</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.2557</td>
<td>56/67=83.58%</td>
<td>55/64=85.94%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.2463</td>
<td>57/67=85.07%</td>
<td>59/64=92.19%</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.2461</td>
<td>58/67=86.57%</td>
<td>60/64=93.75%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.2403</td>
<td>57/67=85.07%</td>
<td>58/64=90.63%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.2522</td>
<td>61/67=91.04%</td>
<td>59/64=92.19%</td>
<td></td>
</tr>
</tbody>
</table>

Some records were chosen from the database to test the proposed system. According to the test results shown in Table 5.3, the ECG analysis system with the new classification rules can correctly detect the cardiac health status of the subject, generating a personalized diagnostic report.
### Table 5.3: Results of Testing the Proposed System

<table>
<thead>
<tr>
<th>Records</th>
<th>RHYTHMS CONTAINED IN THE RECORD</th>
<th>Standard Annotation</th>
<th>Results of System</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>One VT (25m18s)</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>No VT and VF</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>103</td>
<td>No VT and VF</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>No VT and VF</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>No VT and VF</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>115</td>
<td>No VT and VF</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>220</td>
<td>One VT (29m08s)</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>230</td>
<td>three VTs (17m06s, 21m31s, 28m29s)</td>
<td>Normal Rhythm</td>
<td></td>
</tr>
<tr>
<td>420</td>
<td>VT [23m50s to 28m46s]</td>
<td>VT [23m56s to 28m16s]</td>
<td></td>
</tr>
<tr>
<td>422</td>
<td>VT [22m12s to 22m14s]</td>
<td>VT [22m15s to 25m26s]</td>
<td></td>
</tr>
<tr>
<td>427</td>
<td>VT [10m48s to 25m33s]</td>
<td>VT [10m53s to 25m23s]</td>
<td></td>
</tr>
<tr>
<td>605</td>
<td>VT [27m28s to 27m56s]</td>
<td>VT [27m36s to 27m57s]</td>
<td></td>
</tr>
<tr>
<td>611</td>
<td>VT [19m56s to 35m00s]</td>
<td>VT [20m00s to 35m00s]</td>
<td></td>
</tr>
<tr>
<td>612</td>
<td>VT [28m27s to 35m00s]</td>
<td>VT [28m30s to 35m00s]</td>
<td></td>
</tr>
<tr>
<td>426</td>
<td>VF [10m45s to 19m26s]</td>
<td>VF [10m48s to 17m38s]</td>
<td></td>
</tr>
<tr>
<td>426</td>
<td>VF [10m45s to 24m00s]</td>
<td>VF [10m48s to 23m29s]</td>
<td></td>
</tr>
<tr>
<td>426</td>
<td>VT [27m47s to 31m12s]</td>
<td>VT [27m35s to 31m06s]</td>
<td></td>
</tr>
<tr>
<td>426</td>
<td>VF [31m12s to 33m19s]</td>
<td>VF [31m16s to 33m13s]</td>
<td></td>
</tr>
</tbody>
</table>

### 5.2 Implementation

A Nokia Smart-phone is used to test and simulate this ECG analysis system. The operation system (OS) of Smart-phone is Symbian OS. The programming is compiled in the Carbide C++ IDE (Integrated Development Environment). Symbian C++ is the native programming language of the Symbian platform. It was specifically designed for mobile devices with low power consumption and a small memory footprint. Fig.5.4 shows that the Pan-Tompkins algorithm and LZ complexity measure have been simulated in Carbide C++ emulator.

The proposed system has been implemented both in Carbide C++ emulator as shown in Fig.5.5, and a Nokia S60 Smart-phone. It runs well on the Smartphone(Fig.5.6).
Figure 5.4: Algorithms run in Carbide C++ emulator.

Figure 5.5: Simulation of the proposed system
Figure 5.6: Implementation on a Nokia Smart-phone
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, it has been mainly focusing on the ECG signal analysis implemented on a Smart-phone for ECG tele-monitoring analysis system. Considering the limitations of the Smart-phone (e.g. computing capabilities, running speed), an algorithm architecture based on two time-domain algorithms are proposed for detection and classification, which prove to be reliable and robust in analyzing ECG signals. The Pan-Tompkins algorithm is applied to detect the QRS complex beats, using several classification rules to classify as SR beat or PVC beat. Having shown advantages in time-domain analysis for describing the complexity of random processes, the LZ complexity measure that consists of the K-Means clustering algorithm and the LZ complexity analysis is adopted to classify high risk arrhythmias, from PVC beat to VT beat or VF beat.

Time is a crucial issue for the life-threatening arrhythmias classification. A sensitive algorithm to detect and classify PVC to VT or VF will remarkably improve the survival probability of the patients. The LZ complexity measure shows itself possessing good advantages in time-domain analysis, which is particularly useful in describing the complexity of random processes and the information theory for analyzing the chaotic ECG signal. The coarse-graining process as a part of the LZ complex measure can efficiently quantify the signal. The core idea is to transform the original data into a finite binary sequence for refining the interior ECG signal features. Different coarse-graining methods are used to fully understand how they affect the arrhythmias classification. It is discussed that how different coarse-graining methods (the K-Means cluster, the Mean-value, the Median, the Mid-point) influence the result of LZ complexity analysis. The binary sequence obtained by using the K-Means algorithm is found to be a better representation of the original signal, and then a suitable threshold of LZ complexity can be easily obtained, with which VT and VF
can be efficiently classified. The results not only show that a proper coarse-graining technique is essential in the success of LZ complexity analysis in ECG signal classification, but also suggest the k-mean algorithm as a better method in coarse-graining compared to the other algorithms.

Besides, some additional decision rules have been addressed to accurately analyze the life-threatening arrhythmias, improving the reliability of the proposed system. The reliability and error detection of arrhythmias is improved in the proposed system by generating the analysis report in terms of the time frames. Finally, in order to obtain a comparable and generalized result, the proposed system has been tested on the MIT-BIH database showing a good performance.

In addition, the novelty of this method based on histogram and average absolute deviation is that ECG signal statistics, morphological analysis, the histogram of signal (density estimation) and average absolute deviation altogether have been used to achieve a higher performance for arrhythmias classification, monomorphic VT, and VF. The proposed method has high performance, low computational complexity, and well suited for real-time implementation for ECG Tele-monitoring analysis system.

6.2 Future Work

6.2.1 Application

The proposed system can be transplanted into many kinds of mobile platforms becoming an intermediary platform of ECG tele-monitoring analysis system, especially for use on a Smart-phone. It is possible to make the users monitor and automatically analyze their cardiac health status, from anywhere and at any time, even while moving around with an active lifestyle. More specifically, an integrated ECG analysis system is implemented to detect and systematically classify ECG signal on a Smart-phone in real-time for user monitoring and rehabilitation. When several threatening arrhythmias of high risk is detected and classified during a period of time, the Smart-phone will automatically send a message, indicating to a remote Emergency Health Center for accurate assessment and treatment. Figure 6.1 shows the ECG tele-monitoring analysis system which consists of three main components: wearable ECG sensor module, ECG signal analysis based on a Smart-phone, and a remote Emergency Health
Center. The ECG analysis system, carried by the users, controls ECG sensor device and performs some diagnosis and analysis in real-time, directly cause an analysis report of the user’s cardiac health, and his or her subsequent heart status. In the regular process, a user is equipped with an ambulatory ECG sensor system that allows the user to continue regular daily living. A bluetooth communication network is connected between the ECG sensor system with a Smart-phone. These collecting data are transmitted through the wireless network, and then are analyzed, generating a personalized report. If there are several life-threatening arrhythmias during a period of time, the Smart-phone automatically triggers alarm messages to a remote Emergency Health Center for timely treatment.

Currently, this proposed system just was tested based on the MIT-BIH database obtaining a good performance. We will use the real patients’ data for further testing.
6.2.2 Further Investigations

There will be a natural fusion of this ECG signal analysis with multi-sensor data detection. The objective is to develop a real-time ECG Healthcare System to assist health care. The system has the potential to be popularized throughout Canada and beyond. Following 4 parts will be studied and implemented:

1. Wearable multi-sensor system: ECG sensor acquires data for biometric authentication, and further detection and classification of heart beats; pulse oximeter provides detection of heart rate, and records photoplethysmograph (PPG) waves that can be combined with the ECG signal to avoid false arrhythmias detection; accelerometer has two functions: one is for activity monitoring to help plan dietary needs, and the other is for fall detection to evaluate the user’s status; blood-pressure monitor is used to obtain physical blood signals as a measurable indicator for diagnosing the VF. The goal is to design and implement the multi-sensor with bluetooth communication system to collect and transmit data.

2. Wireless communication: Bluetooth technology as a communication medium is used to transmit these data. ECG signal has unique properties which can be utilized to provide wireless communication security. This work is to develop a bluetooth communication network based on ECG signal authentication. Little research has been done to take the biometric authentication based on ECG signal attributes into consideration before.

3. The assessment of quality of ECGs: This work is to develop a computer algorithm that can determine whether the quality of a signal is good or not. Moreover, when a record is unacceptable, the algorithm may also give advice as to how to correct the problems.

4. Multi-sensor data analysis: This step is to develop an effective algorithm that can fuse these multi-sensor data together to evaluate the user’s physical signs, and accurately detect and classify kinds of heart rhythms step by step, generating a personalized diagnostic report for users. The multi-sensor fusion can effectively avoid undesirable alarms when detecting arrhythmias.

The system has a reliable and robust capacity to analyze kinds of physical signs, independently detect and systematically classify the types of the ECG signal as normal rhythms, atrial arrhythmias, and ventricular arrhythmias. Multi-sensor data
fusion provided by kinds of specific monitoring devices can effectively monitor users’ health status, and improve the reliability and error detection of arrhythmias to avoid the false arrhythmias alarm.
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