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Abstract 

In our daily life, we often experience waiting in a queue to receive some kind of service. 
Some customers do not join the queue at the end like other normal customers, and try to 
cut in the queue hoping to have a shorter waiting time and a higher level of satisfaction. 
This behaviour is called customer interjection. Some of these customers only try to cut in 
queue, while some others try to find excuses for interjection. For instance, the first-come-
first-served (FCFS) service discipline is usually assumed in public places like restaurants, 
banks, airports, and supermarkets. However, customer interjections can still be seen in 
these places. In telecommunications networks, to test the efficiency of transmission, 
artificial packages are inserted into the normal traffic in a random manner. These 
interjections can affect the waiting time of other customers in queue. Such interjections 
may reduce the waiting time of interjecting customers, but increase the waiting time and 
dissatisfaction of others. 
 

In this work, an M/M/1 queueing system with customer interjection is investigated. The 
arrival of customers to the system is assumed to be a Poisson process with arrival rate λ . 
The service times for customers are independent and identically distributed random 
variables with an exponential distribution with rate µ . Customers are dispersed into 
normal customers and interjecting customers. A normal customer joins the queue at the 
end, and an interjecting customer tries to cut in the queue and occupy a position as close 
to the head of the queue as possible. Two parameters are introduced to describe the 
interjection behaviour: the percentage of customers interjecting and the tolerance level of 
interjection by individual customers who are already waiting in the queue. Using matrix-
analytic methods and stochastic comparison methods, the waiting times of normal 
customers and interjecting customers are being studied. The impacts of the two 
parameters on the waiting times are analyzed in detail, and the implications of the results 
are discussed with numerical examples.  

 

It is found that the waiting times are sensitive to the tolerance level of interjection by 
individual customers. It is also found that eliminating customer interjection would be 
always beneficial to normal customers and arbitrary customers though it would not 
always be so for interjecting customers.  
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Chapter 1  

Introduction 

1.1 Motivation 

All of us experience waiting in lines to receive some kind of service in our daily life, and 

sometimes this waiting time is annoying. Supermarkets, banks, airports and movie 

theatres are just some of many examples in which we see queues. Production lines, 

supply chain design, transportation systems (both surface and air traffic) and 

communications networks are some of the modern fields in which queueing situations are 

encountered. The customers are sensitive to their waiting times in a queueing system and 

expect their waiting times to be as small as possible. This fact was a good indication to 

concentrate this work on analyzing the waiting time of customers. Note that waiting times 

are among the most important and extensively studied performance measures of queueing 

theory (Gross and Harris [16], Kleinrock [23], Neuts [27], White [37] and Cohen [9]). 

 

We usually experience times when we are waiting in queue and see that some customers 

do not join the queue at the end like normal customers, but try to cut in the queue hoping 

to have a shorter waiting time, and thus a higher level of satisfaction. This behaviour is 

called “customer interjection”. For instance, the first-come-first-served (FCFS) service 

discipline is usually assumed in public places like restaurants, banks, airports and 

supermarkets. However, customer interjections can still be seen in these places. For 

traffic at an intersection with several lanes, some drivers may use the right (left) turning 

lane to cut into a straight lane or vice versa. Such interjections cause the traffic  
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to slow down in order to avoid possible accidents. Since customer interjection can 

decrease the efficiency of queueing systems, it is an interesting topic for further 

investigation. 

 

In telecommunications networks, users send data to the network and then the server 

processes the data packages and transfers them to the final destinations (users). 

Sometimes, in order to test the efficiency of transmission and performance of the 

network, artificial (since they are not sent by actual users of the network) data packages 

are inserted into the normal traffic of the system in a random manner. The goal is to 

measure and improve the network performance by tracking some marked data inserted 

into the network. However, it may force extra workload to the system and interrupt the 

actual performance of the network. Considering the whole network as a queueing system, 

the data sent by the network users are normal customers of the system, and the data 

inserted purposely into the system are the interjecting customers. This study is motivated 

by the design and analysis of the above systems. 

 

1.2 Problem of Interest 

The queueing model of interest is a single server queueing system, in which all customers 

join a single queue and there are two types of customers. The two types of customers are 

called “normal customers” and “interjecting customers” respectively. When a normal 

customer arrives, it joins the queue at the end. When an interjecting customer arrives, it 

may join the queue at any position, depending on the queue length at the arrival epoch 

and certain given probability distribution. In this work, the focus is on two parameters 
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related to social behaviour and individual tolerance on interjection. The goal is to analyze 

the impacts of the two parameters on the waiting time of different types of customers, 

both theoretically and numerically.  

1.3 Scope of the Thesis 

The theory of Markov processes (Cohen [9], Ross [30]) provides the basic tool to study 

the queueing systems of interest. In addition, stochastic comparison (Chen and Yao [7], 

Ross [30], and Shake and Shanthikumar [33]), matrix analytical methods (Neuts [28], 

[27]) and Laplace transform (Kleinrock [23], White [37], Gross and Harris [16]) are 

utilized in the study as well.  Particularly, the monotonicity of the waiting time in some 

system parameters is shown using stochastic comparison methods. Algorithms for 

computing the mean and variance of waiting times are developed based on matrix 

analytical methods. Waiting time distributions and their moments are found using the 

Laplace transform technique.  

 

1.4 Organization of the Thesis 

 In Chapter 2, the existing literature related to the subject of this work is summarized. In 

Chapter 3, the queueing process of the system of interest is described. In Section 3.2, the 

performance measures that have been used in the study of the model are introduced. In 

Section 3.3, some known results for the classical M/M/1 queue with regard to its queue 

length and the waiting time of customers are stated. Chapter 4 is the theoretical part of 

the study. There are 4 sections in this chapter. In Section 4.1, the waiting time of a 

customer currently in position n is studied. In Sections 4.2 and 4.3, the waiting time of an 

arbitrary normal customer and the waiting time of an arbitrary interjecting customer are 
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investigated, respectively. In Section 4.4, the waiting time of an arbitrary customer is 

investigated. Numerical examples are presented in Chapter 5. An efficient algorithm for 

computing the mean and variance of the waiting times is presented in this chapter as well. 

Lastly, Chapter 6 provides the concluding remarks concerning the research conducted for 

this work. A brief summary of the prominent results and suggestions for possible future 

research are given. In Appendix A, the stochastic comparison method is discussed 

briefly. Appendix B provides the proofs for some equations and relationships studied in 

this work. 
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Chapter 2 

Literature Review 

Queueing theory is one of the most important branches of modern probability theory that 

has been studied extensively since the beginning of the past century. Queueing theory 

attempts to describe queues through detailed mathematical analysis. As a result of its 

applications in industries, technology, telecommunications networks, information 

technology and management sciences, it has been an interesting research area for many 

researchers active in this field. Kleinrock ([23], [24]) has done extensive work on the 

theory of queueing systems and their computer applications. Takagi [34] considers 

queueing phenomena with regard to its applications in performance evaluation of 

computer and communication systems. Chen and Yao [7] focus on analysing the 

performance and optimization of queueing networks.  

2.1 History  

A. K. Erlang, a Danish engineer, was the founder of queueing theory and published “The 

theory of probabilities and telephone conversations” as the first paper on queueing theory 

in 1909. According to Cohen [9], the development of queueing theory until about 1940 

has mainly been directed by the needs encountered in the design of automatic telephone 

exchanges. He believes that after the World War ІІ, when applications of mathematical 

models and methods in technology and organizations rose to a level hither to unknown, it 

was soon recognized that queueing theory had a very broad field of application. Bhat [6] 

in “Sixty years of queueing theory,” has reviewed the developments of queueing theory 

with respect to its three constituent problems: “1- Behavioural, 2- Statis-tical, and 3- 
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Operational.” He believes that by looking at the general picture of the developments in 

these areas, it is not hard to conclude that the systems studied have become more and 

more realistic over the years. He has cited 94 references in his publication which is a 

good summary over the literature on queueing theory within its first sixty years of 

existence. In 1969, Satty [31] in “Seven more years of queues: A Lament and a 

bibliography,” stated that, “In the past seven years the literature on queueing theory has 

increased by half of its amount for the previous fifty years. Improvements do not match 

the increase in theoretical developments. Rarely has so much ingenuity been shown in 

tackling a variety of technical problems on paper by some of the ablest people in the 

world. But real life queues are still primitive.”  

 

The first notation for characterising the queueing system was suggested by Kendall [21] 

in 1953. He introduced a three-factor A/B/C notation in which A refers to arrival (or 

interarrival) distribution, B refers to the service time distribution and C refers to the 

number of servers in the system. Based on his notation, the most common values of A 

and B are as follows: 

Symbol Explanations 

M Exponential 

D Deterministic 

Ek Erlang type k (k=1, 2, ...) 

Hk Hyperexponential type k 

PH Phase type 

G General 
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Cohen [9] and Kleinrock [23] are among researchers who have discussions about M/M/1, 

M/M/c, G/M/1, G/M/c, M/G/1, G/G/1 and G/G/c queueing systems. Gross and Harris 

[16] also consider other queueing models like M/Ek /1 and Ek /M/1 in addition to those 

models. 

 

Gross and Harris [16] have discussed 6 characteristics that in most cases are adequate to 

describe a queueing system:  

I.� Arrival pattern of customers 

II.� Service pattern of servers 

III.� Queue discipline 

IV.� System capacity 

V.� Number of service channels 

VI.� Number of service stages. 

Gross and Harris [16] also discuss the reaction of a customer upon entering the system. 

“A customer may decide to wait no matter how long the queue becomes, or if the queue 

is too long to suit him, may decide not to enter it. If a customer decides not to enter the 

queue upon arrival, he is said to have balked. On the other hand, a customer may enter 

the queue, but after a time lose patience and decide to leave. In this case he is said to have 

reneged. In the event that there are two or more parallel waiting lines, customers may 

switch from one to another, that is, jockey for position. These three situations are all 

examples of queues with impatient customers.” This work considers the fourth group of 

impatient customers, who are the ones that try to cut in the queue to get a faster service 

and are called interjecting customers.   



 
 

8 
 

2.2 Queueing Systems with Interjecting Customers 

There is limited study on queues with customer interjections in the existing literature. 

Larson [25] discussed social justice and the psychology of queueing. He used “slips” and 

“skips” to describe customer interjections: “He who experiences a slip is victimized; he 

who skips gets a certain sense of satisfaction from his good fortune.” A number of 

examples where slips and skips occur are presented and analyzed in his work and Larson 

explains how some of them could have significant monetary consequences. For some 

cases, some nontechnical yet effective solutions are discussed. He also explains that the 

feedback on for example the estimated amount of time customers have to wait in queue 

usually makes them feel better.   

 

 In Gordon [15], some probability laws for slips and skips in a number of different 

popular queueing systems were derived. The models considered in his work are different 

from the model analyzed in this work. In particular, they considered the situation where 

first-in customers leave the queueing system later than others. The difference between the 

order of arrival and the order of departure is caused mainly by service, not interjection. In 

Whitt [38], a similar issue is considered for queueing networks. He refers to slips and 

skips as “customer overtaken” in his study and says that, “Customer B overtakes 

customer A in a queueing system if A arrives before B but B departs first.” 

 

2.3 Priority Queues 

Although the existing queueing models are different from the one considered in this 
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work, some of them are closely related. For example, the priority queues have been 

investigated extensively (Cohen [9], Takagi [35], Takine and Hasegawa [36], and 

references therein). Drekic and Stanford [11] describe priority systems as queueing 

systems in which the intention is to give one group of customers (or possibly several) 

premium service and the ability to preempt is a key element in that strategy. In priority 

queues, customers with higher priority skip over the customers with lower priority, which 

leads to the difference between the waiting times of different types of customers. The 

queueing process of customers with higher priority is, in general, not affected by that of 

lower priority customers. 

 

Priority queues can be preemptive (any customer with lower priority can be ejected from 

the server by a higher priority customer) or non-preemptive (service is never interrupted). 

Preemptive service disciplines are divided into two categories as well. One is preemptive 

resume in which the accumulated service times are retained for a low-priority customer 

after preemption. The other is preemptive repeat in which the service starts from the 

beginning for a low-priority customer after every ejection from the service and the 

accumulated service effort is therefore lost when preempted.  

 

There are some negative consequences for customers in both pure preemptive and pure 

non-preemptive priority queues. In preemptive systems, customers of lower priority 

might experience a longer time in the system because of the higher priority customers. 

Also, they might be ejected from the server, upon the arrival of a higher-priority 

customer, several times before they leave the system. Drekic and Stanford [11] talk about 
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typical situations where one would not want to allow preemptions. One situation includes 

those computing applications where a lengthy service rendered prior to the point of 

interruption would be irretrievable. On the other hand, in a non-preemptive priority 

system, customers with high priority who expect an immediate service might be waiting 

in the queue for a long time until the lower priority customer with a long service time 

leaves the server.  

 

Pure preemptive and pure non-preemptive priority systems have been investigated in 

most research but Zeltyn, Feldman and Wassekrug [40] have investigated the waiting and 

sojourn times in a multi-server queue with mixed priorities (combination of preempting 

and non-preempting). They explain that contact centers, health care, and communications 

networks are some examples of service systems that are relevant to systems with mixed 

priority discipline. They consider a multi-server queue with n servers and K classes of 

customers. Customers of the P highest priorities (P<K) can preempt customers with 

lower priorities, ejecting them from service and sending them back into the queue. In 

general, class i customers have higher priorities than class j customers if i<j. Customers 

of classes 1,..., P are named preempting since they can eject lower-priority customers 

from service. Customers of classes P+1,..., K are named non-preempting since they can 

enter service only if an idle server is available. In their system, the arrival processes of all 

classes are independent Poisson processes and service times are exponentially distributed 

with the same mean for all classes. They calculate the Laplace-Stieltjes transforms of the 

waiting times of all classes of customers and from there, they find the moments of any 
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order for the waiting times. In this work, the same method is used to find the mean and 

variance of the waiting times.  

 

As discussed earlier, there are negative consequences for customers of a lower priority in 

preemptive priority systems. Drekic and Stanford [11] say that, “If one were to provide 

some relief for these customers, one might consider either limiting the frequency with 

which preemptions occur or intervening on a customer’s behalf if its time in system 

becomes particularly long.” Several researchers have discussed this problem and tried to 

propose models to minimize the impact of preemption on lower priority classes. 

Kleinrock [22] has a model of intervention which is based on the customer’s accumulated 

time in the system. In his model, the customer’s priority is a linear function of its 

accumulated time in the system. Adiri and Domb ([2], [3]), Paterok and Ettl [29] and 

Takagi and Kodera [35] have investigated the idea of “preemption distance” discipline 

which is based on the distance of two customers in the queue. In this model, preemptions 

are only allowed if the difference between the indices of the two priority classes in the 

queue (distance) exceeds a specified threshold. Cho and Un [8] study an M/G/1 queue 

under a combined preemptive/non-preemptive priority discipline. They propose three 

discretion rules for preemption based on a parameter of the low priority job: the elapsed 

service time, the ratio of the elapsed to total service time and the remaining service time. 

They assume that each priority class has the same discretion rule for preemption. Drekic 

and Stanford [12] have analyzed a priority queueing model in which an upper limit is 

given on the number of preemptions a customer experiences. They have also developed a 

hybrid preemption policy for an M/G/1 priority queue in which interventions to improve 
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the delay performance are based on the customer’s accumulated service effort. When the 

amount of service rendered has crossed a specified threshold, further preemptions are 

blocked and the remaining service effort is rendered on a nonpreemptive basis. Drekic 

and Stanford [12] state that the decision to preempt or not, based on the accumulated 

service effort, was first introduced by Avi-Itzhak et al [5] and Jaiswal [19]. Drekic and 

Stanford [11] consider the Cho and Un [8] intervention policies in their study and 

describe them as follows: 

Ø� Proportion-based (PB) policy: once a certain proportion α, 0 ≤ α ≤ 1, of the 

service time requirement has been successfully rendered, further preemptions are 

prevented. 

Ø� Front-end time-based (FETB) policy: once T time units of service have been 

rendered successfully, further preemptions are prevented. 

Ø�  Tail-end time-based (TETB) policy: once the time remaining to successfully 

complete service is less than τ time units, further preemptions are prevented. 

The difference between this model and that of Cho and Un [8] is that they allow each 

priority class to employ its own service threshold policy. Drekic and Stanford [11] obtain 

the Laplace-Stieltjes transform and mean of each class sojourn time for the three 

threshold types, and for both preempive resume and preemptive repeat service 

disciplines. By numerical examples, they [11] show that, “It is frequently the case that a 

good combination of preemptible and nonpreemptible service performs better than both 

the standard preemptive and nonpreemptive queues.”  

 

For a queue with customer interjection, the queueing processes of all types of customers  
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interact by others. Thus, while customer interjection can be viewed as partial priority, its 

impact on the queueing process of different types of customers in queue is different from 

that of priority queueing systems.  

2.4 Queues with Customer Jockeying 

After the shortest queue model with only two servers was proposed and solved by Haight 

[17] in 1958, queues with customer jockeying (or transferring) (He and Neuts [18], Whitt 

[39], Zhao and Grassmann ([42], [43]), Disney and Mitchell [13], Elsayed and Bastani 

[14], Kao and Lin [20], Zhao [41], and Aden, Wessels and Zijm [1]) have been studied 

extensively as well. For such queueing models, customer “slips” and “skips” can occur 

since there are multiple queues and jockeying. In some cases, customers can choose 

which queue to join in order to minimize their waiting times. For example, Zhao and 

Grassmann [42] consider several buffers with infinite capacity in their model. Each 

arriving customer joins the shortest waiting queue if it cannot be processed immediately. 

Zhao and Grassmann [42] define a certain threshold value and when the difference of the 

waiting packet numbers (queue length) between the longest waiting line and the shortest 

exceeds the threshold value, the last waiting packet is allowed to move (jockey) to the 

shortest waiting line.  

 

In queueing systems with customer jockeying, decisions reside within individual 

customers and there is no interaction between customers. In the model investigated in this 

work, the customer interjection process is between interjection customers and  

non-interjection customers. The behaviour of either type of customers has great impact 

on the queueing process of the other.  
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2.5 Markov Process 

The theory of Markov processes provides the basic tool for the analysis of queueing 

systems. The following review is a brief summary of existing literature on the theory of 

Markov processes.  

 

A rather recently developed branch of probability theory is the theory of stochastic 

processes. Brownian motion is one of the first processes that has been studied extensively 

since the beginning of the past century and from its investigation, fundamental 

contributions to probability theory have originated. Gross and Harris [16] say that, “A 

stochastic process is the mathematical abstraction of an empirical process whose 

development is governed by probabilistic laws.” A stochastic process is usually defined 

as a family of random variables, },),({ TttX ∈  in which parameter t stands for time and 

)(tX  denotes the state of the process at time t. If ,...,2,1,0=t  then the stochastic process 

}),({ TttX ∈  is said to be a discrete-time process, and if ),,0[ ∞∈t  the process has 

continuous-time parameter. Poisson processes and birth-and-death processes are two 

well-known stochastic processes that have been studied and used extensively. A 

continuous-time stochastic process with Markovian property is called a Markov process. 

In other words, a Markov process is a continuous-time stochastic process in which the 

future condition of the process is just dependent on the current condition of the process 

and is independent of the past. This property is called the memoryless property. Ross [30] 

has the following mathematical notation for Markov processes: “Consider a continuous-

time stochastic process }),({ TttX ∈  taking on values in the set of nonnegative integers. 
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We say that this process is a continuous-time Markov chain if for all }),({ TttX ∈  and 

nonnegative integers ,0),(,, suuxji ≤≤   

 .})()({}0),()(,)()({ isXjstXPsuuxuXisXjstXP ==+=<≤===+  (2.5.1) 

If, in addition,  })()({ isXjstXP ==+  is independent of s, then the continuous-time 

Markov chain is said to have stationary or homogenous transition probabilities.” The 

queueing system studied in this work is a time-homogenous Markov process with 

stationary transition probabilities. A Markov chain is said to be ergodic if it is irreducible 

(all states are reachable from all other states), aperiodic (for each state, the probability of 

returning to that state is positive for all steps), and non-null recurrent (each state is 

revisited again with probability 1, and the mean time to return to each state is finite). If a 

Markov chain is ergodic, then its steady-state distribution exists. More comprehensive 

and detailed discussions about the Markov processes can be found in the works of Cohen 

[9], Gross and Harris [16], Kleinrock [23], and Ross [30].       

 

2.6 Laplace Transform  

Transform techniques (especially the Laplace transform) have made a great contribution 

to the analysis of queueing systems. Gross and Harris [16] mention that, “A transform is 

merely a mapping of a function from one space to another.” The usefulness of transform 

techniques comes from the fact that it is easier to solve some problems after the 

application of a transform on them rather than their initial form. Then the solution of the 

transformed problem can be inverted to its initial form. White [37] emphasizes that 

transform methods are basically a convenience; that is, they frequently offer a simplified 
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approach to the solution of systems problems. White [37] mentions that the applications 

of the Laplace transform in the context of queueing theory are, “Principally to solve 

certain differential equations, to identify the distribution of continuous random variables, 

and in some cases to determine the moments of continuous random variables.” The 

Laplace transform is defined (White [37], Ross [30], Kleinrock [23], Gross and Harris 

[16]) as follows: 

Let X denote a non-negative random variable with probability density function ,0)( ≥xxf  

then the Laplace transform of )(xf  is defined by 

][)()]([
0

sXsx eEdxexfxfL −
∞

− == ∫                        (2.6.1) 

where s  is a complex variable given by ,ωσ is +=  .1−=i Since the LT maps a 

function of x  into a new function of s , it can also be denoted by )(sf  or ).(sF  In this 

work, the Laplace transform is used to find the waiting time distributions and also the 

mean and variance of the waiting times. The first and second moment of the random 

variable X can be obtained from the Laplace transform as follows: 

  

.02

2
2

0

)(
)(

,
)(

)(

=

=

=

−=

s

s

ds
sfd

XE

ds
sfd

XE

        (2.6.2) 

If one were to review the existing literature regarding queueing systems, especially works 

in priority queueing systems and queues with customer jockeying, it would be realized 

that almost all researchers have used the Laplace transform technique to analyze the 

waiting time and sojourn times in their queueing system of interest. 
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Chapter 3  

The Model and Basic Analysis 

In Section 3.1 of this chapter, the queueing process of the system of interest is described. 

In Section 3.2, two measures to evaluate the performance of the system are defined. 

These two measures are the queue length and the waiting time of customers. The waiting 

times of customers are the main concern of this work. In Section 3.3, some known results 

of the classical M/M/1 queue with regard to its queue length and the waiting time of 

customers are stated.    

 

3.1 An M/M/1 Queue with Customer Interjection   

A single server queueing system with a single queue and two types of customers are 

assumed in this work. The two types of customers are called “normal customers” and 

“interjecting customers” respectively. When a normal customer arrives, it joins the queue 

at the end. When an interjecting customer arrives, it may join the queue at any position 

depending on the queue length at the arrival epoch and certain given probability 

distribution.  

 

It is assumed that customers enter the system according to a Poisson process with arrival 

rateλ . The service times of all customers are independent and identically distributed 

random variables (i.i.d.r.v) with an exponential distribution with service rateµ . The 

service process and the arrival process are independent. It is assumed that an arriving 

customer is interjecting with probability iη  )10( ≤≤ iη  and is normal with 
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probability iη−1 . Note that subscript “i” is for the word “interjection”. According to a 

classical result about Poisson process (Ross [30]), such an arrival process can also be 

viewed as the superposition of two independent Poisson processes with arrival rate ληi  

and λη )1( i− , respectively. When an interjecting customer arrives, it tries to join the 

queue as close to the head of the queue as possible. It is assumed that the interjecting 

customers do not interrupt the service in process, if a service is being rendered. The 

arriving customer contacts the first customer waiting in queue for possible interjection. 

That customer (regardless of its own type) may let the new customer cut in with 

probability cη  )10( ≤≤ cη (i.e., taking the first position in queue). Note that the subscript 

“c” is for “cutting in”. If the first customer refuses the interjection request, the 

interjecting customer contacts the second customer in queue. The process continues until 

either the customer interjects successfully or joins the queue at the end if all waiting 

customers refuse interjection. It is assumed that the time for finding a position in the 

queue is negligible for an interjecting customer. Given that there are n customers in 

queue at the arrival epoch, there are positions {1, 2, 3,..., n+1} available to the arriving 

interjecting customer. Thus, the distribution of the position taken by the interjecting 

customer has a stopped geometric distribution ( ) ( ) ( ){ ,1,...,1,1, 12
c

n
cccccc ηηηηηηη −−−−  

( ) }n
cη−1   on positions {1, 2, 3,..., n+1}. Note that the probability to occupy stn )1( +  

position by an arriving interjecting customer is equal to the rejection of interjection 

request from all n customers in the queue. Since the probability of rejecting interjection 

by each customer is ),1( cη−  then n
c )1( η−  is the probability to take the stn )1( +  

position by an arriving customer. The parameter iη  represents the percentage of 
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customers with interjection intention, which reflects the societal behaviour on 

interjection. The parameter cη  represents the level of tolerance of individuals on 

interjection. From social justice point of view, it is always expected that the values of iη  

and cη  should be low, i.e., close to 0.  

 

3.2 Performance Measures: Definition and Notation 

After describing the queueing process of the desired queueing model in Section 3.1, 

interest centers on evaluating the performance of the system of interest. The first step is 

to define some appropriate performance measures. Two measures of performance are 

studied in this work, which are queue length and waiting time of customers. By reviewing 

the existing literature on queueing theory, it would be realized that both of these random 

variables are standard measures to evaluate the behaviour of a queueing system. Cohen 

[9], Gross and Harris [16], Ross [30] and Kleinrock [23] have extensively talked about 

these two performance measures in a number of popular queueing systems.  

 

Queue length at time t is equal to the total number of customers in the system at time t. In 

order to have a stable system, queue length should be finite. The average queue length in 

the steady state is investigated in this work. 

 

On the other hand, the main concern of this work is to investigate the impact of customer 

interjection on the behaviour of an M/M/1 queueing system. Thus, the waiting times of 

customers are interesting performance measures since it is possible to compare the impact 
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of customer interjection on the waiting time of customers studied in this work with the 

waiting time of customers in an M/M/1 queueing system with FCFS service discipline. 

The waiting time of a customer in the queue is equal to the length of time starting from 

the epoch that a customer enters the queue and ending at the epoch that the customer 

enters the server. This work is concentrated on analyzing the impact of the pair ),( ci ηη  on 

the mean and variance of the waiting times of normal customers and interjecting 

customers, both theoretically and numerically. The notations regarding the performance 

measures of the model studied in this work are described as follows:     

)(tq : Queue length at time t (the total number of customers in the system) 

( )cinW ηη , : Waiting time of a customer currently in position n  

(The length of the time starting from the epoch that a customer is       

currently in position n  in the queue and ending at the epoch that the   

customer enters the server)  

( )ciW ηη , : Waiting time of an arbitrary normal customer in the queue 

 ( )ciV ηη , : Waiting time of an arbitrary interjecting customer in the queue 

 ( )ciaW ηη , : Waiting time of an arbitrary customer in the queue 

 

3.3 Basic Analysis of Queue Length and Waiting Time  

It is readily seen that the queue length in the system of interest is the same as that in the 

classical M/M/1 queue with a FCFS service discipline, but the waiting time can be 

different. First, some known results of the classical M/M/1 queue are stated for later use. 

Let )(tq  be the queue length at time t  (the total number of customers in the system at 



 
 

21 
 

time t). Then the steady state distribution of )(tq  exists if and only if 1/ <= µλρ , and is 

given by: (Cohen [9], Ross [30]) 

( ){ } ( ) ;0,1lim
t

≥−===
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nntqP n
n ρρπ      (3.3.1) 

and the average queue length is equal to 
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In this section and Sections 4.2 and 4.4, it is assumed that 1<ρ . Let ( )ciW ηη ,  be the 

waiting time of a customer in steady state. Then, for 0≥t , the following relationships 

have already been verified: (Gross and Harris [16], Cohen [9]) 
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      (3.3.3) 

where “Var” is for the variance of a random variable. Note that )0,0(),( =ci ηη  implies 

that the system is equivalent to the classical M/M/1 queue. It is intuitive that ( )ciW ηη ,    

is (stochastically) larger if iη  and cη  are larger. In this work, it will be shown that 

( )ciW ηη ,  increases in iη  and cη  with respect to the stochastically larger order. 

Furthermore, it is more interesting to find out at which point of ( )ci ηη , , the increase in 
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( )ciW ηη ,  (and other waiting times) is significant, which is the main subject of this work. 

To answer such a question, the analysis will concentrate on the mean and variance of 

( )ciW ηη , , ( )ciV ηη ,  and ( )ciaW ηη , , respectively. 
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Chapter 4 

Waiting Time Analysis 

In this chapter, the focus is on analyzing the waiting time of customers in the queueing 

system of interest theoretically. The impacts of the pair ( )ci ηη ,  on the waiting times of a 

customer in position n, an arbitrary normal customer, an arbitrary interjecting customer 

and an arbitrary customer are studied respectively. The Laplace transform technique is 

applied to find the mean and variance of the waiting time of each type of customer.  

 

4.1 Waiting Time of a Customer in Position n 

Let ( )cinW ηη ,  be the length of the time starting from the epoch that a customer is 

currently in position n in the queue and ending at the epoch that the customer enters the 

server, .0≥n  To find the distribution of ( ),, cinW ηη  an absorbing Markov process is 

introduced to describe the change of the position of a customer in the queue. Suppose that 

a customer is in position n in the queue. The customer moves to position 1−n  if the 

current service completes before the next arrival. If the next arrival occurs first, the 

customer remains in position n if the arrival does not interject. If the new customer 

interjects into one of the first n positions, the customer in position n moves to position 

1+n . The new customer interjects into one of the first n positions with probability 

( )( ).11 n
ci ηη −−  Therefore; the change of the position of a customer in queue can be 

described by a Markov process with a state space { },...3,2,1,0  and an infinitesimal 

generator that is described as follows: 
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 where b is a column vector with all elements being zero except the first, which is µ . By 

definition, ( )cinW ηη ,  is the absorption time of state zero of the Markov process ,aQ           

given that the initial state is n , .1≥n  Thus, the distribution of ( )cinW ηη ,  has a phase 

type representation (Neuts [27]) with an infinite state space and 

{ } { }eα QttWP ncin exp1),( −=<ηη ,                                        (4.1.2)              

where nα  is a vector with the nth component being one and all others zero and e is the 

column vector with all components being one. By a well-known ergodicity condition for 

birth-and-death process (Cohen [9]), the following lemma gives a necessary and 

sufficient condition for the finiteness of the waiting times.  

Lemma 4.1.1 The waiting times { }0),,( ≥nW cin ηη  and their moments are finite if and 

only if 1<ρηi .  

Proof. For a customer currently in position n, the rate with which a transition occurs from 

n to n+1 is equal to ),)1(1( n
ci ηλη −−  and the rate with which a transition occurs from n 

to n-1 is equal to µ . In order to have a stable system in which queue length and the 

waiting times are finite, the service rate must be bigger than the rate with which a 

transition occurs from position n to position n+1, for all n, which can be written as:  

 ))1(1( n
ci ηληµ −−>    for all n, n=0,1,2,... . 
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On the other hand, 0)1(lim =−
∞→

n
cn

η  and .1))1(1(lim =−−
∞→

n
cn

η  Let kX  denote 

),)1(1( k
ci ηλη −− which is the rate with which a transition occurs from state k to k+1. 

Then it is easy to find that ...210 <<< XXX . So the necessary and sufficient condition 

that { }0),,( ≥nW cin ηη  and their moments are finite is that iληµ >  or .1<iρη This 

completes the proof of Lemma 4.1.1.    

 

It is assumed that 1<ρηi  in the rest of this work. In Section 4.2 and 4.4, the condition 

1<ρη i  is replaced by a stronger one 1<ρ . It is intuitive that ( )cinW ηη ,  increases in iη  

and cη . Based on Lemma 4.1.1 and equations (4.1.1) and (4.1.2), the monotonicity of 

( )cinW ηη ,  in iη  and cη  can be shown (Shaked and Shanthikumar [33]). 

Lemma 4.1.2 Assume that 1<ρηi . If ),(),( ''
cici ηηηη ≤ , i.e. ii ηη ′≤  and cc ηη ′≤ , then 

the waiting time ),( cinW ηη ′′  is larger than the waiting time ( )cinW ηη ,  with respect to the 

stochastically larger order. 

Proof. By equation (4.1.2), the following relationship can be obtained: 
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where I  is the identity matrix and 1,, )(
)( ≥=

+
+= jijip

µλ
Q

IP , which is a substochastic 

matrix (Seneta [32]). To prove the lemma, it is sufficient to show that emP  is non-

decreasing in iη  and cη  elementwise for 0≥m . It is easy to see that the matrix P  is 
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monotone, i.e., the stk )1( +  row of P  dominates the thk )(  row of P  for all 

,0≥k ∑ ∑
∞

=

∞

=
+ ≥

nj nj
jkjk pp ,,1 , for 1≥n  (Marshal and Olkin [26]). It is easy to obtain that 

P e T,...)1,1,
)(

(
µλ

λ
+

= , where “T” is for matrix transpose. Thus the components of eP  

are non-decreasing. Denote by .,...),( 2,1,
T
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m ddP =e Suppose that ...2,1, ≤≤ mm dd . For 

e1+mP , it is easy to find that, for ,2≥j  
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By induction, emP  is monotone for all .m  

 

Suppose that ),(),( ''
cici ηηηη ≤ . Then P  is dominated by P′ (i.e., every row of P  is 

dominated by corresponding row of P′ ), which can be readily obtained by comparing the 

vectors 
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Since ee PP ′= , then eP  is dominated by eP′ . Suppose that emP  is dominated by emP )( ′ . 

Since P  is dominated by P′  and emP )( ′  is monotone, it is correct to conclude that 

ee mm PPPP )()( ′′≤′ . Then .)()()()( 11 eeeee ++ ′=′′≤′≤= mmmmm PPPPPPPP  

Therefore, the elements of emP  are monotone in ( )ci ηη ,  for all m . By equation (4.1.3), 

the waiting time is monotone in ( )ci ηη ,  with respect to the stochastically larger order. 

This completes the proof of Lemma 4.1.2. 

 

Let )(* swn  be the Laplace transform of ),( cinW ηη . Denote by 

0)}],,([exp{)(* ≥−= ssWEsw cinn ηη . Conditioning on the next transition of the Markov 

process aQ , it is easy to obtain that 1)(*
0 =sw  since 0),(0 =ciW ηη , and, for ,1≥n  
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Proof. The following independent and identically distributed random variables are 

defined: 

1Y : The amount of time that a customer currently in position n waits until  

       an arriving customer interjects into any of the first n positions;                                  

1Y ~ ));)1(1(exp( n
ci ηλη −−  

2Y : The amount of time that a customer currently in position n waits until 

        the customer currently in the server leaves; 

2Y ~ );exp(µ  
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nX : The amount of time that a customer currently in position n waits until  

         a change in her/his position happens; 

nX ~ Min ( 1Y , 2Y ) = exp )).)1(1(( n
ci ηληµ −−+  

Now, it is easy to describe the model and then formulate it. The customer currently in 

position n waits for a while ( nX ) until either an interjecting customer interjects into one 

of the first n positions available ahead of her/him (birth), or the customer currently in the 

server leaves (death). If a birth happens, she/he will move into position n+1 and if a death 

happens, she/he will move into position n-1. Depending on whether a birth or a death 

happens, her/his waiting time will be equal to  ),(1 cinn WX ηη++  or ),(1 cinn WX ηη−+  

respectively. Now it is easy to formulate the problem by conditioning on the next 

transition of the Markov process aQ . 
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This completes the proof of equation (4.1.5).         

 

By equation (4.1.5), the following expression for )(* swn  can be obtained, which is useful 

for finding the mean and variance of the waiting times.  

Lemma 4.1.3 Assume that 1<ρηi . Functions { }1),(* ≥nswn  satisfy the following 

equation: 
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Proof. By equation (4.1.5), it is easy to obtain that 

  









−−+
−−

+
−−+−−++

−−+
= +−

))1(1(
)())1(1(

))1(1(
)(

))1(1(
))1(1(

)(
*

1
*

1

*

n
ci

n
n

ci
n

ci

n
n

ci

n
ci

n

swsw
s

sw

ηληµ
ηλη

ηληµ
µ

ηληµ
ηληµ  

)7.1.4(),(
))1(1(

))1(1(
)(

))1(1(
*

1
*

1 sw
s

sw
s nn

ci

n
ci

nn
ci

+− −−++
−−

+
−−++

=
ηληµ

ηλη
ηληµ

µ

 

            ).(
))1(1(

))1(1(
)(

))1(1(
)( *

1
*

1
* sw

s
sw

s
sw nn

ci

n
ci

nn
ci

n +− −−++
−−

=
−−++

−⇒
ηληµ

ηλη
ηληµ

µ
 

The following relationships can be obtained by multiplying the sides of equation (4.1.7) 

by :
))1(1(

µ
ηληµ n

cis −−++

 

),())1(1()()())1(1()()(

),())1(1()()(
))1(1(

*
1

*
1

***

*
1

*
1

*

swswswswsw
s

swswsw
s

n
n

cinn
n

cinn

n
n

cinn

n
ci

+−

+−

−−=−−−++⇒

−−=−
−−++

ηρηηρη
µ

ηρη
µ

ηληµ

 
 ( ).)()())1(1()()()( **

1
**

1
* swswsw

s
swsw nn

n
cinnn −−−+−=−⇒ +− ηρη

µ
    (4.1.8) 



 
 

30 
 

For 1≥m , 
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that leads to 
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Equation (4.1.6) is obtained from equation (4.1.10) according to the following 

relationships: 
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Now, by adding the right hand sides and the left hand sides of equation (4.1.11), the 

following result is obtained: 

.)())1(1()(1)(
1

*
1

0

*




















−−−= ∑∑ ∏

=

∞

=

−−

=

+−
n

m
k

mk

mk

j

jm
c

mk
in sw

s
sw ηρη

µ
 

Note that ∏
−

=

=
1

0

1(...)
j

 by convention and 1)(*
0 =sw . This completes the proof of Lemma 

4.1.3. 
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With the expression in equation (4.1.6), it is possible to derive formulas for the mean and 

variance of the waiting time ( )cinW ηη , . The results are summarized in the following 

corollary. 

Corollary 4.1.4 Assume that 1<ρηi . The first two moments of ( )cinW ηη ,  have the 

following expressions: 

;0)],([ 0 =ciWE ηη  

;0)],([ 2
0 =ciWE ηη  

and for ,1≥n  

 

 

     (4.1.12) 

 

The proof of Corollary 4.1.4 is presented in Appendix B. The first two moments of  

( )cinW ηη ,  are non-decreasing in iη  and cη .  

 

Using the expression in equation (4.1.12), the mean and variance of  ( )cinW ηη ,  can be 

calculated. However, a computational method based on equation (4.1.12) can be 

numerically unstable and time consuming. A numerically more efficient algorithm for 

computing the first two moments of ( )cinW ηη ,  is developed in Chapter 5.   
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4.2 Waiting Time of an Arbitrary Normal Customer 

In this section, the waiting time of an arbitrary normal customer is considered. Recall that 

a normal customer always joins the queue at the end. Assuming 1<ρ  and conditioning 

on the number of costumers in the system at the arrival epoch, by equation (3.3.1), it is 

easy to obtain that  
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By Lemma 4.1.1 and equation (4.2.1), it can be concluded that ( )ciW ηη ,  is non-

decreasing in iη  and cη with respect to the stochastically larger order, which is consistent 

with intuition. Consequently, the first two moments of ( )ciW ηη ,  are non-decreasing 

functions in iη  and cη . By equations (4.1.12) and (4.2.1), the first two moments of 

( )ciW ηη ,  are given as: 
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 The proof of equation (4.2.2) is presented in Appendix B. 

 

It is easy to see from equation (4.2.2) that )],([ ciWE ηη  is an increasing convex function 

of iη . By using the computational method developed in Chapter 5, the mean and 
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variance of the waiting time of ( )ciW ηη ,  can be computed. The following corollaries 

give some explicit results at the boundary points. 

Corollary 4.2.1 Assume that 1<ρ . The mean and variance of ( )ciW ηη ,  at some 

boundary points are given as follows: 
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The proof for Corollary 4.2.1 is presented in Appendix B. Comparing the mean and 

variance at these boundary points, it is easy to see that 
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Thus, when customer interjections are tolerated by individual customers (i.e., 1=cη , 

regardless of their type), a normal customer’s waiting time and its variation can be 



 
 

34 
 

significantly larger. Similar results can be obtained for the variances at (0, cη ) and (1, cη ), 

but the expressions are tedious. Thus, the details are omitted.  

Next, a sensitivity analysis is conducted on the mean waiting time ( ) ( )],,[, cici WEw ηηηη =  

to know how fast the waiting time changes if iη  and cη change their values. By routine 

calculations, equation (4.2.2) leads to 
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Corollary 4.2.2 Assume that 1<ρ . For boundary points )0,( iη , )1,( iη , ),0( cη and ),1( cη , 

the following equations are given:  
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By equations (4.2.5) and (4.2.6), it is easy to observe that the derivative of ( )ciw ηη ,  is 

larger, sometimes significantly, at 1=iη ( 0=cη ) than at 0=iη  ( 1=cη ). Note that the 

expression of 0
),(

=∂
∂

c
c

ciw
ηη

ηη
 has a denominator with the term 2)1( ρ− . Thus, for the 

waiting time of normal customers, it is not that important that there are some people with 

the intention to interject. It is more important to make sure that no one tolerates 

interjection, i.e., to keep ,0=cη  since ( )ciw ηη ,  increases significantly at 0=cη .  

 

4.3 Waiting Time of an Arbitrary Interjecting Customer 

If an interjecting customer arrives and sees n customers waiting in queue, the customer 

takes position j with probability ( ) njc
j

c ≤≤− − 1,1 1ηη , and position 1+n  with 

probability ( )n
cη−1 . Denote by ( )ciV ηη ,  the waiting time of an interjecting customer. 

Assuming 1<ρηi  and conditioning on the number of customers (which is shown with # 

symbol in this work) in the system at the arrival epoch, the Laplace transform of the 

waiting time can be obtained as follows:  
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There are two conditions that need to be considered in order to find the mean and 

variance of the waiting time from equation (4.3.1). These two conditions are 1<ρ  and 

.1,1 <≥ ρηρ i  

 

If ,1<ρ  it is easy from equation (4.3.1) to obtain that 
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If ),1,1( <≥ ρηρ i the (total) queue length is infinite and an interjecting customer takes 

position j in the queue with probability ( ) ,1 1
c

j
c ηη −−  ∞≤≤ j1 . Conditioning on the 

position an interjecting customer takes in the queue, it is easy to verify that 
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The results can be summarized as follows: 
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By Lemma 4.1.2, ( )ciV ηη ,  is non-decreasing in iη  with respect to the stochastically

larger order, which is intuitive. However, ( )ciV ηη ,  may not be monotone in cη . By

Corollary 4.1.4 and equation (4.3.2), the first two moments of ( )ciV ηη ,  can be obtained

as follows. 
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Corollary 4.3.1 If ,1<ρηi then 

)],([ ciVE ηη  


















≥













−−−+

<













−−−

−−
+

−−

=

∑∑ ∑∏

∑∑ ∑∏

∞

=

∞

= =

−

=

+−

∞

=

∞

= =

−

=

+−+

1 1 1

1

0

1

1 1 1

1

0

1

.1,))1(1()1()(
1

                                                                                       

;1,))1(1()1(
))1(1(

)1(

n k

n

m

k

j

jm
c

n
c

k
i

c

c

n k

n

m

k

j

jm
c

n
c

k
i

knc

c

ρηηρη
µ
η

µη

ρηηηρ
µ

ηρ
ηλµ

ρ














≥−

<−−−

=

∑

∑

∞

=

−

∞

=

−

1

21

1

21

2

.1],)),([()1(

;1],)),([()1())1(1(

])),([(

n
cin

n
cc

n
cin

n
c

n
c

ci

WE

WE

VE

ρηηηη

ρηηηρηρ

ηη  (4.3.6)

The proof of Corollary 4.3.1 is presented in Appendix B. At some boundary points

explicit results can be obtained for the mean waiting time: 
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Equations (4.3.7) and (4.3.9) show that the mean of the waiting time is smaller at =cη

than that at 0=cη . That fact can be shown by partial deriving the derivatives 
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From equations (4.3.11) and (4.3.12), it is easy to see that the mean of the waiting time is 

more sensitive at 0=cη  than at 1=cη . Notice that when 1<ρ  and 0=cη , the 

denominator contains the term .)1( 2ρ− In other words, if cη  increases a little bit at 

0=cη , the mean of the waiting time will decrease significantly; but if cη  decreases a 

little bit at 1=cη , the mean of the waiting time will increase, but not significantly. Thus 

the mean waiting time of an arbitrary interjecting customers is minimized at .1=cη  

Details of equations (4.3.11) and (4.3.12) are presented in Appendix B. 

 

4.4 Waiting Time of an Arbitrary Customer 

For an arbitrary customer, it is a normal customer with probability iη  and an interjecting 

customer with probability iη−1 . Denote by ( )ciaW ηη ,  the waiting time of an arbitrary 

customer. If ,1<ρ  by conditioning on the type of the arbitrary arrival, it is easy to find 

that  

};),({)1(}),({}),({ tWPtVPtWP ciiciicia <−+<=< ηηηηηηηη

             
)].,([)1()],([)],([ ciiciicia WEVEWE ηηηηηηηη −+=         (4.4.1) 

Intuitively, since the mean queue length in the queue is independent of the ),,( ci ηη  by 

Little’s law (Gross and Harris [16]), the mean waiting time is independent of ),( ci ηη . 

Therefore, 
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 Thus, it is only necessary to discuss the variance of ( )ciaW ηη , . For the variance of an 

arbitrary customer, it is easy to find that 

.)]),([)],([)(1(
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2
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VVarWVarWVar

ηηηηηη
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−−+

+−=
         (4.4.3)    

The proof of equation (4.4.3) is presented in Appendix B. 

 

 It is clear from equation (4.4.3) that the waiting time of an arbitrary customer has the 

smallest variance if 0== ci ηη , which is equal to the variance of the waiting time of a 

customer in an M/M/1 queue with FCFS service discipline. 
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Chapter 5 

Numerical Examples 

In order to compute the mean and variance of the waiting time for the different types of 

customers that have been studied extensively in the previous chapter, a numerically more 

efficient algorithm for computing the first two moments of  ( )cinW ηη ,  is developed in 

this chapter. Having the first two moments of ( )cinW ηη ,  for n=0, 1, 2, 3, ..., it is easy to 

compute the mean and variance of the waiting time of normal customers, interjecting 

customers and an arbitrary customer using equations (4.2.1), (4.3.4), (4.4.2) and (4.4.3).  

The numerical examples are presented in this chapter using this method. In these 

examples, for different amounts of ( )ci ηη , , the mean and variance of the waiting time for 

all types of customers are computed. The purpose is to analyze the impact of the pair 

( )ci ηη ,  on the waiting time of customers.  

 

5.1 Outline of a Computational Method 

Based on the first passage time, a stable algorithm for computing the mean and variance 

of ( )cinW ηη ,  is developed. Denote by nT  the first passage time for a customer in position 

n to move to position 1−n  in queue. Let 
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with a state space ,...}.1,,1{ +− nnn Denote by nana QQ ,, lim ∞→∞ =  and nn TT ∞→∞ = lim . 

It is easy to see that nT  is the absorption time of the Markov process naQ ,  for ∞≤n , 

given that the Markov process is in state n  initially. Similar to the proof of Lemma 4.1.1, 

it can be shown that nT  is stochastically larger in n (also see Chen and Yao [7]). Thus, 

][ nTE  and ][ 2
nTE  increase in .n The variable ∞T  can be considered as the length of the 

busy period of an M/M/1 queue with arrival rate iλη  and service rate µ . It is readily 

seen that 
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][ ∞TE  and ][ 2
∞TE  are finite and are given by: 
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The following relationships of }0,{ ≥nTn  can be shown routinely: 
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Since ( ) ncin TTTW +++= ..., 21ηη , then it is easy to find that 
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To compute the mean and variance of nW  approximately, a large enough N should be 

chosen and the following equations should be set: ][][ ∞= TETE N   and ][][ 22
∞= TETE N . 

Then ][ nWE  and ][ 2
nWE  can be computed by using formulas in equations (5.1.3), 

(5.1.4) and (5.1.5) for .Nn ≤  

 

Note that, by the monotonicity property of }0,{ ≥nTn , it can be obtained that 

][][ ∞≤ TnEWE N  and .])[)(1(][][ 222
∞∞ −+≤ TEnnTnEWE N Thus, N can be chosen large 

enough so that the error in computing the first two moments of waiting times such as 

( )],[ cinWE ηη  and ( )],[ 2
cinWE ηη  be smaller than any given positive number. 

 

5.2 The Structure of Numerical Examples  

By using the computational method developed in Section 5.1, the first two moments of 

( )cinW ηη ,  for n=0, 1, 2, 3, ..., N  are computed and based on that, the mean and variance 

of the waiting time for each type of customer are obtained. The mean and variance of the 

waiting time of a normal customer are computed using equation (4.2.1). The mean and 

variance of the waiting time of an arbitrary interjecting customer are computed using 

equation (4.3.1). The mean and variance of the waiting time of an arbitrary customer are 
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computed using equations (4.4.2) and (4.4.3). Computational experiments are implement-

ed using the “C” computer programming language. The input parameters to the computer 

programming areλ ,µ , N, iη  and cη . The outputs of the computer programming are the 

mean and variance of the waiting time of normal customers, interjecting customers and 

an arbitrary customer, respectively. Two different amounts for ρ  have been chosen to 

implement the computational experiments. The first one is 2.0=ρ  which is close to zero 

and the second one is 8.0=ρ  which is close to one.     

 

5.3 Examples for the Waiting Time of an Arbitrary Normal Customer 

Example 1. Consider a queueing model with 2=λ and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  at boundary points are computed in Table 5.1. 

 
Table 5.1 The mean and variance of ( )ciW ηη ,  at boundary points when 2.0=ρ  

λ µ ρ ηi ηc E(W) Var(W) 
2 10 0.2 0 0 0.025 0.005625 
2 10 0.2 0 1 0.025 0.005625 
2 10 0.2 1 0 0.025 0.005625 
2 10 0.2 1 1 0.03125 0.010742 

The results in Tables 5.1 for the mean and variance of ( )ciW ηη ,  at boundary points 

correspond with the results that could be obtained from Corollary 4.1.1 for boundary 

points when 2.0=ρ . This verifies the accuracy of the computational method in 

computing the mean and variance of the waiting time of normal customers. 
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Example 2. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 05.0=cη  and 10 i ≤≤η  are plotted in Figures 5.1 

and 5.2. 

 
Figure 5.1 The mean of ( )ciW ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figure 5.2 The variance of ( )ciW ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figures 5.1 and 5.2 show that both the mean and variance of the waiting time of a normal 

customer increase in .iη  
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Example 3. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 9.0=cη  and 10 i ≤≤η  are plotted in Figures 5.3 and 

5.4. 

 
Figure 5.3 The mean of ( )ciW ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figure 5.4 The variance of ( )ciW ηη ,  for 9.0=cη  and .10 i ≤≤η  

 
Figures 5.3 and 5.4 show that both the mean and variance of the waiting time of a normal 

customer increase in .iη   



 
 

48 
 

Example 4. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 05.0=iη  and 10 c ≤≤η  are plotted in Figures 5.5 

and 5.6. 

 
Figure 5.5 The mean of ( )ciW ηη ,  for 05.0=iη  and .10 c ≤≤η  

 
Figure 5.6 The variance of ( )ciW ηη ,  for 05.0=iη and .10 c ≤≤η  

 
Figures 5.5 and 5.6 show that both the mean and variance of the waiting time of a normal 

customer increase in .cη  
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Example 5. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 9.0=iη  and 10 c ≤≤η  are plotted in Figures 5.7 and 

5.8. 

 
Figure 5.7 The mean of ( )ciW ηη ,  for 9.0=iη  and .10 c ≤≤η  

 
Figure 5.8 The variance of ( )ciW ηη ,  for 9.0=iη and .10 c ≤≤η  

 
Figures 5.7 and 5.8 show that both the mean and variance of the waiting time of a normal 

customer increase in .cη  
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Example 6. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 10 c ≤=≤ ηη i  are plotted in Figures 5.9 and 5.10. 

 
Figure 5.9 The mean of ( )ciW ηη ,  for .10 c ≤=≤ ηη i  

 
Figure 5.10 The variance of ( )ciW ηη ,  for .10 c ≤=≤ ηη i  

 
Figures 5.9 and 5.10 show that both the mean and variance of the waiting time of a 

normal customer increase in iη and .cη  
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Example 7. Consider a queueing model with 8=λ and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  at boundary points are computed in Table 5.2. 

Table 5.2 The mean and variance of ( )ciW ηη , at boundary points when )8.0( =ρ  

λ µ ρ ηi ηc E(W) Var(W) 
8 10 0.8 0 0 0.4 0.24 
8 10 0.8 0 1 0.4 0.24 
8 10 0.8 1 0 0.4 0.24 
8 10 0.8 1 1 2 14 

The results in Tables 5.2 for the mean and variance of ( )ciW ηη ,  at boundary points 

correspond with the results that could be obtained from Corollary 4.1.1for boundary 

points when 8.0=ρ . This verifies the accuracy of the computational method in 

computing the mean and variance of the waiting time of normal customers. 
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Example 8. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 05.0=cη  and 10 i ≤≤η  are plotted in Figures 5.11 

and 5.12. 

 
Figure 5.11 The mean of ( )ciW ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figure 5.12 The variance of ( )ciW ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figures 5.11 and 5.12 show that both the mean and variance of the waiting time of a 

normal customer increase in .iη   
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Example 9. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 9.0=cη  and 10 i ≤≤η  are plotted in Figures 5.13 

and 5.14. 

 
Figure 5.13 The mean of ( )ciW ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figure 5.14 The variance of ( )ciW ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figures 5.13 and 5.14 show that both the mean and variance of the waiting time of a 

normal customer increase in .iη  
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Example 10. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 05.0=iη  and 10 c ≤≤η  are plotted in Figures 5.15 

and 5.16. 

 

Figure 5.15 The mean of ( )ciW ηη ,  for 05.0=iη  and .10 c ≤≤η  

 
Figure 5.16 The variance of ( )ciW ηη ,  for 05.0=iη and .10 c ≤≤η  

 
Figures 5.15 and 5.16 show that both the mean and variance of the waiting time of a 

normal customer increase in .cη   
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Example 11. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 9.0=iη  and 10 c ≤≤η  are plotted in Figures 5.17 

and 5.18. 

 
Figure 5.17 The mean of ( )ciW ηη ,  for 9.0=iη  and .10 c ≤≤η  

 
Figure 5.18 The variance of ( )ciW ηη ,  for 9.0=iη and .10 c ≤≤η  

 
Figures 5.17 and 5.18 show that both the mean and variance of the waiting time of a 

normal customer increase in .cη  
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Example 12. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciW ηη ,  for 10 c ≤=≤ ηη i  are plotted in Figures 5.19 and 5.20. 

 
Figure 5.19 The mean of ( )ciW ηη ,  for .10 c ≤=≤ ηη i  

 
Figure 5.20 The variance of ( )ciW ηη ,  for .10 c ≤=≤ ηη i  

 
Figures 5.19 and 5.20 show that both the mean and variance of the waiting time of a 

normal customer increase in iη  and .cη  
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Summary: 

The mean and variance of the waiting time of  normal customers increase in both iη  and 

.cη Thus, the minimums and maximums of the mean and variance are attained at 

boundary points ( iη , 0), ( iη , 1), (0, cη ), (1, cη ). Numerical examples presented in Section 

5.3 show that the mean and variance of the waiting time of a normal customer can 

increase drastically due to interjection. They also show that the increase is significant at 

boundary points. The impact of parameters iη  and cη  on the waiting time of a normal 

customer can be summarized as follows: 

1-� If ,0=iη  no customer interjects. For this case, a small increase in iη  may lead to 

significant increase in the mean and variance of the waiting time of a normal 

customer if cη  is large. Thus, if individual tolerance of interjection is high, then a 

small increase in the intention of interjection can lead to significant increase in the 

mean waiting time.  

2-� If ,1=iη  all customers interject. For this case, a small decrease in iη  can lead to 

significant decrease in the mean and variance of the waiting time of a normal 

customer. Thus, if the majority of the customers have the intention to interject, 

then any decrease in that part can lead to significant decrease in the waiting time 

of normal customers. 

3-� If ,0=cη  no customer tolerates interjection. For this case, a small increase in cη  

can lead to a significant increase in the mean and variance of the waiting time of a 

normal customer. Thus, when the tolerance of interjection is close to zero, then it 
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is worth to eliminate any interjection, since any small tolerance can lead to 

significant increase in waiting times of normal customers. 

4-� If ,1=cη  all customers in queue allow interjection. For this case, a change in cη  

lead to change in the mean and variance of the waiting time of a normal customer, 

which may not be as significant as that at .0=cη   

Remark: Both the mean and variance of  ( )ciW ηη ,  increase in iη  and .cη  Therefore, 

eliminating customer interjection is always beneficial to normal customers. 

 

5.4 Examples for the Waiting Time of an Arbitrary Interjecting               

      Customer                                        

Example 13. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  at boundary points are computed in Table 5.3. 

Table 5.3 The mean and variance of ( )ciV ηη , at boundary points when )2.0( =ρ  

λ µ ρ ηi ηc E(V) Var(V) 
2 10 0.2 0 0 0.025 0.005625 
2 10 0.2 0 1 0.025 0.005625 
2 10 0.2 1 0 0.025 0.005625 
2 10 0.2 1 1 0.025 0.007188 

 
The results in Table 5.3 correspond with the results that can be obtained based on 

equations (4.3.7), (4.3.8), (4.3.9) and (4.3.10) for the mean and variance of the waiting 

time of an arbitrary interjecting customer at the boundary points when 2.0=ρ . This 

verifies the accuracy of the computational method in computing the mean and variance of 

the waiting time of interjecting customers. 
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Example 14. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 05.0=cη  and 10 i ≤≤η  are plotted in Figures 5.21 

and 5.22. 

 
Figure 5.21 The mean of ( )ciV ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figure 5.22 The variance of ( )ciV ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figures 5.21 and 5.22 show that both the mean and variance of the waiting time of an 

arbitrary interjecting customer increase in .iη  
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Example 15. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 9.0=cη  and 10 i ≤≤η  are plotted in Figures 5.23 

and 5.24. 

 
Figure 5.23 The mean of ( )ciV ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figure 5.24 The variance of ( )ciV ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figures 5.23 and 5.24 show that both the mean and variance of the waiting time of an 

arbitrary interjecting customer increase in .iη  
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Example 16. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 05.0=iη  and 10 c ≤≤η  are plotted in Figures 5.25 

and 5.26. 

 
Figure 5.25 The mean of ( )ciV ηη ,  for 05.0=iη  and .10 c ≤≤η  

 
Figure 5.26 The variance of ( )ciV ηη ,  for 05.0=iη  and .10 c ≤≤η

 
 
Figures 5.25 and 5.26 show that both the mean and variance of the waiting time of an 

arbitrary interjecting customer decrease in cη when iη  is small and approaches zero.  
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Example 17. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 9.0=iη  and 10 c ≤≤η  are plotted in Figures 5.27 

and 5.28. 

 
Figure 5.27 The mean of ( )ciV ηη ,  for 9.0=iη  and .10 c ≤≤η  

 
Figure 5.28 The variance of ( )ciV ηη ,  for 9.0=iη  and .10 c ≤≤η

 

Figures 5.27 and 5.28 show that the mean of ( )ciV ηη ,  decreases in cη when iη  is large 

but the variance of ( )ciV ηη ,  increases in cη  when iη  is large, which is different from 

the impact of cη on the variance of ( )ciV ηη ,  when iη  is small and approaches zero. 
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 Example 18. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 10 c ≤=≤ ηηi  are plotted in Figures 5.29 and 5.30. 

 
Figure 5.29 The mean of ( )ciV ηη ,  for .10 c ≤=≤ ηη i  

 
Figure 5.30 The variance of ( )ciV ηη ,  for .10 c ≤=≤ ηη i  

 
Figure 5.29 shows that the mean of ( )ciV ηη ,  decreases as cηη =i  approaches 0.5 and 

after that, it starts to increase. Figure 5.30 shows that the variance of ( )ciV ηη , decreases 

as cηη =i  approaches 0.35 and after that, it starts to increase.  
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Example 19. Consider a queueing model with 8=λ and 10=µ . Then .18.0 <=ρ The 

mean and variance of ( )ciV ηη ,  at boundary points are computed in Table 5.4. 

Table 5.4 The mean and variance of ( )ciV ηη , at boundary points when )8.0( =ρ  

λ µ ρ ηi ηc E(V) Var(V) 
8 10 0.8 0 0 0.4 0.24 
8 10 0.8 0 1 0.4 0.24 
8 10 0.8 1 0 0.4 0.24 
8 10 0.8 1 1 0.4 1.84 

 

The results in Table 5.4 correspond with the results that can be obtained based on 

equations (4.3.7), (4.3.8), (4.3.9) and (4.3.10) for the mean and variance of the waiting 

time of an arbitrary interjecting customer at boundary points when 8.0=ρ . This verifies 

the accuracy of the computational method in computing the mean and variance of the 

waiting time of interjecting customers. 
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Example 20. Consider a queueing model with 8=λ and 10=µ . Then .18.0 <=ρ  The 

mean and variance of ( )ciV ηη ,  for 05.0=cη  and 10 i ≤≤η  are plotted in Figures 5.31 

and 5.32. 

 
Figure 5.31 The mean of ( )ciV ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figure 5.32 The variance of ( )ciV ηη ,  for 05.0=cη and .10 i ≤≤η  

 
Figures 5.31 and 5.32 show that both the mean and variance of the waiting time of an 

arbitrary interjecting customer increase in iη  when cη  is small and approaches zero. 
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Example 21. Consider a queueing model with 8=λ and 10=µ . Then .18.0 <=ρ  The 

mean and variance of ( )ciV ηη ,  for 9.0=cη  and 10 i ≤≤η  are plotted in Figures 5.33 

and 5.34. 

 
Figure 5.33 The mean of ( )ciV ηη ,  for 9.0=cη and .10 i ≤≤η  

 

 
Figure 5.34The variance of ( )ciV ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figures 5.33 and 5.34 show that both the mean and variance of the waiting time of an 

arbitrary interjecting customer increase in iη  when cη  is large and approaches one. 



 
 

67 
 

Example 22. Consider a queueing model with 8=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 05.0=iη  and 10 c ≤≤η  are plotted in Figures 5.35 

and 5.36. 

 
Figure 5.35 The mean of ( )ciV ηη ,  for 05.0=iη  and .10 c ≤≤η  

 
Figure 5.36 The variance of ( )ciV ηη ,  for 05.0=iη  and .10 c ≤≤η  

 
Figures 5.35 and 5.36 show that both the mean and variance of the waiting time of an 

arbitrary interjecting customer decrease in cη when iη  is small and approaches zero.  
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Example 23. Consider a queueing model with 8=λ  and 10=µ . Then 12.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 9.0=iη  and 10 c ≤≤η  are plotted in Figures 5.37 

and 5.38. 

 
Figure 5.37 The mean of ( )ciV ηη ,  for 9.0=iη  and .10 c ≤≤η  

 
Figure 5.38 The variance of ( )ciV ηη ,  for 9.0=iη  and .10 c ≤≤η  

Figures 5.37 and 5.38 show that the mean of ( )ciV ηη ,  decreases in cη  when iη  is large 

but the variance of ( )ciV ηη ,  increases in cη  when iη  is large, which is different from 

the impact of cη on the variance of ( )ciV ηη ,  when iη  is small and approaches zero. 
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Example 24. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciV ηη ,  for 10 c ≤=≤ ηηi  are plotted in Figures 5.39 and 5.40. 

 
Figure 5.39 The mean of ( )ciV ηη ,  for .10 c ≤=≤ ηη i  

 

 
Figure 5.40 The variance of ( )ciV ηη ,  for .10 c ≤=≤ ηη i  

 
Figure 5.39 shows that the mean of ( )ciV ηη ,  decreases as cηη =i  approaches 0.5 and 

after that, it starts to increase. Figure 5.40 shows that the variance of ( )ciV ηη , decreases 

as cηη =i  approaches 0.4 and after that, it starts to increase.  
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Summary: 

The mean and variance of the waiting time of an arbitrary interjecting customer increase 

in iη  and are a monotone function of .iη  It is clear that iη  has the same impact on the 

waiting time of both normal and interjecting customers. However, reducing cη  will 

actually increase the waiting time of an interjecting customer, since the possibility for the 

interjecting customer to cut in at a position close to the server is smaller. This is different 

from the waiting time of a normal customer. Thus, the mean waiting time of an arbitrary 

interjecting customer is minimized at 1=cη . Also, it can be concluded that the mean of 

the waiting time is more sensitive at 0=cη  than at .1=cη  In other words, a small 

increase in cη  at 0=cη  leads to a significant decrease in the mean of the waiting time, 

but a small decrease in cη  at 1=cη  leads to a small increase in the mean of the waiting 

time. The relationship between the variance of ),( ciV ηη  and ),( ci ηη  is more 

complicated. For instance, if iη  is small, the variance decreases in .cη  If iη  is large, the 

variance increases in .cη In fact, )],([ ciVVar ηη  may not be a monotone function of 

.cη Thus, the impact of cη  on the waiting time of an interjecting customer is different 

from its impact on the waiting time of a normal customer and the impact of iη  on the 

waiting times. For fixed ,cη  the variance increases in ,iη  which is consistent with 

intuition.  
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Example 25. Consider a queueing model with ,12=λ 10=µ  and 08.00 ≤≤ iη . Then 

12.1 >=ρ  and .1<ρηi The mean and variance of ( )ciV ηη ,  for 05.0=cη  and 

08.00 ≤≤ iη  are plotted in Figures 5.41 and 5.42.  

 
Figure 5.41 The mean of ( )ciV ηη ,  for 05.0=cη and .08.00 i ≤≤η  

 
Figure 5.42 The variance of ( )ciV ηη ,  for 05.0=cη and .08.00 i ≤≤η  

 
Figures 5.41 and 5.42 show that both the mean and variance of ( )ciV ηη ,  increases in iη  

when cη  is small and approaches zero. 
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Example 26. Consider a queueing model with ,12=λ 10=µ  and 08.00 ≤≤ iη . Then 

12.1 >=ρ and .1<ρηi The mean and variance of ( )ciV ηη ,  for 9.0=cη  and 

08.00 ≤≤ iη  are plotted in Figures 5.43 and 5.44.  

 
Figure 5.43 The mean of ( )ciV ηη ,  for 9.0=cη and .08.00 i ≤≤η  

 

 
Figure 5.44 The variance of ( )ciV ηη ,  for 9.0=cη and .08.00 i ≤≤η  

Figures 5.43 and 5.44 show that both the mean and variance of ( )ciV ηη ,  increase in iη  

when cη  is large and approaches one. 
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Example 27. Consider a queueing model with ,12=λ 10=µ  and .02.0=iη Then 

12.1 >=ρ and .1<ρηi The mean and variance of ( )ciV ηη ,  for 02.0=iη  and 10 ≤≤ cη  

are plotted in Figures 5.45 and 5.46.  

 
Figure 5.45 The mean of ( )ciV ηη ,  for 02.0=iη and .10 c ≤≤η  

 
Figure 5.46 The variance of ( )ciV ηη ,  for 02.0=iη and .10 c ≤≤η  

 
Figures 5.45 and 5.46 show that the mean and variance of ( )ciV ηη ,  decrease in .cη It is 

also clear from these figures that the mean and variance of ( )ciV ηη ,  approach infinity as 
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cη  approaches zero. In other words, if ,0=cη  a small increase in cη  leads to a 

significant decrease in the mean and variance of ( )., ciV ηη  On the other hand, if ,1=cη  a 

small decrease in cη  leads to increase in the mean and variance of ( ),, ciV ηη  which is not 

as significant as that at .0=cη  

 

Summary: 

The mean of ( )ciV ηη ,  increases in iη  and decreases in cη  when 1>ρ  and .1<ρηi  It 

seems that the mean of ),( ciV ηη  depends on iη  and cη  in a way similar to the case with 

.1<ρ  However, the variance of ),( ciV ηη  behaves differently. For this case, the 

variance decreases in .cη  
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 5.5 Examples for the Waiting Time of an Arbitrary Customer 

Example 28. Consider a queueing model with 2=λ  and .10=µ Then .12.0 <=ρ The 

mean and variance of ( )ciaW ηη ,  at boundary points are computed in Table 5.5. 

Table 5.5 The mean and variance of ( )ciaW ηη ,  at boundary points when )2.0( =ρ  

λ µ ρ ηi ηc E(Wa) Var(Wa) 
2 10 0.2 0 0 0.025 0.005625 
2 10 0.2 0 1 0.025 0.005625 
2 10 0.2 1 0 0.025 0.005625 
2 10 0.2 1 1 0.025 0.007188 

 

Since the results for the mean and variance of ( )ciaW ηη ,  at the boundary points in Table 

5.5 correspond with the results that can be computed from equations (4.4.2) and (4.4.3) at 

the boundary points, then the algorithm for computing the mean and variance of 

( )ciaW ηη ,  is accurate.  
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Example 29. Consider a queueing model with 2=λ  and .10=µ Then 12.0 <=ρ . The 

variance of ( )ciaW ηη ,  for ,05.0=cη 9.0=cη  and 10 i ≤≤η  is plotted in Figures 5.47 

and 5.48. 

 
Figure 5.47 The variance of ( )ciaW ηη ,  for 05.0=cη and .10 i ≤≤η  

 

 
Figure 5.48 The variance of ( )ciaW ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figures 5.47 and 5.48 show that the variance of ( )ciaW ηη ,  increases in iη  for both cases 

where 05.0=cη  and close to zero and, 9.0=cη  and close to one.   
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Example 30. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

variance of ( )ciaW ηη ,  for ,05.0=iη 9.0=iη  and 10 c ≤≤η  is plotted in Figures 5.49 

and 5.50. 

 
Figure 5.49 The variance of ( )ciaW ηη ,  for 05.0=iη and .10 c ≤≤η  

 
Figure 5.50 The variance of ( )ciaW ηη ,  for 9.0=iη and .10 c ≤≤η  

 

Figures 5.49 and 5.50 show that the variance of ( )ciaW ηη ,  increases in cη  for both cases 

where 05.0=iη  and close to zero and, 9.0=iη  and close to one.   
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Example 31. Consider a queueing model with 2=λ  and 10=µ . Then 12.0 <=ρ . The 

variance of ( )ciaW ηη ,  for 10 c ≤=≤ ηηi  is plotted in Figures 5.51. 

 
Figure 5.51 The variance of ( )ciaW ηη ,  for .10 c ≤=≤ ηηi  

 
 
Figure 5.51 shows that the variance of ( )ciaW ηη ,  increases in both iη  and .cη   

 

 

 

 

 

 

 

 

 

 

 



 
 

79 
 

Example 32. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

mean and variance of ( )ciaW ηη , at boundary points are computed in Table 5.6. 

Table 5.6 The mean and variance of ( )ciaW ηη ,  at boundary points when )8.0( =ρ  

λ µ ρ ηi ηc E(Wa) Var(Wa) 
8 10 0.8 0 0 0.4 0.24 
8 10 0.8 0 1 0.4 0.24 
8 10 0.8 1 0 0.4 0.24 
8 10 0.8 1 1 0.4 1.84 

 
Since the results for the mean and variance of ( )ciaW ηη ,  at boundary points in Table 5.6 

correspond with the results that can be computed from equations (4.4.2) and (4.4.3) at 

boundary points, then the algorithm for computing the mean and variance of ( )ciaW ηη ,  

is accurate.  
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Example 33. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

variance of ( )ciaW ηη ,  for ,05.0=cη 9.0=cη  and 10 i ≤≤η  is plotted in Figures 5.52 

and 5.53. 

 
Figure 5.52 The variance of ( )ciaW ηη ,  for 05.0=cη and .10 i ≤≤η  

 

 
Figure 5.53 The variance of ( )ciaW ηη ,  for 9.0=cη and .10 i ≤≤η  

 
Figures 5.52 and 5.53 show that the variance of ( )ciaW ηη ,  increases in iη  for both cases 

where 05.0=cη  and close to zero and, 9.0=cη  and close to one.   
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Example 34. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

variance of ( )ciaW ηη ,  for ,05.0=iη 9.0=iη  and 10 c ≤≤η  is plotted in Figures 5.54 

and 5.55. 

 
Figure 5.54 The variance of ( )ciaW ηη ,  for 05.0=iη and .10 c ≤≤η  

 

 
Figure 5.55 The variance of ( )ciaW ηη ,  for 9.0=iη and .10 c ≤≤η  

 

Figures 5.54 and 5.55 show that the variance of ( )ciaW ηη ,  increases in cη  for both cases 

where 05.0=iη  and close to zero and, 9.0=iη and close to one.   
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Example 35. Consider a queueing model with 8=λ  and 10=µ . Then 18.0 <=ρ . The 

variance of ( )ciaW ηη ,  for 10 c ≤=≤ ηηi  is plotted in Figures 5.56. 

 
Figure 5.56 The variance of ( )ciaW ηη ,  for .10 c ≤=≤ ηηi  

 
Figure 5.56 shows that the variance of ( )ciaW ηη ,  increases in both iη  and .cη   

 
Summary: 

As mentioned in Section 4.4, the mean of the waiting time of an arbitrary customer is 

independent of ),( ci ηη  and is equal to the waiting time of an arbitrary customer in an 

M/M/1 queue with FCFS service discipline which is equal to .
λµ

ρ
−

 However, the 

variance of ),( ciaW ηη  behaves in a way similar to ),( ciW ηη , which increases in both iη  

and ,cη which is different from that of ),( ciV ηη .   
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CHAPTER 6 

Conclusion 

6.1 Summary and Conclusion 

In this work, an M/M/1 queueing system with customer interjection has been studied 

extensively. Customers were classified into two groups: interjecting customers with 

interjection intention and normal customers who join the queue in the end. Two 

parameters were introduced to describe the interjection behaviour: the percentage of 

interjecting customers and the tolerance level of interjection by individual customers who 

are already waiting in the queue. The impacts of the two parameters on the waiting times 

of an arbitrary normal customer, an arbitrary interjecting customer, and an arbitrary 

customer were analyzed in detail. The analysis was focused on the mean and variance of 

the waiting times, with special attention to boundary points. An efficient algorithm was 

developed to compute the mean and variance of the waiting times of customers and based 

on that, numerical examples were developed. Finally, the results of the study were 

presented. 

 

It was found that the waiting times are sensitive to the tolerance level of interjection by 

individual customers. For normal customers, an increase in this parameter leads to an 

increase in the mean and variance of their waiting times. Thus, normal customers would 

prefer that the tolerance level of interjection by individual customers to be as close to 

zero as possible.  
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For interjecting customers, an increase in the tolerance level of interjection by individual 

customers leads to a decrease in the mean of their waiting times. Depending on the 

percentage of interjecting customers, the tolerance level of interjection has different 

impacts on the variance of the waiting time of interjecting customers. If the percentage of 

interjecting customers is high, then an increase in the tolerance level of interjection by 

individual customers leads to an increase in the variance of their waiting time in the 

queue. If the percentage of interjecting customers is small, then an increase in the 

tolerance level of interjection by individual customers leads to a decrease in the variance 

of their waiting time in the queue.  

 

For arbitrary customers, it was found that the mean of their waiting times in queue is 

independent of the percentage of interjecting customers and the tolerance level of 

interjection by individual customers. However, an increase in either of these two 

parameters leads to an increase in the variance of the waiting time of arbitrary customers.   

 

It was also found that eliminating customer interjection would be always beneficial to 

normal customers and arbitrary customers though it would not always be so for 

interjecting customers.  

 

6.2 Suggestions for Future Work  

The research conducted in this work could be expanded in the following directions: 
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•� Study of customer interjection in a more general queueing system like M/G/1, 

G/M/1 or G/G/1.  

•� Analysing the same system, but this time by considering the amount of time it 

takes for an interjecting customer to find a position in queue. Note that this time 

was negligible in this work. 

•�  Investigating the applications of the model in telecommunications networks.  

•� In this work, the tolerance level of interjection by individual customers was 

considered to be constant for all types of customers in the queue. For the future 

investigations, this parameter could be considered a variable. For instance, a 

system could be investigated in which different types of people have different 

levels of tolerance on interjections or, people in different positions have different 

tolerance levels on customer interjections.   
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Appendix A 

Stochastic Ordering 

Because of the nature of random variables, it is necessary to have a method to compare 

different random variables with each other. Stochastic ordering is the method to compare 

random variables. Different researchers have done extensive work about stochastic 

ordering. This appendix is a brief summary of discussions in Ross [30]. The purpose of 

this appendix is to provide the reader with the concept of stochastic ordering. 

 

The random variable X is said to be stochastically larger than the random variable Y, 

written ,YX st≥  if 

}{}{ aYPaXP >≥>    for all a.         (A.1) 

Lemma A.1 

If ,YX st≥  then ].[][ YEXE st≥  

The reader is referred to Ross [30], Chapter 9, for the proof of this lemma. 

Proposition A.1 

       )]([)]([ YfEXfEYX stst ≥⇔≥  for all increasing functions .f  

The reader is referred to Ross [30], Chapter 9, for the proof of this proposition. 
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Appendix B 

Proofs  

B.1. The proof of Corollary 4.1.4  

The moments of ),( cinW ηη  can be obtained from its Laplace transform. Remember from 

equation (4.1.6) that 




















−−−= ∑∑ ∏

=

∞

=

−−

=

+−
n

m
k

mk

mk

j

jm
c

mk
in sw

s
sw

1

*
1

0

* )())1(1()(1)( ηρη
µ

. 

 For the first moment of ),( cinW ηη , the following relationship exists:  

 .
)(

)],([ 0

*

=−= s
n

cin ds
sdw

WE ηη           (B.1) 
     

From equation (4.1.6), it is easy to find that  
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From equations (B.1) and (B.2), the following relationship can be obtained: 
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 Since 1)0(* =kw  for all k , then )],([ cinWE ηη  can be obtained from equation (B.3) as 

follows: 
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For the second moment of ),( cinW ηη , the following relationship exists:
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From equation (4.1.6), it is easy to find that   

 



















−








−−= ∑∑ ∏

=

∞

=

−−

=

+−
n

m

k

mk

mk

j

jm
c

mk
i

n

ds
sdw

ds
swd

1

*1

0
2

*2 )(
))1(1()(

1)(
ηρη

µ
   

             



















−








−−+ ∑∑ ∏

=

∞

=

−−

=

+−
n

m

k

mk

mk

j

jm
c

mk
i ds

sdw

1

*1

0

)(
))1(1()(

1 ηρη
µ

  

            



















−−− ∑∑ ∏

=

∞

=

−−

=

+−
n

m

k

mk

mk

j

jm
c

mk
i ds

swds

1
2

*21

0

)(
))1(1()( ηρη

µ
.     (B.6) 
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obtained from equation (B.6) as follows: 
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This completes the proof of Corollary 4.1.4. 

 

B.2. The proof of equation (4.2.2) 

It is easy to find the second moment of ( )ciW ηη ,  from equation (4.2.1). However, the 

first moment of ( )ciW ηη ,  still needs more discussion.  
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Remember from equation (4.2.1) that  
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This completes the proof of equation (4.2.2). 

B.3. The proof of Corollary 4.2.1 

Corollary 4.2.1 includes the results for the mean and variance of ( )ciW ηη ,  at the 

boundary points. For the mean of ( )ciW ηη , , remember from equation (4.2.2) that 
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The mean of ( )ciW ηη ,  at boundary points can be obtained from equation (4.2.2) 

according to the following relationships: 
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The variance of ( )ciW ηη ,  at boundary points can be obtained according to the following 

relationships: 
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from equation (4.1.12), it is easy to find that 
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By inserting equation (B.15) in equation (B.14) and setting mk = , the following result 

for )],0([ 2
cnWE η  can be obtained: 
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By inserting equation (B.16) in equation (B.13), the following result for ( )),0(2
cWE η  can 

be obtained:  
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Finally, by inserting equation (B.17) in equation (B.13), it is easy to find )],0([ cWVar η  

as follows:  
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)]1,([ iWVar η  can be obtained according to the following relationships:
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From equation (4.1.12), )]1,([ 2
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By inserting equation (B.22) in equation (B.21) and setting )( mku −= , the following 

relationships can be obtained: 
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By inserting equation (B.23) in equation (B.20), ( ))1,(2
iWE η  can be obtained according 

to the following relationships:   
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Finally, by inserting equation (B.24) in equation (B.19), it is easy to find )]1,([ iWVar η  as 

follows:  
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This completes the proof of Corollary 4.2.1. 
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Equation (B.26) is equal to zero unless 1=k . Then, the following relationships can be 

obtained:   
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Equation (B.29) is equal to zero unless 1=k , which leads to 0=i  and 1)0(
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Equation (B.31) is equal to zero unless 1=m  and 0=i . By considering this point in 

equation (B.31), it is easy to find that 
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This completes the proof of Corollary 4.2.2.
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B.5. The proof of Corollary 4.3.1 
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By setting mku −=  in equation (B.32), the following relationships are obtained:   
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Expressions in equations (4.3.7), (4.3.8), (4.3.9) and (4.3.10) can be obtained from 

equation (4.3.5) according to the following calculations: 
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For the mean of the waiting time at boundary points, the following relationships can be 

obtained using equation (4.3.5): 
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For 1≥ρ , remember from equation (4.3.5) that 
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For the mean of the waiting time at the boundary points, the following relationships can 

be obtained using equation (4.3.5): 
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B.6. The proof of equations (4.3.11)  
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This completes the proof of equation (4.3.11). 

 

B.7. The proof of equations (4.3.12)  

For 1≥ρ , remember from equation (4.3.5) that 
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This completes the proof of equation (4.3.12). 

 

B.8. The proof of equation (4.4.3) 
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The following relationship for ( )),(2
ciaWE ηη  can be obtained: 
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The following relationship for ( )),( ciaWE ηη  can be obtained: 
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By inserting equations (B.49) and (B.50) in equation (B.48), it is easy to find that 
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This completes the proof of equation (4.4.3). 
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Computer Programming 

Waiting Time Analysis 

 
#include <stdio.h> 

#include <stdlib.h> 

#include <math.h> 

 

#define NofEta 1500 

#define Nlimit 1500 

 

FILE *cfPtr; 

 

float lambda, mu, eta_i ,eta_c ,E_w[Nlimit] ,E_t[NofEta],E_t2[NofEta],E_w2[Nlimit], 

Flag_1[Nlimit], Flag_2[Nlimit], 

  VarW, Ro, EW, EW2, EV, EV2, VarV, EWa1, EWa2, VarWa; 

int N,i,j, Flag_Condition; 

int k ;  

  

// The following commands open the input file and scan the input parameters that are 

iN ηµλ ,,,  and cη , respectively.// 

int main() 

 

{ 

if ( ( cfPtr = fopen ("INPUT.txt", "r" ) ) == NULL) 

  printf( "File couldnot be opened\n"); 

 else { 

  fscanf(cfPtr, "%f%f%d", &lambda,&mu,&N); 

  fscanf(cfPtr, "%f%f", &eta_i,&eta_c); 

   

// The following command computes the amount of E[TN] according to equation (5.3).//  
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  E_t[N]=(float)(1/(mu-lambda*eta_i));  // Equatin (5.3)// 

// the following command computes the amount of E[Tn] for n<N, according to equation 

(5.4).//   

for ( i=N-1; i>=1; i-- ) 

 E_t[i]=(float)( 1/mu + (lambda*eta_i*(1-pow((1-eta_c),i) ) /mu )*E_t[i+1] ); 

 

//The following command computes the amount of E[T2
N] according to equation (5.3).// 

  E_t2[N]=(float)2*mu/pow((mu-lambda*eta_i),3);  // Equation (5.3)// 

 

//The following command computes the amount of E[T2
n] for n<N according to equation 

(5.4).// 

  for (i=N-1; i>=1; i-- ) 

E_t2[i]=(float)(2*E_t[i]+lambda*eta_i*(1- pow ( ( 1-      

  eta_c),i))*(E_t2[i+1]+2*E_t[i]*E_t[i+1]))/mu; 

  

  if ( ( cfPtr = fopen( "OutPut.txt", "w" ) ) == NULL ) 

 

   printf( "File couldnot be opend\n" ); 

 

  else { 

 

// The following command computes the amount of )),(( cinWE ηη for n<=N according to 

equation (5.5).//  

  E_w[0] = 0 ; 

  for ( i=1; i<=N; i++ ) 

   E_w[i] = (float) E_w[i-1] + E_t[i]; 

// The following command computes the amount of )),(( 2
cinWE ηη for n<=N according 

to equation (5.5).//  

  E_w2[0] = 0 ; 

  for ( i=1 ; i<=N; i++ ) 

   E_w2[i] = (float) E_w2[i-1]+E_t2[i]+(2*E_w[i-1]*E_t[i]) ; 
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// The following commands compute the amount of )),(( ciWE ηη according to equation 

(4.2.1).//  

  Ro = (float) lambda / mu;  

  EW= 0 ; 

  for ( i=1; i<=N; i++ ) 

   EW = (float) EW + (1-Ro)*pow ((Ro),i)*E_w[i] ;  

   

// The following commands compute the amount of )),(( 2
ciWE ηη  according to equation 

(4.2.1).//   

  EW2 = 0 ; 

  for ( i=1; i<=N; i++ ) 

   EW2 = (float) EW2 + (1-Ro)*pow((Ro),i)*E_w2[i] ; 

// The following commands compute the amount of )),(( ciWVar ηη .// 

  VarW = 0 ; 

  VarW = (float) EW2 - pow((EW),2) ;  

 

// The following commands compute the amount of )),(( ciVE ηη  and 

)),(( 2
ciVE ηη according to equation (4.3.4).// 

  EV  =  0 ;  

  EV2 =  0 ; 

  if (Ro < 1 ){ 

   for ( i=1; i<=N; i++ ) 

EV = (float)EV +  ( 1-Ro*(1-eta_c))*pow(Ro, i) *pow((1-  

                        eta_c),i-1)*E_w[i] ;  

for ( i=1; i<=N; i++ ) 

EV2 = (float) EV2 +  ( 1-Ro*(1-eta_c))*pow(Ro, i) *pow((1- 

 eta_c),i-1)*E_w2[i] ;   

  } 

  else{ 
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   for ( i=1; i<=N; i++ ) 

    EV = (float) EV + pow(( 1-eta_c ),i-1)*eta_c*E_w[i] ;  

   for ( i=1; i<=N; i++ ) 

    EV2 = (float) EV2 + pow(( 1-eta_c ),i-1)*eta_c*E_w2[i] ;  

  } 

// The following command computes the amount of )),(( ciVVar ηη .// 

  VarV  = (float) EV2 - pow(EV,2) ;  

// The following commands compute the amount of )),(( ciaWE ηη according to equation 

(4.4.2) .// 

  EWa2 = 0 ; 

  for ( i=1; i<=N; i++ ) 

   EWa2 =(float)  eta_i * EV + (1- eta_i) * EW ; 

// The following commands compute the amount of )),(( ciaWVar ηη according to 

equation (4.4.3) .// 

  if (Ro < 1 ){ 

VarWa = (1-eta_i) *VarW+ eta_i* VarV+eta_i*(1-eta_i)*pow((EW –  

     EV),2) ;  

   fprintf(cfPtr,"VarWa = %f\n ",VarWa) ; 

  } 

  else 

   fprintf(cfPtr,"VarWa = ,Infinite\n ") ; 

// The following commands print the results for the mean and variance of customers in the output 

file.// 

  fprintf(cfPtr,"EW = %f\n ", EW) ; 

  fprintf(cfPtr,"VarW = %f\n ", VarW) ; 

  fprintf(cfPtr,"EV = %f\n ", EV) ; 

  fprintf(cfPtr,"VarV = %f\n ",VarV) ; 

  fprintf(cfPtr,"EWa2 = %f\n ",EWa2) ; 

 } 

 } 

    fclose (cfPtr);  

    return 0; 

}     
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