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Abstract

Nowadays, urban data such as demographics, infrastructure, and crime records are
becoming more accessible to researchers. This has led to improvements in quantita-
tive crime research, such as identifying factors that contribute to criminal activities.
However, data from smaller cities are not as available or comprehensive. Applying the
same research techniques to both urban regions and smaller domains is difficult due to
nonlinear connections and data dependencies. To address this challenge, we examine
an extensive set of features link to different domains from various perspectives and
provide explanations for each link.

Our study aims to build data-driven models for predicting future crime occur-
rences. We first examine the geographic aspect of crime by focusing on a single
domain, the city of Halifax, Nova Scotia. We apply reverse geocoding technique to
retrieve spatial information using Open Street Map, and propose a density based
spatial clustering algorithm to generate crime hotspots. A spatial distance feature is
then computed based on the location of different hotpoints extracted from hotspots
considering different types of crime. Next, we unite the Internet of Things (IOT) and
social media data, as well as explore the smart city context likely to provide a large
volume of heterogeneous, city-relevant data in near future. We propose employing
streetlight infrastructure and Foursquare data along with demographic characteristics
for improving crime prediction. Finally, we address the same task from a cross-domain
perspective to tackle the data insufficiency problem in a small city. We create a uni-
form outline for all geographic regions in Halifax by adapting and learning knowledge
from two different domains (Toronto, Vancouver) which belong to different but re-
lated distributions with Halifax. For transferring knowledge among source and target
domains, we propose applying instance-based transfer learning settings. Each setting
is directed to learn knowledge based on a seasonal perspective with cross-domain
data fusion. We choose ensemble learning methods for model building as it has gen-
eralization capabilities over new data. We evaluate the classification performance for
both single and multi-domain representations and compare the results with baseline
models. Our findings demonstrate the effectiveness of integrating diverse sources of
data to gain satisfactory classification performance.
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Chapter 1

Introduction

Crime is a well-known social problem that affects the quality of life and slows the

economic growth of a country. In recent years, with the availability of a high volume of

crime data, scientists have been motivated to pursue research in the field of crime and

criminal investigations. For police and law enforcement agencies, it is very challenging

to analyze the increasing volume of crime data without the intervention of advanced

analytics. Understanding the factors related to different categories of crimes and their

consequences is particularly essential.

Traditionally, criminology researchers study and analyze historical crime data by

focusing on sociological and psychological theories to obtain crime and criminal behav-

ioral patterns. However, such strategies may introduce bias from the theory-ladenness

of observation [15]. Previous research found that crime in the real-world highly cor-

relates with time, place, and population, which make the researcher’s task more com-

plicated [21]. In addition, criminal activities have been correlated to socioeconomic

factors such as educational facilities, ethnicity, income level and unemployment, and

human behavioral factors [51, 47, 17].

Leveraging data mining and machine learning techniques with crime research offers

the analysts the possibility of better analysis and crime prediction, as well as crime

pattern detection. Such research would help police and law enforcement make more

efficient decisions for public safety. Crime rate or crime occurrence prediction has

received considerable attention in many studies, including [119, 101, 103]. Several

studies highlighted the importance of spatio-temporal patterns in crime analysis and

prediction [62]. For example, Feng et al. [41] and Yu et al. [115] established a relation

of committing property crime and residential burglary with geographic space and

time periods respectively to their study. Mapping spatio-temporal crime hotspots

may identify the reasons for relative crime proximity between time and space for

specific crime occurrences. Nowadays, advanced techniques are applied to detect

1
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different crime patterns such as spatio-temporal, demographic, meteorological, and

human behavioral patterns for crime prediction. Nevertheless, it is challenging to

make accurate estimations from diverse data sources due to nonlinear relationships

and data dependencies. Existing data-driven crime research mostly addresses big

cities with dense and diverse characteristics [15, 58, 34]. However, the demography,

urbanization, and societal factors differ by region and city size. Hence, the analysis

and resultant outcomes based on mega-cities might be different than smaller towns or

cities. In our definition, a small city refers to a city with low or medium population

density, i.e., under 1 million [5]. On this premise, we based our research on the small

city of Halifax (population: 403,131 in 2016) [1], Nova Scotia, Canada, to gain an

inherent understanding of its physical and human impact characteristics. We explore

various nontraditional data derived from location-based social network alongside some

conventional datasets. As far as we could possibly know, utilizing socioeconomic

information with human behavioral factors for crime incidents prediction is the first

endeavor for a small city. We extract five different categories of features: raw features

(based on spatio-temporal and historical information), demographics, streetlights,

Points-Of-Interest (POI), and human mobility dynamic features from diverse sources

of data. We conduct our experiments with well-known ensemble learning methods,

Random Forest (RF) and Gradient Boosting (GB), based on the combinations of these

five features. The results demonstrate the effectiveness of integrating population-

centric features, streetlight, and Foursquare POI features with raw features for crime

prediction.

With the increasing accessibility of crowd-sourced and open data in big cities,

there has been an interest in applying domain adaptation and transfer learning tech-

niques across cities, and to transfer knowledge from big city to small city [121]. In

recent times, the thought of knowledge transfer among different domains has been

applied effectively in numerous real-world applications [79, 108]. A number of studies

have explored transfer learning on a renowned machine learning field known as nat-

ural language processing (NLP) [122, 123, 99]. Liu et al. [121] introduced a domain

adaptation network to identify parking hotspots with shared bikes for Beijing city

by utilizing the knowledge learned from Shanghai city. Another study investigated
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transfer learning for building predictive models of C. difficile infection by using in-

formation from multiple hospitals [109]. Nevertheless, only limited research has been

done to explore transfer learning and domain adaptation in crime prediction. Con-

sidering the challenges of preparing a satisfactory amount of labeled training data

for crime prediction build on Halifax city, we formulate our research from transfer

learning and domain adaptation point of view. We propose multi-source domain

adaptation techniques by adapting different domains such as Toronto and Vancouver

cities with Halifax city (different but related distribution). For domain adaptation, we

apply local and global min-max normalization techniques. For transferring knowledge

among different domains, we consider instance-transfer to learn informative instances

by seasonal subset selection. We represent different transfer learning scenarios based

on the seasonal perspective with cross-domain data fusion. We tested all setups with

GB classifiers and compared the results with the RF method and some well-known

ensemble-based transfer learning methods. The results show the satisfactory perfor-

mance with GB for crime prediction by incorporating Toronto and Vancouver domains

with Halifax.

1.1 Problem and Motivation

Our study aims to build machine learning models to predict the relationships between

criminal activity and geographical regions, as well as other environmental and socioe-

conomic factors. We implement a data-driven approach for single and cross-domain

learning by integrating different data sources and fusing knowledge from them. We

address the problem of predicting future crime incidents for small geographic areas

(i.e., dissemination areas as defined by Statistics Canada) in Halifax. We set up

the complete work from three different levels of observations through three distinct

phases.

In the first phase, we observe and learn the spatial relationships of crime and

criminal activities considering a single domain, Halifax. Examining spatial patterns

reveals the spatial distribution and aggregation of crime. Some existing research

also examined the geographic influence on future crime prediction and crime rate

estimation [101]. We analyze four different categories of crime at this stage: (i)

alcohol-related; (ii) assault; (iii) property crime; and (iv) motor vehicle. Law and
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criminology departments have already uncovered a hypothetical relationship between

alcohol consumption and violent behavior. For example, the experimental findings of

Exum [37] indicate that alcohol has a causal influence on violent behavior. Another

experiment has been conducted by Yu et al. [117] to check the association between

a sudden loss of alcohol access and a reduction of assault violence. In particular, a

study from Statistics Canada presents that the national rate of heavy alcohol con-

sumption in Canada is 17.4% where Nova Scotian’s surpasses the average by 4.9% [6].

In addition to alcohol-related crime, Halifax’s crime statistics from 2012 to 2016 show

that the violent crime and the property crime rates per 100,000 residents are 5,680.19

and 16,524.19 respectively [7]. These studies inspired us to continue research on crime

prediction connected to alcohol-related and other violent crimes. In this phase, we

primarily focus on creating spatial features to predict crime by using geocoding and

crime hotspots identifications. Geocoding allows researchers to find various kinds of

location information immediately by computing boundaries and distances. At the

same time, crime hotspots may indicate areas where a crime type is more likely to

occur. We show how geocoding can be used to create features using Open Street Map

(OSM) data. Crime hotspots are created using a density-based clustering algorithm

(HDBSCAN — Hierarchical Density-Based Spatial Clustering of Applications with

Noise), then hotpoints are extracted from the hotspots. Next, we use the hotpoints

as features for classifiers. We show using a real-world scenario that these two new fea-

tures increase the performance of different classifiers for predicting the four different

types of crime.

The second phase consolidates streetlight infrastructure and demographic charac-

teristics with geographic profiling for crime analysis. Few works to date have reported

the impact of streetlight distributions on criminal behavioral patterns and crime pre-

dictions. However, exploiting the hidden patterns of streetlight data as well as human

demographics with crime statistics might be beneficial for crime research. Motivated

by the findings of the research [111] on Detroit city, we observe the effect and signifi-

cance of streetlight distribution on crime prediction for Halifax city. In addition to the

streetlight and demographic patterns, we explore human behavioral patterns based

on Foursquare POI and check-in behavior. Recently, location-based social networks
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(LBSN) such as Foursquare are widely used in various machine learning research, par-

ticularly in urban computing, to create smart cities. Foursquare allows users to share

their real-time location information and activities with others, along with the visible

circumstances which can reflect the dynamic picture of the region. Inspired by author

Kadar et al.’s work on understanding criminal patterns in New York City [57], we uti-

lize the Foursquare venue and check-in information for our crime research in Halifax.

We propose a data-driven approach by integrating all extracted feature categories on

a single domain for future crime incidents prediction.

The third phase introduces the thought of domain adaptation and transfer learn-

ing with crime research. In general, urban profiling links to comprehensive, dynamic,

and diverse patterns of each neighborhood. These patterns must then be efficiently

solved computationally to gain the highest benefit. With significant advances in ma-

chine learning techniques, it is possible to promote crime research with prominent

urban features. However, due to data insufficiency, privacy concerns, as well as geo-

graphically asymmetric crime data distribution, it is challenging to develop a uniform

outline for all regions in a small city like Halifax. The existence of population move-

ments and commuting facilities between cities, as well as cross-city interoperability

features, motivate us to leverage transfer learning techniques with the crime predic-

tion problem. Considering Halifax as our target city, we import knowledge from two

other big cities, Toronto and Vancouver. Instead of using training and testing data

with the same probability distributions, transfer learning adapts data from the dif-

ferent distributions. This strategy will save developers time by not relearning the

model when testing a new group of data from different areas or domains. In general,

the adequacy of knowledge transfer is influenced by the connection among different

sources and target domains. Including multiple sources of data helps discover firmly

connected sources to the target and to promote transferring positive knowledge. We

propose a cross-domain learning approach based on instance knowledge transfer. We

obtain source instances closely connected to the target and some labeled target in-

stances for model training.
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1.2 Contributions

The contributions of the thesis are presented in three different phases:

Phase I: In this phase, our objective is to predict the relationships between criminal

activity and geographical regions based on a single domain. The contributions of this

phase are:

• We propose two spatial features for crime prediction by using geocoding tech-

nique and crime hotspots. For hotspots creation, we propose to use a density

based clustering algorithm, HDBSCAN and extract hotpoint for each created

hotspot.

• We examine four different types of crime individually using ensemble learn-

ing methods and evaluate the prediction performance of our engineered spatial

features.

Phase II: In this phase, we address the crime prediction problem using diverse feature

combinations based on small geographic areas of a single domain. The contributions

of this phase are:

• We propose the use of streetlight infrastructure data and Foursquare data with

demographic characteristics for improving future crime prediction. Its effective-

ness is demonstrated in our experimental evaluation results;

• We propose data-driven models to predict future crime occurrences in smaller

cities. This implies that fewer data points are applicable for training the models;

• We experimentally show the effect of each feature group proposed in previous

works and this paper on crime prediction, evaluating the classification perfor-

mance of different feature combinations.

Phase III: In this phase, we focus on cross-domain learning for crime occurrence

prediction. The contributions of this phase are:

• We propose to apply supervised domain adaptation and transfer learning ap-

proaches on urban crime data. To the best of our knowledge, this work is the
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first to adjoin crime research with transfer learning research. We analyze mul-

tiple sources of domains to find out the related source domain with target and

to increase positive knowledge transfer for target domain.

• We study instance-based transfer learning methods and propose a seasonality

based subset selection method for transferring knowledge of instances.

• We present that ensemble machine learning techniques can adopt generalization

for different but related domains. We evaluate that ensemble learning method

such as Gradient Boosting outperforms the baselines on crime prediction in

three cities.

1.3 Published Papers

The main publications supporting the content of this thesis are the following:

• Bappee F. K. Identification and classification of alcohol-related violence in Nova

Scotia using machine learning paradigms. In Advances in Articial Intelligence

- 30th Canadian Conference on Articial Intelligence, Canadian AI 2017, Ed-

monton, AB, Canada, May 16-19, 2017, Proceedings, pages 421-425, 2017

• Bappee F.K., Soares Júnior A., Matwin S. (2018) Predicting Crime Using Spa-

tial Features. In: Bagheri E., Cheung J. (eds) Advances in Artificial Intel-

ligence. Canadian AI 2018. Lecture Notes in Computer Science, vol 10832.

Springer.

• Bappee F.K., Petry L. M., Soares A., Matwin S. (2020) Analyzing the Impact of

Foursquare and Streetlight Data with Human Demographics on Future Crime

Prediction. 16th Int. Conference on Data Science (ICDATA’20), Springer Na-

ture - Book Series: Transactions on Computational Science & Computational

Intelligence.

1.4 Outline

The rest of the thesis is organized as follows:
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Chapter 2 provides a review of the existing works on urban crime research and

performs a comprehensive study on crime factors contributing to different criminal ac-

tivities and their consequences. It also summarizes existing research scenarios based

on crime inference and prediction, and presents the state-of-the-art algorithms ex-

plored for these purposes.

Chapter 3 explores spatial feature engineering techniques for crime hotspots de-

tection and prediction. It introduces the data source, its retrieval, and usage in our

research, and also explains data preparation activities which include data cleaning,

labeling, as well as data visualization to see the graphical representation of data. It

illustrates and evaluates the experimental results obtained by the proposed classifiers

trained on all raw features and the engineered spatial features. It also reports the

data and experimental error, as well as some ideas for future extension.

Chapter 4 proposes a data-driven approach for Halifax city by investigating an

extensive set of features from different aspects. We mainly focus on human behav-

ioral aspects, streetlight features, and the traditional demographic features for future

crime prediction. It evaluates the theory and its implementation, and compares the

performance of different models built from consecutive feature groups. It also points

out some potential extensions for the next phase.

Chapter 5 addresses the scope of domain adaptation and transfer learning on

crime research. It focuses on instance-based transfer learning for predicting future

crime incidents. It reviews some existing research on instance transfer. This Chap-

ter explores different subset selection methods and domain adaptation methods to

transfer knowledge from multiple sources. Finally, it evaluates the experimental re-

sults obtained from ensemble learning technique and compares the results with some

baseline transfer learning methods.

Chapter 6 summarizes the overall findings and concluding remarks of the study.

This Chapter also presents some future research ideas and suggestions for urban crime

study.



Chapter 2

Literature Review

The relationship between crime and various factors has been studied in much sci-

entific and criminology research. Nowadays, researchers can use spatial information

from the real world using Geographic Information Systems (GIS). Likewise, demo-

graphic information is easily accessible from different statistical sources. The use of

historical facts and temporal dynamics between neighborhoods and crimes have also

been broadly noted in criminology. After analyzing the factors related to different

categories of crimes and their consequences, researchers have emphasized the feasible

computation solutions for urban crime. The research also reviews different sources

of data connected to urban crime data including crowd-sourced and open data. The

existing work on crime pattern and prediction analysis can be grouped into two dif-

ferent sections: crime pattern analysis (Section 2.1) and crime prediction analysis

(Section 2.2) based on the patterns discovered from the crime data and factors re-

lated to the crime, as well as the proposed computational tasks for crime prediction.

We review the relevant literature from both single domain and cross-domain learning

perspective. In our study, we define domain as an unrelated surrounding, group, or

context which has some changes in data distribution.

2.1 Crime Pattern Analysis

Identifying crime patterns and trends are of great importance for crime analysts

and law enforcement agencies. Crime patterns tell us the story about environment,

demography, temporality, and how criminals interact with those factors. According

to the crime pattern theory of criminology, three main ideas such as nodes, paths,

and edges have to be considered for crime research [40]. The node indicates human

activity and movement. Path refers to the route that people use in their everyday

activities. Edge, the third idea of crime pattern theory, indicates the boundaries of

neighborhood people live in or has social interaction. However, there are some other

9
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factors related to time, environment and virtual community that might contribute to

instigating crime.

2.1.1 Temporal Pattern

Temporal patterns of crime are learned from sequential crime data by analyzing the

structure (various intervals) of temporal resources. Crime rates can be examined for

hours of the day, different days of the week, months, seasons, years and others.

Works that consider the temporal aspect of crime prediction are detailed below.

Bromley and Nelson [19] reveal temporal patterns of crime to predict alcohol-related

crime in Worcester city. They also provide valuable insight into the spatial char-

acteristics of the alcohol-related crime. Ratcliffe [85] focuses on temporal dynamics

of crime pattern detection. He proposes three types of temporal hotspots: diffused,

focused, and acute. The author also explains by which way the spatial and temporal

factors integrate inside the hotspot matrix. However, the author did not apply any

machine learning strategy to predict crime. Carroll and Brower [20] analyze four

categories of crime data which include liquor law violations, assaults and batteries,

vandalism, and noise complaints. Different categories of crime show different tempo-

ral patterns. Their studies show that serious crimes happen at the bar closing time

between 2 am and 3 am and less severe crimes happen between 11 pm and midnight.

Similarly, Cusimano et al. [30] found the relationship between ambulance dispatch

and bar closing time to be from 12 am to 4 am in their study. The month and year

of crime occurrence are included in [17, 15] while predicting crime, though the au-

thors mainly focus on demographic features and mobile network activity. The study

conceded that by aggregating weekly, daily and hourly trace of crime events would

give finer outcomes [17]. Wang et al. [97, 98] presented a periodic temporal pattern

with hourly crime intensity and holiday information for crime forecasting. In another

study [13], we added ‘incident start time’ as a temporal feature which shows signif-

icant improvement in the classification task. Many researchers have studied how to

identify temporal patterns among criminal incidents [58, 119, 35, 8, 101, 81]. The

drunk driving incidents and other criminal incidents occur during Saturday nights

and bar game nights close to the bar, as well as sports season close to the stadium

[115, 114]. In several literature [42, 11, 16], the authors arranged the crime data as
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six 4-hour time intervals. According to [42], the residential break and entry crimes

decreased from 1.00 to 6.00. However, at 8.00, 12.00 and 18.00 crimes increased

dramatically. For commercial break and entries (BNEs), crimes increased between

3.00 to 5.00 as well as 17.00 to 18.00. Another study [67] produced a time series for

each region based on the incidents happen by the day, week and month. Later, the

time series signal was converted to a binary signal with time. Crime increases during

hot summer months, and holidays such as Thanksgiving, Christmas have a visible

effect on crime as well [95]. Temporal trends have been analyzed in several studies

[33, 72, 71] for crime research.

Several works also focus on historical information along with temporal knowledge

to predict future crime incidents [116]. Nevertheless, previous analysis implies that

the temporal influence of crime may change over geographic regions.

2.1.2 Spatial Pattern

Environmental criminology reveals that crimes are correlated with environment con-

texts. The geographic area of crime analysis may vary from one place to another.

Crimes are not randomly distributed throughout the space. The aim of spatial pattern

analysis is to discover the spatial distribution and aggregation of crime.

Here, we list the work focuses on spatial features of crime incidents. Chainey et

al. [26] identify crime hotspots using Kernel Density Estimation (KDE) to predict

spatial crime patterns. Similarly, in another study, Nakaya and Yano [73] create crime

hotspots with the help of KDE. However, they combine temporal features with crime

hotspots analysis. Brower and Carroll [20] clarify crime movement through the city of

Madison using GIS mapping. The authors investigate the relationships among high-

density alcohol outlets and different neighborhoods. The paper [85] proposes three

categories of spatial hotspot: dispersed, clustered, and hotpoint. Nath [74] employs

a semi-supervised clustering technique for detecting crime patterns. Geospatial Dis-

criminative Patterns (GDPatterns) was introduced by Wang et al. [100] to capture

the spatial properties of crime. Spatial autocorrelation is considered in [116] where

the average number of neighbors is calculated for each grid. Several studies analyzed

spatial patterns in conjunction with some other patterns while predicting crime oc-

currence [58, 16, 46]. Spatial analysis aims to predict the real-time crime in several
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studies [97, 98]. Fitterer et al. [42] exhibit the residential and commercial BNEs

hotspots to predict property crime in Vancouver. In addition, the authors in [11, 10]

found spatial patterns (hotspots) for crime prediction using the Apriori algorithm

and LKDE respectively. Different hotspot techniques are introduced and compared

in [33] to retrieve spatial information of crime. The study believe that spatial infor-

mation along with other geo-coded events are associated with crime tendency [72].

The geographical profiling of school, subway, parks, etc. can help to get the hints

about crime scene [63]. For geographic profiling, the study apply discrete distance

decay function. Recently, the authors [15] infer that spatial information can dig up

the better insight about crime distribution in urban area and are highly significant for

crime prediction. In our study [13], we engineered spatial features by using geocoding

technique and by generating hotspots.

2.1.3 Spatio-temporal Pattern

The purpose of Spatio-temporal pattern analysis is to obtain understanding from geo-

and time-related crime data. As the distributions of crimes vary in time and space,

identifying patterns from the dynamic interaction among time, space and crime is

very challenging. In 2017, Zhao and Tang [119] explored Spatio-temporal correlation

for their study. Another study [114] proposed a global spatio-temporal pattern for

crime prediction with 800-meter by 800-meter grid range for a specific location. The

local crime distributions are learned at the beginning for different crime periods. Then

the spatio-temporal patterns are induced from each distribution using the Cluster-

Confidence-Rate-Boosting (CCRBoost) algorithm. The algorithm iteratively picks

some local patterns with minimum classification error. These are called an ensemble

spatio-temporal pattern. At the end of the process, a global spatio-temporal pattern

is learned from these ensemble patterns which is then utilized for crime forecasting.

Spatio-temporal dynamics for break and entries (BNEs) crime are investigated by

Fitterer et al. [42]. The study applied near-repeat modeling from Ratcliffe [86] to

calculate the spatio-temporal distance between each crime. They structured crime

data for six 4-hour time intervals using a 200-meter by 200-meter grid. Later, the

residential and commercial BNEs within 500, 850 and 1000 m from the starting event

and from 1 to 30 days of incident creation were assessed as observed pattern. The
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cascading spatiotemporal pattern (CSTP) was discovered by Mohan et al. [70] for

crime analysis. In another literature [67], the authors established the applicability

of spatiotemporal STL prediction method. One of the contributions of the study is

Dynamic Covariance Kernel Density Estimation method (DCKDE). Spatiotemporal

patterns inherent into the crime incidents may affect the crime risks [35]. A study

[95] examined the spatiotemporal correlation of criminal offenses based on eigen-

value spectrum analysis and Random Matrix Theory. Mohler et al. [71] modeled the

spatio-temporal cluster in order to extract the crime patterns using self-exciting point

process. Wang et al. [106] presented the spatio-temporal generalized additive model

(STGAM) to incorporate the information for specific time and space. Newton et al.

and Leong et al. [75, 62] separately reviewed theoretical analysis of different spatio-

temporal patterns into crime events. Leong illustrated the spatio-temporal topological

relationship (STTR) on crime analysis. The study also presented the flow pattern

based on spatio-temporal sequence. Yu et al. [115] discovered the Ensemble Spatio-

Temporal Pattern (ESTP) to represent the global spatiotemporal characteristics of

various regularities. Feng et al. [41] presented spatio-temporal characteristics of prop-

erty crime in Beijing. Spatio-temporal regularity was revealed for crime forecasting

in [97, 98]. Another study [118] investigated intra-region temporal and inter-region

spatial patterns for crime prediction based on cross-domain learning. Nevertheless,

considering the geographic influence may add a little help for crime prediction as the

neighboring community shares similar demographics.

2.1.4 Demographic Pattern

Traditional demographic features have been extensively used in many research for

crime prediction [17, 58, 15]. This field of research focuses on crime pattern de-

tection using more demographic information and criminal profiling. For example,

Buczak and Gifford [21] apply a fuzzy association rule mining technique to detect

community crime pattern. For mining association rules, the authors mainly consider

demographic features such as population density, mean people per household, people

in the urban area, people under the poverty level and people in dense housing with

some other features. Demographic and socioeconomic features have widely been used
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by researchers for crime prediction [17]. Another study [72] discovered the associ-

ation of construction permits, foreclosures etc. with crime tendency. Researchers

have applied demographic data, such as population, number of vacant houses, owner-

occupied houses, number of people who are married or separated [106], population

density, poverty, residential stability [101, 11, 100], type of premises [105], education,

ages, income levels [15, 58, 115, 16], property values [42]. However, using only demo-

graphic feature is insufficient to understand the implicit characteristics of crime and

criminals.

Recently, Fatehkia et al. [38] proposed leveraging Facebook ‘interests’ data from

the Facebook Advertising API with demographic data for crime rate prediction. In-

terests are analyzed based on four different groups such as movie, game, music and

relationship-related interests for specific age groups and gender. The study found

that integrating Facebook interests data with demographic census data improves the

models prediction power. Few works reported the impact of streetlight distributions

on the criminal behavioral pattern and crime prediction. An inverse relationship

between streetlight density and crime rates based on the census block groups in De-

troit has been found by the researchers in 2018 [111]. In our study, we also consider

extracting streetlight features, but for crime incidents prediction. However, due to

human mobility, the demographic characteristics of a region may change for a short

or long period of time.

2.1.5 Meteorological Pattern

Having knowledge from criminology, it has been found that meteorology and crime

are correlated [84]. Motivated by this, Zhao and Tang [119] collected meteorological

data which includes weather, temperature, wind strength, snowfall from NYC mete-

orological station while predicting crime. Environmental factors like daily weather

records have statistically significant impacts on crime rate [95]. The study found that

crime rate increases with the rise of temperature, and precipitation leads to decrease

the crime rate. Moreover, the study discovered interesting differences by comparing

the coefficients of the effect of weather for different types of crime. In another study

[17], the authors include weather data from the Open Data Institute. Similarly, in

2017, researchers [97, 98] incorporated temperature, wind speed, and special events,
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which include fog, rain, and thunderstorms, for weather feature. Inspired by the the-

ory of temperature/aggression and routine activity which state that high temperature

or warm weather leads to rising crime occurrence, the authors [58] collected weather

data for their research. Based on the same theory, D.V.S. Pereira et al. [81] tested the

relationship between homicides and weather pattern using Pearson correlation coeffi-

cient. Xinyu Chen et al. [28] discovered that temperature has a significant influence

that leads a person to aggressive behaviors.

2.1.6 Human Behavioral Pattern

Human behavioral pattern aims to obtain understanding from human behavior, mo-

bility, and networks.

Criminal behavior analysis considers the following signs: modus operandi (M.O.),

Crime Scene Signature, Depersonalization, Staging, Undoing Behavior, Ritual Be-

havior. In the context of criminal investigations, modus operandi (M.O.) detects

someone’s behavior or working habit while committing the crime. Wang et al. [105]

identify the M.O. of the particular offender. The study captures several important

aspects of patterns. First, each M.O. is different. According to this aspect, for the

housebreaks prediction problem, some offenders choose weekdays for their operation

while the residents are at work; some choose night time while the residents are sleep-

ing. They also capture the attributes of whether the offenders favor large apartment

buildings or single-family houses. Another aspect of general commonalities in M.O.

do exist. Sometimes, similarities in time and space are often found even though the

pattern is different. Third, patterns can be dynamic. For example, the M.O. changes

with experience between novice and experienced offenders. Occasionally, the offender

shows a fantasy-driven, repetitive crime scene behavior while committing a criminal

act. These are called ritual behavior and crime scene signature. This signature aspect

is not dynamic and might be the same. For example, offenders sometimes show some

unnecessary acts while killing the victim like fill the victim’s mouth with dirt, pull

their hairpins out and press their hands together [59].

Human mobility and network analysis are also important for crime analysis. Bo-

gomolov et al. [17] investigated the predictive power of aggregated and anonymized
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human behavioral data derived from a multimodal combination of mobile network ac-

tivity and demographic information. These data are specified as the Smartsteps data

considering the real source of data which is Telefonica Digital’s Smartsteps product.

Specifically, footfall or the estimated number of people within each cell is derived from

the mobile network by aggregating every hour the total number of unique phone calls

in each cell tower and mapping the cell tower coverage areas to the Smartsteps cells.

The study also estimated how many people are in the cell per hour and the percentage

of residents, workers, visitors among those people. Zhao and Tang [119] extracted

check-in information, pick-up and drop-off points from POI data and taxi trajecto-

ries dataset respectively for these purposes. The taxi flow data of [101] reflect how

people commute in the city. The authors speculated taxi flows as “hyperlinks” in the

city to connect the locations. For each taxi trip, they recorded pickup/dropoff time,

pickup/dropoff location, operation time, and the total amount paid. The authors

hypothesized that the social interaction among two communities propagates crime.

The taxi flow feature indicates how much crime in the target area is contributed by

its neighboring areas through social interaction. Fitterer et al. [42] used LandScan

ambient population data to represent human activity pattern over 24h for their study.

Similarly, Andrey Bogomolov et al. [16] derived an estimation of footfall from mobile

network activity using the unique phone calls in each cell tower. Traunmueller et al.

[96] analyze footfall count from telecommunication data and find a correlation be-

tween crime and metrics derived from population diversity. A data-driven approach

is presented by Belesiotis et al. [15] for crime rate prediction that also considers road

network, transportation nodes, and human mobility. Recently, crime event prediction

for Brisbane and New York are studied in [57, 90] using dynamic features extracted

from foursquare data. The authors measure the region popularity by determining the

total number of observed check-ins in that region for a specific time interval. Also,

the total number of unique users that checked in to a specific venue and the number of

tips users have ever written about that venue are counted to measure the popularity

and heterogeneity, as well as the quality of the region.
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2.1.7 Other Patterns

Images can provide valuable insights into the characteristics of a location and may

relate to indicators of criminal incidents. Belesiotis et al. [15] analyzed Flickr pho-

tos from Yahoo which locate the area of greater London. The paper extracted two

types of features such as photo timestamps and photo tags. In another study, the

authors [58] collected image data from Google street view images to relate the crime

prediction with environmental context information. Besides image feature, the au-

thors [28] extracted polarity score for each tweet within the Chicago city boundary

and showed a 3-day trend of polarity score. They used these extracted features with

other crime features to construct their crime prediction model. Some other patterns,

for instance, racial and ethnic diversity are explored by [101, 16, 21, 58] in predicting

crime. Andrey et al. [16] considered the statistics of political control, for instance,

the proportion of seats won by Labour, Liberal Democrats, and Conservatives, and

election turnout. Street light density and graffiti rate per 1000 persons are used by

Fitterer et al. [42] to represent the urban environment and social instability. Matthew

S. Gerber [46] extracted topics from tweets tagged within the city of Chicago and

combined these features with standard Kernel Density Estimation. For topic mod-

eling, Latent Dirichlet allocation (LDA) was used. Similarly, another study [107]

extracted event based topics from tweets of a news agency covered the area of Char-

lottesville to predict future crime. Wang et al. [102] explored features from Twitter

content along with Foursquare content for next place prediction.

Table 2.1 represents the articles that analyze urban crime based on spatio-temporal,

demographic and others perspective. The majority of the studies investigating crime

research, predominantly deal with a single domain (city). In this thesis, we investi-

gate an extensive set of features connected to urban crime and propose a data-driven

approach based on single domain (Chapter 3 and 4) and cross-domain (Chapter 5)

learning.

2.2 Crime Prediction Analysis

Nowadays, data mining and machine learning techniques offer better crime analysis

and prediction for police and law enforcement agencies. The purpose of applying
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Table 2.1: Crime Pattern Analysis

Pattern Type Approach/Example Article

Spatio-temporal Pattern CCRBoost [114]

Near-repeat modeling [42, 86]

ST-ResNet [97, 98]

CSTP [70]

DCKDE [67]

ESTP [115]

STTR, Flow Pattern [62]

Spatio-temporal hotspots [41, 85]

STGAM [106]

Correlation Matrices [95]

Demographic Pattern Population density in different level [21, 101, 11, 100]

Education, age, income levels, property values [15, 58, 115, 16, 42]

No. of vacant houses, owner-occupied houses [106]

Others [105, 72]

Meteorological Pattern Weather [119, 95, 17, 81, 58]

temperature, wind strength, snowfall [119, 28, 97, 98]

special events, fog, rain, thunderstorm [97, 98]

Human Behavioral Pattern Footfall [17, 16, 96]

check-ins, pick-up, drop-off [119, 101]

Foursquare POI and dynamic [15, 57, 90, 118]

taxi trajectories [119]

road network/transportation nodes [15]

modus operandi (M.O.) [105]

human mobility/activity [15, 42]

ritual behavior/signature [59]

Other Pattern Images [15, 58]

Event/topic [46, 107]

Racial and Ethnic diversity [101, 16, 21, 58]

Polarity Score [28]

Street light [42, 111]

textual content [102, 12]

political control [16]
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Table 2.2: Quantitative research for crime prediction

Target Data Type and Source Approach Article

Crime Rate Prediction Residential Burglary, LA Police Dept. Self exciting point process model [71]

NYC Crime data TCP [119]

Chicago Community area data Linear Regression, Negative Binomial [101]

Regression

NYC crime data STCN in Deep CNN [35]

31 types of crime, Chicago, Illinois crime data DNN [58]

Crime Hotspot Prediction 14 types of crime, Greater London, UK police Ridge Regression, RF, SVM [15]

Residential burglary, Northeast, USA 1NN, SVM, J48, NN, Bayes [116]

Residential Burglary, Northeast city, US Hotspot Optimization Tool (HOT) [100]

11 types of Real crime data, London LR, SVM, NN, DT, Ensemble, RF (best) [17]

Shoplifting, burglary, assault, Camden, PSTSS technique (optimal extent) [8]

South Chicago, San Francisco

Shoplifting, burglary, assault, Camden, PSTSS technique [9]

South Chicago, San Francisco

17 types of crime, Chicago, Illinois, USA LKDE optimized by genetic algorithm [10]

11 types of crime, London SVM, RF (best) [16]

Crime Type Prediction Northeastern city, residential burglary, motor vehicle Empirical Discriminative Tensor Analysis [72]

Northeastern city, burglary, vehicle larceny CCRBoost [115]

Hit-and-run incidents, Charlottes ville, Virginia Linear modeling (GLM) [107]

Crime data from police dept., twitter, Chicago,Illinois Binary Logistic Regression with KDE & LDE [46]

BNE & Property crime, Vancouver, Canada Generalized Linear Logistic Regression [42]

14 types of crime, Denver, Los Angeles Naive Bayes, Decision tree [11]

Theft incidents, Chicago city, Police dept. LR with standard hot-spot (KDE) [28]

Alcohol related crime, NS court & Ensemble of SVM and RF [12]

Newspaper data, NS, Canada

Future-location Prediction Serial crime cases, Gansu, China Bayesian Theory [63]

Serial Crime Cases Rossmo’s formula [82]

British Columbia (BC) Crime data, RCMP CrimeTracer model [94]

(Random walk based approach)

Twitter data, Chicago, Illinois Text-enriched Model [102]

predictive policing is mainly stopping or reducing crime before it happens [89]. This

section reviews and presents the computational tasks and modeling based on urban

crime under four different subsections. Subsection 2.2.1 summarises the prediction

tasks established on crime data. Subsection 2.2.2 and 2.2.3 present the computa-

tional models of crime prediction build on regular machine learning and deep learning

methods respectively. Subsection 2.2.4 summarises existing crime research based on

cross-domain transfer learning.
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2.2.1 Prediction Tasks

Crime Rate Prediction

Crime rate prediction helps to predict the crime rate of a given region which may

occur in the future. In 2011, Mohler et al. [71] proposed a self-exciting point process

model to predict the average daily percentage of residential burglary crimes. The

study applied a nonparametric evaluation method to understand the spatio-temporal

triggering function and temporal aptitude in the background burglary rate. Zhao et al.

[119] designed a novel framework, TCP for crime number prediction which captures

intra-region temporal and the inter-region spatial correlation. In another study [101],

the authors presented crime rate inference problem for Chicago community areas.

The study refers to crime rate as the crime count normalized by the population in a

region. By accommodating 311 data with other crime data researcher found increased

performance for crime risk prediction task [35]. The model can predict crime number

of target region in the urban area during the time window. On the other hand, a

deep-learning-based multimodal data fusion can accurately predict crime occurrences

by considering environmental context information [58].

Crime Hotspots Prediction

Crime Hotspots refer to the places that have high crime intensity i.e., that attract

a big number of potential offenders and victims at the same time. Predicting or

detecting crime hotspots is of high importance for police, law enforcement agencies,

and citizens. Belesiotis et al. [15] presented a purely data-driven methodology for

predicting crime hotspots. According to the authors, a cell is classified as a crime

hotspot if its crime rate is above the overall median (threshold). The study identified

crime hotspots using the Getis-Ord spatial autocorrelation statistic [76] and trained

the hotspot prediction model as a regression analysis problem on the level of individ-

ual areas. Yu et al. [116] analyzed a variety of classification algorithms to predict

crime “hotspots” by leveraging the spatial knowledge inherent in the crime data. In

another literature [100], Dawei Wang et al. model the relationship between target

crime Hotspots and their underlying related variables. They proposed a new model —

Hotspot Optimization Tool (HOT) to emphasize the identification of crime hotspots
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where the hotspot boundaries are optimized by Geospatial Discriminative Patterns

(GDPatterns). GDPatterns uncover the hidden information from crime’s related vari-

ables. It indicates the closed frequent patterns where a user-defined threshold is less

than the growth ratio. A study [17] tried to predict whether a specific area would

be a crime hotspot or not. The research mainly provided valuable insights into the

feature engineering while predicting ‘high crime’ or ‘low crime’ class. Prospective

space-time scan statistic (PSTSS) has been employed to the grid-based predictive

hotspots [9]. They developed a toolkit of evaluation metrics for various aspects of

spatio-temporal point processes (STPP) based hotspot prediction. Later, Adepeju

and Cheng [8] maximize the accuracy of crime hotspots prediction by determining

the optimal value of spatial scan extent of PSTSS. Localized Kernel Density Estima-

tion (LKDE) optimized by a genetic algorithm performed significant improvement to

predict crime hotspots [10]. The research applied the concept of convolution filtering

for this purposes where each grid cell of the study region is considered as an image

pixel. The LKDE method can adapt itself by enlarging or reducing the kernel size

based on the sparse or dense region. Genetic algorithm helps to learn kernel size and

convolution values dynamically. Bogomolov et al. [16] used Random Forest (RF)

ensemble classifier and Support Vector Machine (SVM) method for their study to

accurately classify crime hotspots.

Crime Types Prediction

Crime Type Prediction aims to predict the types of crime (e.g., assault, burglary,

alcohol-related crime) in a specific region and time based on the pattern of each

crime. The Empirical Discriminative Tensor Analysis (EDTA) was proposed by Mu

et al. [72] to predict residential burglaries. The study designed a fourth-order tensor

data structure to obtain discriminative information regarding spatial and temporal

aspects, and other relevant events of each residential burglary. Chung-Hsien Yu et al.

[115] also predicted residential burglary using hierarchical spatio-temporal pattern.

The study conducted by Wang et al. [107] presented how to predict future hit-and-

run crimes based on Twitter based posts of criminal incidents. Yu et al. [114] built

a crime prediction system to predict residential burglary in a northeastern city of

the US. The study chose residential burglary as target crime due to the near repeat
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hypothesis concept where a burgled residence neighborhood increases the likelihood

of victimization of other residence. Matthew S. Gerber studied 25 types of crime

and investigated the prediction performance by incorporating the Twitter extracted

topics [46]. Break and entries (BNEs) and property crime prediction were conducted

by Fitterer et al. [42]. BNEs are one the most patterned and foreseeable crime types

for residential and commercial locations. In another study [11], the authors analyzed

14 different types of crime including aggravated assault, sexual assault, burglary, etc

for finding crime patterns and predicting future crime. Future theft incidents were

predicted by Chen et al. [28] based on Twitter sentiment and weather data. In 2017

[12], we model the relationships between alcohol consumption and violence based

on information spread among different text media. Later, we tried to predict the

relationships between criminal activities and geographical regions [13]. Our study

focuses on four different categories of crime such as assault, property crime, motor

vehicle crime and alcohol-related crime.

Future-Location Prediction

Future-Location Prediction predicts the upcoming crime location, an offender is go-

ing to commit a crime as reported by their historical trajectories and other related

sign. Liao et al. [63] presented how to locate the neighborhood of next-crime scene.

In order to predict the future crime location, the authors [82] applied Rossmo’s for-

mula with a traffic-network based geographic profiling. Tayebi et al. [94] designed

a personalized random walk model for next crime location prediction. Researchers

have investigated the approaches of incorporating textual content for next-location

prediction [102]. The study built the model based on Twitter posts of user’s spatial

trajectories. Moreover, they also examined the correlation between future-location

concentrations and the actual future-crime occurrences.

Table 2.2 shows the quantitative research for crime analysis and prediction reached

from this subsection.

2.2.2 Regular Machine Learning Methods

Crime research with machine learning techniques exhibits improved crime analysis and

prediction. Following the underlying foundations of crime research utilizing machine
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learning is not simple. We mainly focus on the research explored over the last 10

years throughout our analysis. Section 2.2.1 covers most of the studies of predictive

crime mapping where the researchers employed regular machine learning techniques.

Several studies have conducted their experiments for predicting particular crime

based on Logistic Regression, Generalized Linear Model (GLM), Support Vector Ma-

chine (SVM), Random Forest (RF), and Decision Tree (DT) techniques [28, 107, 42,

11]. For instance, Wang et al. [107] used GLM model for future hit-and-run predic-

tion. Cluster-Confidence-Rate-Boosting (CCRBoost) algorithm was proposed by Yu

et al. [114] for predicting residential burglary. The study compared the prediction

results with SVM, C4.5, Naive Bayes classier, and LADTree [52]. Gerber et al. [46]

applied logistic regression model for crime type prediction by implicating GPS-tagged

tweets. In another study [42], the authors designed two different models for break and

entries (BNEs) and property crime prediction. In the first model, generalized linear

logistic regression method was used which integrates human and urban environmen-

tal features with observed crime data. However, in the second model, the regression

method was applied only on observed crime data. Decision Tree and Naive Bayesian

classifiers were applied in [11] to predict potential crime types in a specific location

within a particular time. To predict theft crime incidents, a logistic regression model

was derived by Chen et al. [28].

On the other hand, future-location prediction is analyzed by Liao et al. [63] based

on Bayesian learning theory. Researchers have investigated the Text-Enriched Model

to classify user’s nearest next place type using linear support vector machines [102]. In

another study, the authors [101] focused on Linear Regression and Negative Binomial

Regression model to build the crime inference model.

2.2.3 Deep Learning Methods

Deep learning gives a state-of-the-art performance on many predictive analytics for

automatic feature identification [60]. Recently, it has been applied for crime modeling

and prediction, and to study spatio-temporal data. Considering the challenges of real-

time spatio-temporal crime prediction, Wang et al. [97] adapted deep learning archi-

tectures for their study. The authors tested both convolutional and non-convolutional

structures to predict crime distribution. Crime dynamics can be captured through
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convolutional architectures. For non-convolutional model, an ensemble of ResNet is

applied to learn the time series on each grid. The model does not consider the tran-

sition of crimes between different grids. Though the prediction results in both space

and time are accurate, the computational cost increases dramatically due to the super

resolution regularization in space. To reduce the model size and speed up the predic-

tion process, the authors explored the Ternarization of ST-ResNet in [98]. Kang et al.

[58] proposed a feature-level data fusion method with environmental context based

on a Deep neural network (DNN). The DNN structure configured with four different

layers: spatial, temporal, environmental context and joint feature representation lay-

ers, and softmax classifier. According to the study, the DNN model can accurately

predict crime occurrences than other models. Lian Duan et al. [35] proposed a Spa-

tiotemporal Crime Network (STCN) based on deep Convolutional Neural Network

(CNN) for automatically crime-referenced feature extraction. The authors claimed

that the model proposed for the end-to-end crime prediction is flexible and minimizes

feature engineering bias. The study developed the inception block and fractal block

to extract complicated features from various spatiotemporal patterns.

However, it is not always possible to have enough labeled training data for deep

learning models, particularly for smaller problem space. Consequently, the model

tries to memorize the training data and fit the model closely based on the limited

samples instead of generalizing the model for the unseen future instances; and hence,

introduces overfitting problem.

2.2.4 Transfer Learning Methods

Many machine learning algorithms work well for single domain learning where the

training and testing data are drawn from the same distribution and feature space.

However, collecting adequate training data for many real-world applications is very

difficult and expensive. In such cases, where there is a limited amount of training data,

domain adaptation and knowledge transfer or transfer learning would be beneficial. In

transfer learning, the model stores knowledge obtained from one problem or domain

and applies that knowledge to a different but related problem or domain. It allows

the domains and distributions used in the training and testing data to be different.

The relationship between transfer learning and other machine learning techniques are
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discussed in several studies [79, 108].

In our previous research [12], while solving the classification problem of Nova Sco-

tia’s alcohol-related crime, we tried to apply some knowledge obtained from three

other provinces: Alberta, British Columbia, and Saskatchewan. The work compared

the performance of transfer learning by transferring the knowledge of instances with

the Recursive Partitioning (RP), Support Vector Machine (SVM), and Random For-

est (RF) methods. An ensemble with the predictions of RF and SVM methods was

created to improve the performance in transfer learning. Experimental results demon-

strated that an ensemble of RF & SVM method gains more knowledge from data and

achieves substantial classification performance on Nova Scotia data.

In another research, X. Zhao et al. [118] proposed a novel transfer learning frame-

work to integrate crime-related features extracted from cross-domain datasets and

model spatio-temporal patterns for crime prediction. The study focuses on intra-

region temporal patterns and inter-region spatial patterns to understand how crime

originates over time for a region in a city and the geographical influence among regions

in the city respectively.

Many existing research have explored transfer learning focusing on real-world ap-

plications, though a very limited research has been dedicated to crime. For example,

Liu et al. [121] detected parking hotspots by transferring knowledge of dockless

shared bikes among different cities. Another study [109] applied transfer learning

approaches to medical data. Transfer learning also helps to evaluate the similarities

among spatial networks [53]. Many research have been done on NLP by utilizing

domain adaptation and transfer learning [122, 123, 99]. Recently, Raghu et al. [83]

investigated transfer learning on medical imaging. An in-depth study on transfer

learning methods is presented in Phase 3 (Chapter 5).

2.3 Existing Research Gaps

This section points out some insights of existing crime research that lead us to explore

various scopes of future research.

In order to improve crime research, various kinds of crime pattern and predic-

tion analysis has been conducted to date. However, the vast majority of the current
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research directed to large urban communities that exhibit dense and diverse char-

acteristics. Whereas, urban planning paradigms, and societal variables contrast by

locale and size of the community. Thus, the representing study and outcomes maybe

not quite the same among large and small urban communities or cities. On this

account, a data-driven crime research centering small cities is important.

Though a couple of studies [118, 12] mentioned domain adaptation and transfer

learning for crime prediction, they did not actualize their ideas on cross-domain crime

datasets. Aiming to learn a uniform model for all cities given different data distribu-

tions domain adaptation should get particular attention in crime research. Similarly,

exploring transfer learning, when sufficient data is inaccessible and willing to gain

knowledge from a different domain, is an interesting avenue of future crime research.

Out of the existing studies summarized in literature review, only two [42, 111]

presented the impact of streetlight distributions on urban crime. However, this can be

further analyzed with respect to crime incidents prediction. The effect and graveness

of the decreased number of streetlights could be observed. Moreover, the efficient

number of streetlights that should exist in a neighborhood might be determined to

keep the neighborhood safe.

Regarding specific type of crime research, alcohol or drug related crime analysis

and prediction are very limited in comparison to other crimes. Thus more attention

should be made to the closeness of alcohol establishments and crime.

Moreover, handling non-linear relationships and data dependencies among differ-

ent domains should be considered for accurate crime forecasting. Advanced techniques

are desired to automatically incorporate nonlinear patterns from multiple sources. Re-

searchers [58] tried to address this problem using a deep neural network (DNN) based

feature-level data fusion. However, the authors were unable to reduce computational

cost with this approach.

As the majority of the existing crime research deal with geographic, demographic

and socioeconomic data, measuring data bias is important to avoid biased crime

prediction. Addressing discriminatory decision patterns from historical data has been

largely overlooked in most of the studies summarized.
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2.4 Conclusions

In this chapter, we provide a comprehensive analysis on existing urban crime research.

We identify some research gaps from the perspective of crime pattern detection and

prediction. We direct our research in three different phases by following the identified

limitations on current research. Chapter 3 defines the first phase of our research. In

this phase, we study urban crime and criminal patterns based on a single domain,

Halifax. It incorporates data collection, data preparation processes, as well as data

visualization to understand the patterns of data. This chapter mainly extracts tem-

poral and spatial knowledge for crime hotspots detection and crime type prediction.



Chapter 3

Phase I: Spatial Knowledge Extraction from Single Domain

In this chapter, we present the work from the first phase of our thesis. Our goal

is to predict the relationships between geographical space and crime occurrences by

identifying the hidden characteristics of different types of crime. We adopt crime

data from a single domain, Halifax for this purpose. We propose two methods for

spatial feature engineering by transforming the information from geographic location

and detecting crime hotspots.

3.1 Introduction

In general, it is known that crime is not arbitrarily or consistently distributed inside

an area. This uneven crime distribution is highly influenced by the uneven spatio-

temporal distributions of objects in that place. Therefore, it is essential to grasp the

knowledge from spatial and temporal attributes of an urban area to understand crim-

inal activities. As indicated by the routine activity theory, three factors, such as a

probable offender, a favorable target, and a favorable circumstance (or non-attendant

circumstance) must converge in time and space to direct a crime incident [40]. More-

over, each crime has its distinctive influential factors and consequences. Distinguish-

ing the implicit characteristics of various types of crime and their predictive learning

are the main concerns in our research. In particular, we investigate four types of

crime for this phase: assault, property damage, motor vehicle and alcohol-related.

We divide the whole approach into five different sections. Section 3.2 introduces

the data sources and data collection process. It also illustrates the data analysis

and visualization techniques. Section 3.3 defines the strategy of engineering spatial

features. Section 3.4 deals with the evaluated classifiers to model the relationships

between criminal activity and geographical regions. Moreover, Sections 3.5 and 3.6

present the detailed information regarding performance assessment criteria employed

in this phase and the evaluated results obtained from those criteria respectively.

28
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3.2 Data Analysis and Visualization

Our analysis involves crime data from Halifax, Nova Scotia (NS), Canada. Section

3.2.1 gives a detailed description of the data that we use in our study. Section 3.2.2

shows the graphical representation of data to better understand the hidden patterns

of data.

3.2.1 Data Source, Collection and Labeling

Crime records from Halifax regional police (HRP) department are used in this work,

and it covers most of the districts in Halifax Regional Municipality in Nova Sco-

tia. Our dataset was extracted from the Uniform Crime Reporting Survey (UCR).

The UCR was designed to measure the incidence of crime and its characteristics in

Canadian society.

In total, 756,913 crimes were reported by UCR from 2006 to 2016 across the

regional municipality of Halifax. After deducting data with zero, null and invalid

geographic coordinates, we have total 257,017 data. For this phase, we only consider

crime incidents that have the alcohol flag recorded 1. We explore all of the offenses of

2016 which include 3726 data samples for our experiments. The crime attributes ex-

tracted from the source data include geographic location, incident start time, month,

weekday, ucr descriptions or incident type, and whether the incident happened be-

cause of alcohol.

We group our data using four different classes, named alcohol-related, assault,

property damage, and motor vehicle using the ucr descriptions and alcohol incident

fields. Inspired by observations stated in Section 1.1, we select these four categories

of crime. It has been observed that alcohol is involved in various criminal activities

including assault and motor-vehicle crimes [37, 12]. Besides, these are some of the

most patterned and well reported crime types [42, 4]. For the alcohol-related crimes,

we considered all the cases where alcohol presence was reported in the UCR using

the alcohol incident field. For all the remaining classes, the ucr description field

was used. The assault group covers all levels of assault including sexual assault,

1As the crime incidents with alcohol flag represents a very small proportion of the total actual
crime incidents for this time period, missing data could substantially alter the current patterns
generated from our model.
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aggravated assault, bodily harm, threat, murder, etc. Property damage group covers

break, theft, robbery, fraud, etc. Motor vehicle group covers all types of a motor

vehicle accident, act violation and impair driving.

The total data distributions with different categories of crimes and their ratio are

summarized in Table 3.1. For the alcohol-related group, 1742 crimes were reported

as alcohol incident and 1984 crimes that have no relation to alcohol. The Assault

group contains 1291 crimes related to assault and 2435 crimes with no relation to

assault. Next, in the Property Damage group, 431 crimes were reported as damage

crimes and rest 3295 crimes were considered as not property damage crimes. Finally,

686 crimes belong to motor vehicle group, and 3040 were grouped in the no motor

vehicle-related group.

Later, to create the hotspots and hotpoints (geographic center of the hotspot), we

used UCR form data from the year of 2015. We created hotspots for each positive

class in Table 3.2 and the shortest distance from each 2016 incident to a hotpoint was

used in the experiment. For example, when the positive class was alcohol-related, we

used a single shortest distance to a hotpoint that was extracted from the examples of

alcohol-related crime from 2015.

Table 3.1: Dataset description for 2016

Crime type Negative Positive Total

Alcohol-related 1984(53%) 1742(47%) 3726(100%)

Assault 2435(65%) 1291(35%) 3726(100%)

Property damage 3295(88%) 431(12%) 3726(100%)

Motor vehicle 3040(81%) 686(19%) 3726(100%)

Table 3.2: Dataset description for 2015

Crime type Negative Positive Total

Alcohol-related 1952(53%) 1931(47%) 3883(100%)

Assault 2465(65%) 1418(35%) 3883(100%)

Property damage 3473(88%) 410(12%) 3883(100%)

Motor vehicle 3187(81%) 696(19%) 3883(100%)
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Figure 3.1: Crime density for alcohol-related crime based on three 8, 10 and 6-hour

time frames of the weekdays

3.2.2 Data Visualization

Visualization helps decision makers to see the graphical representation of data and to

capture new patterns from data. Before crime prediction, this chapter presents the

visual picture of crime data 2016 to better understand the structure of data and to

see if there is any hidden patterns in this data. The visualization shows the crime

spatial distribution with respect to 7 days of the week in 2016 for alcohol-related

crime 2 These graphs discover some dissimilar characteristics among the weekdays

crime distribution. In order to better understand the spatial and temporal patterns,

crime data are formatted with three time frames in a grid density map (Figure 3.1).

Time frame 1, 2 and 3 indicate 8 hours [0-8), 10 hours [8-18), and 6 hours [18-24)

duration per day with red, brown and blue colors respectively. From the figure, it is

clear that crime intensity changes with time and space.

Figure 3.2 represents the time series plot for all four categories of crime from

January 2016 to December 2016. It reveals features on different scales. For alcohol-

related crime, most of the incidents happen on Saturday in September and October

2As this visualization may potentially create privacy issues, according to our agreement with
HRM Police we have not included it in the final version of the thesis.
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(Figure 3.2(a)). The number of incidents remain constant from January to June. A

peak for assault related crime is noticeable on Friday in May (Figure 3.2(b)). On the

other hand, for property related crime, Thursday in March and Friday in May are

observable. Similarly, the majority of motor vehicle crimes occur in June on Friday.

Figure 3.3 compares the temporal patterns of crime based on days of a week for

all four categories of crime. From Figure 3.3(a), we have following observations: time

frame 1 [0-8) shows highest crime rate for Saturday and Sunday; time frame 2 [8-18)

shares almost similar temporal distribution for each day. On the other hand, time

frame 3 [18-24) has a bit high crime rate than time frame 2 which gradually increases

on Fridays and Saturdays. Therefore, Saturday mornings (or Friday midnight) and

Sunday mornings (or Saturday midnight) are the most unsafe time for alcohol-related

crime. Assault crime shows different scenarios where most of the crimes happen in

time frame 2 (Figure 3.3(b)). Moreover, it is difficult to blame more on any specific

day for time frame 2. However, for time frame 3, maximum incidents occur on Fridays.

For property damage crime, time frame 1 is the safest time frame among all and time

frame 2 on Fridays is the most unsafe time period (Figure 3.3(c)). Figure 3.3(d)

shows the highest crime rate for time frame 2.

3.3 Engineering Spatial Features

This section discusses the details of spatial features created for crime prediction.

Section 3.3.1 describes how the geocoding process is used to extract geographic infor-

mation to create spatial features and Section 3.3.2 outlines the techniques for crime

hotspots detection.

3.3.1 Geocoding

Geocoding is the process of spatial representation of a location by transforming de-

scriptive information such as coordinates, postal address, and place name. When the

geographic coordinates are converted to get a location description, it is defined as

reverse geocoding. The geocoding process relies on GIS and record linkage of address

points, street network and boundaries of administrative unit or region. For this work,

we use a reverse geocoding technique to extract the spatial information from the
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(a) Alcohol related crimes.

(b) Assault related crimes.

(c) Property related crimes.

(d) Motor vehicle related crimes.

Figure 3.2: A time series plot on days of a week in 2016. (a) alcohol crime time series,

(b) assault crime time series, (c) property crime time series, (d) motor vehicle crime

time series.
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(a) Alcohol-related crime. (b) Assault related crime.

(c) Property damage related crime. (d) Motor vehicle related crime

Figure 3.3: Comparison of the number of crime incidents by days of a week and three

8-hours time frames. (a) alcohol-related crime, (b) assault related crime, (c) property

damage related crime, and (d) motor vehicle related crime.
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Figure 3.4: Geocoding Framework

crime data. The geocoder library [45], written in Python, was used for geocoding ser-

vices with the Open Street Map (OSM) provider. Figure 3.4 presents the framework

of geocoding process. Every crime in our dataset contains geographical coordinates

(latitude and longitude) that are given to the Nominatim tool. Then, the tool queries

the OSM dataset and outputs some information from geographic points.

The output of the Geocoder package can be 108 types of location including bar,

pubs, bus stops, or hospitals from Nova Scotia. According to OSM documentation,

all of these location types are grouped into 12 categories including amenity, shop,

tourism, office, etc. We use both types of location and category as features to predict

crime. Figure 3.5 (a) and (b) show, respectively, alcohol-related crimes where the

output of the geocoding process returned as categories highway and amenity, and as

type bus stop and pub 3.

3.3.2 Clustering for Hotspot Creation

Hotspot analysis can emphasize the patterns of data regarding time and location

of a geographic area. In the study of crime, one of the critical issues involves the

analysis of where crimes occur in general. Therefore, for a crime analyst, the creation

of hotspots became very popular to identify high concentrated crime area.

In this work, hotspots are created and transformed into a feature to predict dif-

ferent crime types. The idea is to cluster crime data into regions with a high rate of

occurrence of the same crime type. Because we want to group crime data by density,

3We made the crime points unclear due to the privacy issues.
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(a) Crimes around Bus stops.

(b) Crimes around Pubs.

Figure 3.5: Alcohol-related crimes (red pins) on and around bus stops (a) and pubs

(b) in Halifax city.

a reasonable choice is to select the DB-Scan [36] algorithm. However, since this algo-

rithm has a complexity of O(n2), we decided to use the Hierarchical Density-Based

Spatial Clustering of Applications with Noise (HDBSCAN) [23]. The HDBSCAN

algorithm we used works as follows (Step1 to Step5):
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Step 1: Calculate core distance for all data points regarding mpts (mpts = minimum

cluster size).

Step 2: Build the minimum spanning tree (MST) of the mutual reachability graph

(Gmpts).

Step 3: Construct a cluster hierarchy of connected components by extending MST.

Step 4: Shorten the cluster hierarchy by removing edges in decreasing order of

weights based on minimum cluster size.

Step 5: Extract the stable clusters or the HDBSCAN hierarchy as a dendrogram

from the tree found in Step 4.

We selected the HDBSCAN for several reasons: (i) can handle data with vari-

able density; (ii) eliminates the ε (eps) parameter of DBSCAN which determines the

distance threshold to cluster data; and (iii) has a complexity of O(n log n).

The clusters can identify hotspot areas where different types of crime occur. In-

stead of considering the whole dense area as a feature, we extract one geographical

point named hotpoint for every hotspot found by the HDSCAN. This hotpoint is

determined by extracting the hotspot center, averaging the geographical positions

inside the area. Finally, we extract the location of new crime reports and compute

the distances to all hotpoints found in the data and select the shortest distance to

a hotpoint. This shortest distance to a hotpoint is then used as a feature for crime

prediction.

In this work, we used the Haversine distance in both HDBSCAN and shortest

distance to hotpoint. The Haversine formula (given in Equation 3.1) determines

the shortest distance between two points on Earth located by their latitudes and

longitudes. In this equation, r is the average Earth radius (6371 km), l1, l2 define

latitudes of two points and λ1, λ2 define longitudes of two points.

distance = 2 ∗ r ∗ arcsin(
√
d) (3.1)

d = sin2 (
l2 − l1

2
) + cos (l1) ∗ cos (l2) ∗ sin2 (

λ2 − λ1
2

) (3.2)

Figure 3.6 summarizes the overall process to produce the shortest distance for

hotpoint feature 4. Figure 3.6 (a) shows crime examples (gray pins) in downtown

4Due to privacy concerns dummy examples are used to draw these pictures instead of true crime
examples.



38

Halifax area. Then, a hotspot (blue area) found by HDBSCAN is shown in Figure 3.6

(b). Figure 3.6 (c) shows a hotpoint (red pin) extracted from a hotspot. Finally, a

new crime example (green pin) is evaluated, and the distances to hotpoints (yellow

line) are calculated. We use the shortest distance to a hotpoint as a feature to classify

a crime type for crime prediction problem.

(a) Crime data. (b) A hotspot created by HDBSCAN.

(c) A centroid computed from the hotspot. (d) Distance from centroid for new crime

data around the hotspot.

Figure 3.6: An overview of the crime hotspots, hotpoints and distance to hotpoint

feature.

Table 3.3 provides the details of the total selected features for raw and engineered

feature categories.
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Table 3.3: Details of the observed features

Feature category Total features Selected feature names

Raw Feature 6 Month, weekday, incident start time, term, time frame, crime type

Engineered Feature 3 Location type, location category, shortest distance to hotpoint

3.4 Evaluated Classifiers

In this study, we mainly focus on Logistic Regression (LR) [68], Support Vector Ma-

chine (SVM) [29], and Random Forest (RF) [18] methods to model the relationships

among different crime features and various types of crime. SVM and RF are opti-

mized by choosing different kernel functions and the optimal number of decision trees

respectively. For LR, ‘liblinear’, ‘newton-cg’, ‘sag’, and ‘lbfgs’ solvers can be used in

the optimization problem. LR, RF and SVM has gained considerable attention in

crime prediction, because of their optimal classification performance.

3.4.1 Logistic Regression (LR)

Logistic Regression models the probabilities of the different possible outcomes of a

response variable, given a set of input variables. The model is appropriate for two-

class classification or prediction problem. Using logistic regression, the two-class

classification problem can be modeled as,

L = log(
pr(x)

1− pr(x)
)

= β0 + β1x1 + · · ·+ βmxm

(3.3)

where L and pr(x) represent the log-odds and the probability of belonging to positive

class respectively. β0, β1,· · · βm are the parameters of the LR model.

For the experiment we use ‘liblinear’ solver that supports both L1 and L2 regu-

larization. We set the random state parameter and maximum number of iterations

to 1415 and 100, respectively.

3.4.2 Support Vector Machine (SVM)

Support Vector Machines (SVMs) [29] can effectively work on both linear and non-

linear classifications. SVM develops a maximum margin hyperplane or a decision

boundary to divide the crime points into two classes for linear data. For non-linear
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data, it uses kernel functions to transform non-linear data to linear data [91]. For our

experiment we use C-support vector classification (SVC) with radial basis function

(RBF) kernel. The implementation for SVC is based on ‘libsvm’. We choose default

parameter settings for gamma and maximum number of iteration. We set the value

of ‘1415’ as random state parameter similar to LR model.

3.4.3 Random Forest (RF)

Random Forest (RF) [18] is a powerful ensemble learning classifier. It trains many

decision trees on the basis of the entire dataset. We use 200 trees in our experiment.

A final output of a particular target variable is made based on the results of these 200

trees. In this structure, each individual tree predicts a decision for each crime record

in the test data. The class with the majority of votes is used by the model for each

record among all resultant class or decisions. A random subset of training data and

features are considered for every split. Therefore, Random Forest can easily manage

hundreds to thousands of potential input features [18]. Random Forests correct for

decision trees’ overfitting habit to their training set. For the experiment, we use the

same random state parameter as LR and SVM.

3.4.4 An ensemble of LR, RF and SVM

Ensemble learning combines multiple learning algorithms to obtain better predictive

performance. Model diversity is the key for creating a powerful ensemble. Combining

different models with diverse focus promotes the prediction performance compared

to the models with identical focus [32, 69]. An ensemble with the predictions of LR,

SVM and RF methods are created to improve the performance of crime prediction.

The ensemble learning formulations of our problem are given below.

predictions← (lr predictions + rf predictions + svm predictions)/3

predictions← (lr predictions + rf predictions*2 + svm predictions*2)/5

In this work, we used Scikit-Learn library [80] versions of LR, SVM, and RF to

build models from crime data. We used voting classifier from Scikit-Learn ensemble

module to combine three different classifiers. The method collects the predicted
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probabilities from each classifier and multiplies this by the assigned weight for the

specified classifier. Later, the weighted average probability is calculated to predict

the final class. We chose soft voting and weights: LR = 1, RF = 2, SVM = 2 for our

experiment. The baseline used in this work to verify if the newly engineered features

help a classifier to improve the crime prediction power was the raw data contained in

the UCR form.

Section 3.5 reports two popular performance assessment criteria, such as accuracy

and area under the curve (AUC), which are employed in the study for evaluating

a classifier’s performance. Section 3.6 shows the comparison of the results for four

different categories of crime based on our proposed engineered features.

3.5 Performance Assessment Criteria

We consider a two-class (positive and negative) classification problem in our study.

For performance assessment, we consider using accuracy, and AUC score to evaluate

the prediction performance. We decided to use both metrics because the accuracy

and the AUC complement each other. Both of the metrics depend on an estimate of

the true probability of being positive for new crime data. The new data or test data

is referred as positive for specified crime if the estimated probability is greater than

0.5.

Table 3.4 presents a general classification table or confusion matrix for binary

classification problem. Npp refers to the number of positive crime data which our

model classified as positive (true positive); Nnn indicates the number of negative

crime data which are classified as negative (true negative); Npn is the number of

positive crime which are classified as negative (false negative) and Nnp refers to the

number of negative crime which are classified as positive (false positive).

Accuracy gives the proportion of correct results the model gets among the total

number of crime data. It evaluates the degree of closeness between a measured quan-

tity value and a true quantity value of a measurand [56]. This metric performs better

when the dataset is balanced.

Accuracy =
Npp +Nnn

Npp +Npn +Nnp +Nnn
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Table 3.4: Classification table

Predicted class
Actual class positive crime negative crime

positive crime Npp Npn

negative crime Nnp Nnn

The AUC is the area under the receiver operating characteristic (ROC) curve,

where the ROC is plotted by true positive rate (TPR or sensitivity) against false

positive rate (FPR or 1 - specificity). AUC is computed from prediction scores.

In AUC, target scores can be probability estimates of the positive class. It is also

possible to compute the AUC scores by using an average of a number of trapezoidal

approximations [49].

TPR =
Npp

Npp +Npn

FPR =
Nnp

Nnn +Nnp

After obtaining the method’s evaluation results, paired t-tests are applied to test

the statistical difference significance of raw and engineered features. The significance

level of the paired t-test is 0.05. As the resultant p-value from the experiment is very

small (∼ 6.17e − 09 to .005) in the majority of cases, using paired t-test instead of

multiple comparison tests does not affect the statistical significance analysis.

3.6 Comparison of the Methods

This section gives a detailed description of the experimental results to understand the

impact of the features proposed in this work. A 10-fold cross-validation is used in all

phases to estimate model prediction performance correctly. We want our model to be

trained in a way that the model has experience on all possible values of a feature, so

as to generalize the different seasons or special events. As an example, if the special

event ‘Christmas Eve’ is not present in the training data, the resulting model will not

be able to make meaningful prediction.

Table 3.5 shows the classification accuracy for LR, SVM, RF and an ensemble

of these methods for all four categories of crime. For each method, the first column



43

displays the accuracy of raw features and the second column for raw features with

engineered spatial features. The asterisk (*) in Table 3.5 symbol indicates that the

method fails for the statistical hypothesis testing, i.e., the p-value is higher than 0.05.

For the Alcohol-related group, the results show that new spatial features achieve

better accuracy in comparison with raw features for all four methods with statistical

evidence support, and the Ensemble method performs better than others (75.52% of

accuracy) with almost 17% accuracy improvement.

The accuracy values of the engineered features for the Assault and Property dam-

age groups show that all methods, except LR, benefit from their inclusion. For

example, adding engineered features with raw features improves nearly 11% (Assault

group) and 5% (Property damage group) of accuracy for RF method. Finally, for the

Motor vehicle group, all the classifiers showed improvement, except for the Ensemble

classifier. Figure 3.7 shows the graphical representation of accuracy for all four cate-

gories of crime where raw and eng. indicate accuracy applying raw only features and

raw with engineered features respectively.

The reason to get improved accuracy with engineered features is that, our raw

features only explore temporal pattern of crime data. Besides, the distribution of

crime does not always follow the same temporal trend for all geographic regions. For

instance, most of the alcohol-related crime may occur at time frame 1 (Section 3.2.2)

in a place which is close to the bar or pub, not in any residential area. Therefore,

incorporating local geographic information of crime with temporal pattern helps to

improve classification accuracy.

On the other side, for a couple of observations, we notice that the methods fail

to show significant accuracy improvement with engineered features. Our explanation

behind this review, especially for Property damage and Motor vehicle crimes, is class

imbalance problem.

Table 3.6 shows the AUC scores for LR, SVM, RF and an ensemble of LR, SVM

& RF methods. For Alcohol-related and Motor vehicle crimes, the results discovered

that spatial features give better AUC scores than raw features for all four methods.

For instance, the Ensemble method gives 82.5% and 69.4% AUC score for Alcohol-

related and Motor vehicle crimes respectively based on engineered features. Similarly,

for Assault and Property damage crime, LR, RF and Ensemble methods perform
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Table 3.5: Results for accuracy. The scores with the asterisk (*) symbol specify

statistically insignificant results

LR RF SVM Ensemble

Crime type raw raw+eng. raw raw+eng. raw raw+eng. raw raw+eng.

Alcohol-related 59.36 65.27 57.73 73.51 59.28 71.31 58.61 75.52

Assault 65.35 65.03* 47.94 58.89 63.53 65.27 55.96 64.41

Property damage 88.43 88.41* 84.03 88.57 88.19 88.43 88.43 88.44*

Motor vehicle 81.59 82.31 71.82 81.45 81.11 81.45 81.56 81.80*

Figure 3.7: Accuracy for four different categories of crime (based on Table 3.5)

significantly better with engineered features. Adding engineered features with raw

features gives 56.7% and 65.7% AUC score for Assault and Property damage crime

respectively with the Ensemble method. Therefore, using spatial features, the Ensem-

ble method performs at least 10% improvement in AUC score for all four categories

of crime. However, for SVM method, there is no significant evidence of improve-

ment. The interpretation of non-significant findings for a few observations might be

the reasons of different variances between two populations, as well as non-normal

distribution of variables.

Additionally, as we see from Tables 3.5 and 3.6, the results of accuracy are higher

than the AUC scores for almost all cases except alcohol-related crime. This is because

the class distributions for assault, property, and motor-vehicle crimes are slightly

imbalanced. AUC metric tries to balance the class sizes and avoid overfitting to a

single class. On the other hand, accuracy metric offers high scores by classifying most

of the records in the majority class.
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Figure 3.8 shows the graphical representation of AUC scores for all four categories

of crime where raw and eng. indicate AUC scores using raw only features and raw with

engineered features respectively. We visualize the observed and predicted alcohol-

related crime distribution in Figure 3.9. Red grid represents positive alcohol-related

crime and blue grid for negative alcohol-related crime.

Table 3.6: Results for AUC. The * symbol indicates statistically insignificant findings

LR RF SVM Ensemble

Crime type raw raw + eng. raw raw + eng. raw raw + eng. raw raw + eng.

Alcohol-related .575 .723 .649 .818 .635 .747 .661 .825

Assault .528 .613 .457 .545 .504 .533* .459 .567

Property damage .519 .651 .531 .646 .501 .505* .534 .657

Motor vehicle .515 .686 .488 .682 .494 .536 .490 .694

Figure 3.8: AUC scores for four different categories of crime (based on Table 3.6)

3.7 Conclusions

In this phase, we explored the creation of spatial features derived from geolocated

data. We created two types of spatial features. The first used a geocoding service

that can query OSM data and return a category and a type of information regarding

where the crime occurred. The second used the HDSCAN algorithm to create hotspots

grouped by type of crime, extracted a hotpoint from each hotspot, and finally returned

the shortest distance for a hotpoint as a feature to feed a classifier.

The new features were evaluated using four different crime types (alcohol-related,

assault, property damage and motor vehicle) using only the information provided
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in the UCR forms as features for a classifier as the baseline. The results show that

significant improvements in accuracy and AUC were found when the newly engineered

features were added to the tested classifiers.

However, the analysis performed in this phase was based on crime incidents only.

Considering data only from crime events may raise the question of the presence of bias.

Therefore, adding data with ‘no crime’ points (or regions) might be beneficial to get

the real picture of crime incidents. Moreover, incorporating socioeconomic and human

behavioral factors with crime data can help to discover the implicit characteristics of

crime and criminal activities. In addition, according to the research gaps revealed in

Chapter 2, examining the influence of streetlight on crime occurrence prediction is

likewise important. In our next phase (Chapter 4), we attempt to address some of the

issues. In Chapter 4, we propose a data-driven approach for future crime incidents

prediction by integrating features from different perspectives.
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(a) Observed crimes.

(b) Predicted crimes.

Figure 3.9: Alcohol-related crime distribution. (a) observed alcohol-related crime

distribution, (b) predicted alcohol-related crime distribution. Red: positive alcohol-

related crime; Blue: negative alcohol-related crime.



Chapter 4

Phase II: Data-Driven Approach on Single Domain

4.1 Introduction

Most of the studies that presented data-driven approaches for crime pattern detection

and prediction have focused on mega-cities like Chicago, New York, Greater London,

etc. However, the physical characteristics, human impact characteristics, and their

interactions are totally different for different regions and cities. Therefore, applying

those models for predicting crime in a smaller city is very challenging and may lead to

different outcomes. Our study aims to build data-driven models for future crime in-

cidents prediction for smaller cities. The main hypothesis is that the relative paucity

of data, compared to mega-cities, can be compensated by the use of non-traditional

datasets that can be derived from social media and from the Internet-of-Things (IoT)

infrastructure of a modern city. We extract five different categories of features from

six different data sources. We propose to explore traditional demographics data with

commuting features (e.g., commuting mode and time), IoT-like streetlight poles posi-

tion data, as well as human mobility data with dynamic features from location-based

social networks. To the best of our knowledge, employing demographics data with

human mobility features for future crime prediction is the first attempt for a small

city such as Halifax, Canada [14]. For model building, we use ensemble learning

methods such as Random Forest and Gradient boosting. We conduct a performance

comparison for all five categories of features. We also compare the prediction results

generated from ensemble learning methods with a baseline method called DNN-based

feature level data fusion [58].

The rest of the chapter is organized as follows. Section 4.2 provides the details of

feature engineering approaches to improve the prediction accuracy in Halifax. Next,

in Section 4.3, the data source and data preparation activities are presented. Section

4.4 delivers the details of the experimental setup including the prediction models as

well as the baseline model. Section 4.5 presents the experimental results derived

48
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from our proposed features and compares the performance for all models. Finally,

Section 4.6 draws some concluding remarks along with the research directions of our

next phase.

4.2 Feature Extraction

Aiming at predicting future crime incidents, we extract features for each dissemination

area (DA). According to Statistics Canada, a DA is the smallest standard geographic

area in their data, which consists of one or more adjacent dissemination blocks [3]. Our

extracted features are brought into four different sections. Section 4.2.1 details the

temporal and historical features used in this work. The demographics and streetlight

features are explained in Section 4.2.2, while Section 4.2.3 shows the POI features

used in this work. Finally, Section 4.2.4 shows some human mobility dynamic features

extracted from social networks.

4.2.1 Temporal and Historical Features

According to criminology research, crime may change over a long period of time (e.g.,

season) as well as in a short period of time (e.g., day or week) [85]. Thus, the temporal

features we extracted are month, day of the week, time interval in a day, and season.

We arrange crime records in 8 three-hour time intervals and 4 seasons (winter, fall,

summer, and spring) for each DA. On the other hand, some research analyzed the

relation of future crime incidents with the past crime history [116]. Therefore, we

calculate crime frequency and crime density for each region based on historical crime

data. As the area and population sizes are different for different regions, we normalize

the crime frequency using the area and population size to obtain the crime densities

(Dcrp and Dcra).

Dcrp(r) =
CR(r)

P (r)
, (4.1)

Dcra(r) =
CR(r)

A(r)
, (4.2)

where CR(r) addresses the total number of crimes in DA r, P (r) is the total number

of population in region r, and A(r) is the area of that region. We also compute the

crime distribution based on each season.
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4.2.2 Demographic and Streetlight Features

Demographic and socioeconomic features have been widely used by researchers for

crime rate estimation [101] and crime occurrence prediction [17]. The main demo-

graphic features we consider for our study are population density, dwelling charac-

teristics, income, mobility, the journey to work, aboriginals and visible minorities,

age, and sex. The journey to work features measure two main things: (i) the time

people leave for work and (ii) the primary mode of commute for residents aged more

than 15 years. We consider 6 different measures for the time people leave for work,

such as between 5 a.m. and 5:59 a.m, 6 a.m. and 6:59 a.m., 7 a.m. and 7:59 a.m.,

8 a.m. and 8:59 a.m., 9 a.m. and 11:59 a.m., and 12 p.m. and 4:59 a.m. For the

mode of commute, public transit, walk, bicycle, and other methods are considered.

Mobility indicates the geographic movement of a population over a period of time, for

instance, it shows the information if a person moved to the current place of residence

or is living at the same place as 1 year or 5 years ago. Mobility features include 2

different types of status: (i) non-movers, and (ii) movers. Non-movers refer to the

persons who are living in the same place since 1 or 5 years ago. On the other side,

movers refer to the persons who did not live in the same residence 1 or 5 years ago.

Movers include non-migrants and migrants condition. Movers who moved within the

same census subdivision are referred as non-migrants. Migrants include persons who

moved from a different city or different country.

Besides demographic features, we observe the effect and graveness of streetlight

distribution on future crime incidents prediction motivated by [111].

Given a dataset of streetlight locations, for each DA we propose the use of 3

streetlight features: (i) the total number of streetlights, (ii) the streetlight density,

and (iii) the average minimum distance between crime data points and streetlight

poles. The streetlight density of region r is computed as follows:

Dst(r) =
St(r)

A(r)
, (4.3)

where St(r) denotes the total number of streetlights in DA r. To calculate the average

minimum distance from crime location to streetlight poles, we use the Haversine dis-

tance metric with scikit-learn [80]. The Haversine distance formula uses geographical

latitudes and longitudes of two points on the earth to determine the shortest distance
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between those points.

Figure 4.1 visualizes the crime (year 2013), population, and streetlight densities

by most observable DAs in Halifax. Dark red color indicates high density, and light

red indicates low density. The bin sizes for population and streetlight densities are

same; on the other hand, for crime density, we choose smaller bin size to get a clear

picture. As shown in the picture, most of the criminal incidents happen in downtown

Halifax.

(a) Crime density. (b) Population density. (c) Streetlight density.

Figure 4.1: Crime, population density and streetlight density by most observable DAs

in Halifax.

4.2.3 POI Features

In this work, we propose the use of Point-Of-Interest (POI) features that can be

obtained from location-based social networks (e.g. Foursquare). POI indicates a

specific venue information including geographic location which people find useful and

may have a unique value due to its dynamism such as a pub, a restaurant, and a

train station. Our extracted POI features include (i) the total number of POIs, (ii)

the POI frequency, and the density for different POI categories. Foursquare identifies

10 major POI categories such as food, arts & entertainment, college & university,

nightlife spot, outdoors & recreation, professional & other places, residence, shop &

service, event, and travel & transport. The density of each POI category is defined

as follows:

Dcp(r) =
Nc(r)

N(r)
, (4.4)

Dca(r) =
Nc(r)

A(r)
, (4.5)
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where, Nc(r) is the total number of POIs of category c in a DA r, N(r) is the

total number of POIs in region r, and A(r) is the area of that region. Figure 4.2 (a)

shows the POI distribution of most observable dissemination areas (DAs) in Halifax.

As depicted in figure, the distribution of POIs are uneven, for instance, downtown

area (DA 12090357) includes most of the POIs except Burnside area (DA 12090193).

Burnside area is a commercial and industrial area, which encompasses large land area

as compared to downtown area.

(a) Poi count distribution. (b) Check-in count distribution.

Figure 4.2: The total POI and check-in count distributions by most observable DAs

in Halifax. DA 12090193 and 12090357 contain more than 800 and 675 venues re-

spectively. The majority of Halifax’s dissemination areas have less than 50 venues.

On the other hand, DA 12090193 and 12090357 contain more than 675 and 1300

check-ins respectively.

4.2.4 Human Mobility Dynamic Features

Our study also explores dynamic human mobility data from location-based social

networks, Foursquare in order to find if there is any relation with crime context. Social

networks often have location data of their users, including their visits to different

POIs in a city (datasets used in this context are discussed in Section 4.3). We extract

10 features for each DA based on the total number of user check-ins, and check-in

frequency for each POI category. Moreover, the check-in count for each DA at a time

interval, the check-in density, region popularity, and visitor count are also computed.

For DA r at time interval t, the check-in density is defined as follows:

Dckc(r, t) =
Ck(r, t)

Ck(r)
, (4.6)
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Dcka(r, t) =
Ck(r, t)

A(r)
, (4.7)

where, Ck(r, t) is the number of check-ins in DA r at time interval t, and Ck(r)

is the total number of check-ins in that region. Visitor count refers to the number of

unique users that visited a DA at time interval t (i.e., region popularity).

Rrp(r, t) =
Ck(r, t)

Ck(t)
, (4.8)

where, Ck(t) is the total number of check-in at time interval t for all regions.

Figure 4.2 (b) depicts the check-in count distributions for some dissemination areas

in Halifax. Here, check-in count computes the total number of check-ins in a specific

DA at a specific time.

We extract total 153 features for each dissemination area. We tried univariate

feature selection approaches with scikit-learn library to obtain the best features. We

mainly focus on SelectKBest method where the score function computes the ANOVA

F-value between input feature and class label. However, the improvement was not

satisfactory after applying the chosen feature selection methods. Therefore, for the

experiment, we consider removing the redundant features from each feature group.

Later, we applied ‘trial and error’ method by adding a different feature combination

to obtain optimal feature set. Finally, we select 65 features that are more relevant for

crime prediction problem. The details of the total selected features for each category

appear in Table 4.1.

Table 4.1: Details of the selected features

Feature category
Extracted

features

Selected

features
Selected feature names

Temporal and historical 12 8

Month, weekday, time interval, season, crime frequency,

crime density based on population, crime density based on area,

crime density for season

Demographic 101 32

Population, population density, dwelling characteristics (11)

mobility movers, mobility non movers, mobility migrants,

mobility non migrants, aboriginals and visible minorities,

primary mode of commute for residents (5), journey to work:

the time people leave for work (5), low income (3), age and sex

Streetlight 3 2 streetlight frequency, streetlight density

Foursquare POI 21 19

Total POI, food count, residence count, nightlife count,

arts & entertainment count, college & University count,

outdoors & recreation count, professional & other places count,

shop & service count, travel & transport count, and

the densities of all POI categories (9)

Foursquare dynamic 16 4
Total check-in for each time interval, check-in density, visitor count,

region popularity
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4.3 Datasets

We use crime data provided by the Halifax Regional Police (HRP) department, which

includes records for all Dissemination Areas (DAs) in the Halifax Regional Munici-

pality (HRM) in Nova Scotia, Canada. As mentioned in Chapter 3, the dataset was

extracted from the UCR survey, which measures the incidence of crime and its char-

acteristics in Canadian society. In this phase, we explore all crime occurrences from

2012 to 2014 for the experiments. The crime attributes extracted from the dataset

include the geographic location, incident start time, month, weekday, and UCR de-

scriptions (incident type). We have a total of 201,086 crime observations (excluding

invalid and null information), where 69,340 data points happened in 2012, 65,785 in

2013, and 65,961 in 2014. We map all crime records to one of the 599 DAs collected

for Halifax from statistics Canada 2016 census, based on their geographic location.

We group and index crime occurrences based on the DA where they happened, the

year, month, day of the week, and the time interval of the day (we partition a day

into 8 three-hour time intervals).

In addition to the raw crime data, we collected demographic data for each DA from

the Canadian census analyser [2]. We also extracted POI and dynamic features for

Halifax from a dataset of Foursquare check-ins around the world, collected between

April 2012 and January 2014 [112]. The total collected POI venue for Halifax is

13,195. We have a total of 12,171 dynamic check-in data which indicate the user

check-ins at different locations. Lastly, streetlight information was obtained from

the Streetlight Vision (SLV) API of HRM, which contains the location of 42,653

streetlight poles after removing null values and invalid data. We then computed the

streetlight features proposed in Section 4.2 and mapped them to each DA.

Given that there are only records of crime occurrences in the dataset, we augment

it to include ‘no crime’ records. Thus, if there was no crime for a specific time interval,

we labeled that observation as ‘no crime’. The final size of the dataset, including crime

and no crime records, is 1,207,584 (3*12*7*8*599).

As the occurrence of crime event is not frequent, most of the data (around 87%)

are labeled with ‘no crime’. To address this issue, we apply the under-sampling

technique for ‘no crime’ records in order to obtain a more balanced dataset [61].

We use the random under-sampling technique which randomly selects a subset of
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Figure 4.3: Data sample after integration and mapping based on dissemination area

(DA) - 12090103 for different time slots.

observations from the major class (no crime) of the dataset. Applying random under-

sampling might lead to a biased dataset; also the deleted data points could have an

useful or adverse impact to fit the model. However, this under-sampling approach

is compatible for our study as we are employing it for artificially creating ‘no crime’

records only and the number of records for ‘crime’ occurrences are sufficient in spite

of the fact of having class imbalance. Table 4.2 shows the details of the dataset.

Tables 4.3 and 4.4 list the total number of venues for each POI category and the

total number of check-ins in different time intervals respectively. The number of

check-ins is very low at time intervals 0 and 1 i.e, between 12 am and 6 am. The

highest amount of check-ins occur between 9 am and 9 pm. We removed the category

‘event’ from the experiment due to a small number of records as well as missing

venue information. Figure 4.3 depicts an example of sample dataset (eight rows)

after data indexing, mapping and integration 1. After data indexing, similar to crime

data, we map each demographic profile, streetlight pole, POI venue and check-in

location to the corresponding dissemination area using their geographic coordinates.

Later, we join all groups of data with crime data by following our formatted index.

We use GeoPandas library (https://geopandas.org/) and QGIS (Quantum GIS) tool

(https://qgis.org/en/site/) to conduct these spatial operations.

1Here, we represent some dummy data instead of introducing the original data due to the privacy
issue.
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Table 4.2: Details of the datasets

Dataset Source Total data

Historical crime data Halifax Regional Police 201,086

Dissemination area data Statistics Canada 599

Demographic data Canadian Census Analyser 599

Streetlight data Halifax Regional Municipality 42,653

Foursquare POI data Foursquare 13,195

Foursquare checkin data Foursquare 12,171

4.4 Experimental setup

We run experiments with well-known ensemble learning classifiers, Random Forest

(RF) [18] and Gradient Boosting (GB) [43], with scikit-learn [80] in Python. We

used randomized grid-search in preliminary experiments for the hyper-parameter op-

timization of each classifier evaluated.

Besides evaluating the effect of each group of features, we compare our results

to a DNN-based feature level data fusion baseline method [58]. Since the environ-

mental context feature group used in the literature [58] is unavailable for Halifax,

we implement the DNN without those features. We use the same parameter settings

reported in the corresponding paper for the baseline model, except for the activations

of the DNN, which were replaced by sigmoid functions as they resulted in a better

performance. We train the DNN for 300 epochs and select the best test scores.

For evaluating the effectiveness of each feature group, we analyze the AUC and

Geometric mean (Gmean) scores of the classifiers. The AUC score mainly calculates

the area under the ROC curve. ROC curve plots the true positive rate (TPR) against

the false positive rate (FPR) at all possible threshold settings [39]. On the other hand,

for two-class classification problem, Gmean computes the square root of the product of

the sensitivity (TPR) and specificity (TNR) [44]. This metric increases the accuracy

of both classes as large as possible while maintaining the balanced accuracies. The

computation of Gmean is defined as follows:

Gmean =
√
TPR× TNR (4.9)
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Table 4.3: Total POIs for each category

POI category Total count

Food 1646

residence 484

arts & entertainment 414

college & university 365

nightlife spot 379

outdoors & recreation 1112

professional & other places 2688

shop & service 4525

travel & transport 1197

event 19

Table 4.4: Total check-ins for each time interval

Time interval Total check-ins

0 (0-3) 268

1 (3-6) 228

2 (6-9) 1575

3 (9-12) 2211

4 (12-15) 2482

5 (15-18) 2050

6 (18-21) 2479

7 (21-24) 878
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where, TPR and TNR represent the true positive rate and true negative rate

respectively. At the same time, for the comparison with the baseline method, we

report the same evaluation metrics. As our test data is class-imbalanced, we do not

consider using accuracy in this phase we used in our previous phase for performance

evaluation.

We developed a 10-fold time-constrained validation approach that is relatively

similar to Out-of-sample (OOS) approach [25]. However, regarding train-test split

point, we try to preserve seasonal patterns for both parts. In this approach, we

guarantee that the records in the training set happened before the ones used for

testing, and so we are effectively using data from the past to predict the future. We

consider a sliding time window of 2 years, where the first 12 months are taken for

training the models and the subsequent 12 months are used for testing. Thus, the

models are still capable of capturing seasonality patterns as the training split always

contains a full year of data. As our dataset includes three consecutive years of crime

records from 2012 to 2014, for the first fold we take all records from January 2012 to

December 2012 for training, and the test split goes from January 2013 to December

2013. Next, for the second fold we slide the window one month forward so that

the training set spans from February 2012 to January 2013, and the test spans from

February 2013 to January 2014. We repeat this process for 10 different folds. Figure

4.4 depicts the process of train and test splits.

(a) Training split. (b) Testing split.

Figure 4.4: Train-test split procedure: for each split, training samples hold crime

records that occurred in the past.



59

4.5 Results and Discussion

4.5.1 Results for our Proposed Features

In Table 4.5, we show the classification results with various feature combinations

where the model predicts if there will be a crime or not. We tested the addition of

four different groups of features to the Raw dataset (temporal + historic crime) (R):

Demographic (D), Streetlight (S), Foursquare dynamic (F), and Foursquare POI (P)

features.

We compare 12 different models by adding all feature categories one by one with

the raw features. Our first model is implemented based on the raw features only,

named as model MR. We built models MD, MS, MF, and model MP by adding

demographic, streetlight, foursquare check-in, and foursquare poi data, respectively,

with the raw data. Similarly, by combining two consecutive feature groups with

the raw data, we built the models MDS, MDF, MDP, MSF, MSP, and model MFP.

Finally, model MA is implemented based on all of the feature combinations. Both

RF and GB classifiers share a similar trend for all models based on the AUC score

and Gmean. As GB performs better than RF for all combinations, in our discussions,

we only consider the GB method. Model MR, trained only with raw features, is

resulting in a low AUC score of 59.94% and 58.42% Gmean score. Such behavior is

expected since criminal behavior is affected by many different variables other than

simple spatial and temporal factors [120].

By analyzing the addition of each group of features individually (top part of Ta-

ble 4.5), the inclusion of demographic features (model MD) exhibits the best results,

for which GB shows an improvement of almost 10% in AUC (70.02%) and about 11%

in Gmean (70.01%) compared to only raw features. Similarly, streetlight features in

model MS show an approximate 9% and 10% improvement for AUC and Gmean,

respectively. Demographic variables reveal most of the characteristics of different

regions, including social and economic factors, which are commonly correlated with

criminality. Likewise, the installment of streetlight poles that reflects streetlight den-

sity feature also considers the same demographic profile for each corresponding area.

Interestingly, Foursquare dynamic features (F) achieve less accuracy individually as

compared to demographic and streetlight features. One of the reasons for this may
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be that there is missing information for check-in data for some dissemination areas.

However, dissimilar to dynamic features, Foursquare POI features (P) perform better,

for instance, 69.92% in AUC and 69.87% in Gmean.

Table 4.5: Results for average AUC and Gmean scores for 12 different models based

on five feature categories combination

Features Random Forest Gradient boosting

No. Model R D S F P AUC (%) Gmean (%) AUC (%) Gmean (%)

1 MR X 59.50 58.40 59.94 58.42

2 MD X X 69.15 69.12 70.02 70.01

3 MS X X 68.51 68.44 68.70 68.70

4 MF X X 64.04 63.64 64.68 64.02

5 MP X X 69.27 69.21 69.92 69.87

6 MDS X X X 69.13 69.09 70.02 70.01

7 MDF X X X 69.19 69.15 70.02 70.00

8 MDP X X X 69.06 69.02 70.07 70.05

9 MSF X X X 68.01 67.86 69.07 68.92

10 MSP X X X 69.26 69.21 69.93 69.89

11 MFP X X X 69.28 69.21 69.89 69.83

12 MA X X X X X 69.13 69.07 70.11 70.10

Models 6 to 11 (MDS, MDF, MDP, MSF, MSP, and MFP) show the evaluation

results for three feature categories combination. The AUC and Gmean scores are

better and almost consistent for all models including the model with Foursquare dy-

namic features. The reason behind this is that all of them contain either demographic,

streetlight or POI features. In model MA, we combine all five categories of features.

It gives us the best results compared to every other model which are 70.11% AUC and

70.10% Gmeans scores. As Foursquare dynamic features do not lead to performance

loss while combining others, in our study, we used all feature categories for building

a model.

4.5.2 Comparison with a Baseline

Table 4.6 reports the AUC and Gmean scores for our one of the best performing

ensemble-based models, Model MA with Gradient Boosting (GB-MA) and the base-

line DNN model. Our proposed model performs significantly better than the baseline

model based on AUC and Gmean scores. Though DNN can handle non-linear rela-

tionships and data dependencies among different sources, it is very challenging for the

model to perform accurately for smaller domains or domains that suffer from data

scarcity. This is the most likely reason for the baseline model to degrade performance.
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Table 4.6: Performance evaluation for GB-MA and the baseline DNN model

Model AUC (%) Gmean (%)

DNN (baseline) [58] 50.28 48.56

GB-MA 70.11 70.10

4.6 Conclusions

In this phase, we study a fundamental problem of crime incidents prediction for the

future time interval. We have presented a data-driven approach to see how prediction

performance can be improved by integrating multiple sources of data. Specifically,

we focus on exploring population-centric features with streetlight and Foursquare-

based features for each dissemination area in Halifax. Our problem also considers

the temporal dimension of the crime profile in depth. We compare all 5 categories

of feature combinations differently and unitedly. The results show that demographic,

streetlight and Foursquare POI features have strong correlations with crime. All

of them show significant performance improvement for crime prediction individually

and jointly. Though Foursquare dynamic data does not outperform demographic

or streetlight data, it presents a satisfactory performance for crime prediction after

adding with other features. Additionally, we compare our best ensemble model (i.e.,

Model MA with Gradient Boosting in Table 4.5) with the DNN-based baseline model.

Our results show that GB outperforms the DNN baseline for the same groups of

features. Therefore, applying ensemble based method leads to a better performance

in predicting future crime for smaller cities, such as Halifax.

However, as it is very challenging to get accurate results for future crime predic-

tion when sufficient data is unavailable, performing domain adaptation, as well as

different transfer learning techniques using available data from a big city would be

advantageous. In our next phase (Phase III), we try to work on this issue. Chapter 5

defines the third phase of our research. It introduces some ideas to extract and trans-

fer the knowledge from multiple sources and apply those ideas for crime occurrence

prediction.



Chapter 5

Phase III: Domain Adaptation and Transfer Learning

5.1 Introduction

Urban crime analysis, particularly future crime prediction is challenging due to the

complex behavioral patterns of crime and urban configuration. Additionally, for

smaller cities like Halifax, it is hard to get sufficient crime data and their correspond-

ing factors for model building. Therefore, exploiting domain adaptation and transfer

learning approaches have a considerable potential to reinforce the prediction problem

by utilizing big cities crime data. The distributions among different cities might be

the same or somewhat different. The terms, ‘city’ and ‘domain’ are used interchange-

ably in this chapter. We assume that our source and target domains are different

but related, and the feature spaces between domains and the tasks are the same.

Considering we have some labeled data available in the target domain, we perform

supervised domain adaptation techniques and hence transferring knowledge between

source and target domains. The task of knowledge transfer raises some issues about

what knowledge can be transferred, how and when to transfer that knowledge across

domains. This study is mainly devoted to resolving the first issue, i.e., which or what

knowledge to be transferred.

We divide this work into five different sections. Section 5.2 provides a review of

the existing research on transfer learning approaches regarding what knowledge to

be learned. Section 5.3 describes the datasets used in this phase for cross-domain

learning. Section 5.4 illustrates our proposed methods and scenarios for domain

adaptation and transfer learning. The experimental results based on our proposed

scenarios are presented in Section 5.5. Finally, conclusions are stated in Section 5.6.

62
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Figure 5.1: Transfer learning approaches

5.2 Literature Review

In this section, three different approaches in transfer learning (e.g., instance-transfer,

feature-representation-transfer and model-transfer) based on what type of knowledge

is transferred across domains [79] are discussed.

Instance transfer

In general, the instance-based transfer learning setting uses instance re-weighting

and resampling techniques to obtain the relevant source instances, which can then be

used with the labeled target data. In recent years, many extended boosting based

ensemble learning methods have been proposed for this setting. TrAdaBoost is a

widely used boosting based transfer learning algorithm that addresses the instance

transfer learning problem [31]. The main goal of this method was to train a classifier

using both the old (source) and new (target) domain data and transfer knowledge

between different distribution instance spaces. In this approach, old data, which is

very dissimilar from new data and incorrectly classified, get reduced weight. On the

other hand, new target data get higher weights for misclassified examples to intensify

their impacts. In 2010, Yao et al. [113] proposed an extension of TrAdaBoost, called

MultiSourceTrAdaBoost by leveraging multiple sources data for knowledge transfer.

The author states that using a single source domain for knowledge transfer may

lead to negative transfer and performance degradation due to the weak relationships

between source and target. MultiSourceTrAdaBoost follows the same strategy as

TrAdaBoost by employing weights to the source and target training data, except

in the weak classifier selection. In each iteration of MultiSourceTrAdaBoost, a weak

classifier is chosen based on the close relationships between source and target training
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data. Later, Liu et al. [64] designed a weighted resampling-based transfer learning

framework (TrResampling) to improve the classification accuracy from TrAdaBoost.

The algorithm resamples higher weights data in the source domain and adds this

with the labeled target domain data. Then, the TrAdaBoost algorithm is applied

for model building by adjusting source and target weights. Besides the resampling

strategy, the study also assembled bagging-based [66] and MultiBoosting-based [65]

transfer learning algorithms.

In addition to the boosting based methods, a variety of techniques exist to utilize

the instances from source data. The work by Tianyang et al. [104] proposed an

instance-based deep transfer learning approach for image classification problems. The

authors mainly pre-trained a model using source domain data and then applied that

model to labeled target training data. This strategy helps to find the optimized

target training set by estimating and removing the less influential target training

data. Later, this optimized target data is used for building a new model or fine-

tune the previous pre-trained model. In 2016, Shuang et al. [124] proposed a source

subset selection method by estimating the close relationships between source and

target instances. The study employed an extension of Vovk’s conformity test for this

purpose.

Feature representation transfer

The Feature transfer learning setting assumes that there might be an inclusive rela-

tionship between source and target domains, and this approach tries to learn a new

feature representation for the target domain. A cross-domain sentiment classification

problem has been studied by Pan et al. [77] through the feature alignment approach.

The authors first identify the domain-independent and mutually dependent features

and then build a spectral feature alignment (SFA) algorithm to reduce the differ-

ence between domain-specific features. In another work, Xia et al. [110] presented a

feature ensemble method for sentiment classification where domain-independent fea-

tures get higher weights, and domain-specific features get lower weights. The key

point in feature representation transfer learning is finding a good feature representa-

tion between domains with a different distribution. Pan et al. [78] proposed such a

learning method named Transfer Component Analysis (TCA) for cross-domain WiFi
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localization and text classification.

Model transfer

Model transfer learning is also referred to as parameter-transfer learning. This ap-

proach finds out some shared parameters of the model for related source and target

domains. Parameter-transfer methods are mainly effective for multi-task learning,

where the adapted model is employed to the target tasks. TaskTrAdaBoost [113]

is an extension of TrAdaBoost algorithm for parameter-transfer based setting. The

model identifies the shared parameters from different sources and target training part

and reuses them to learn the target classifier. Another parameter-transfer method was

proposed by Chattopadhyay [27] for detecting muscle-fatigue in various stages. The

proposed framework relies on the conditional probability distribution differences of

multi-source data, which is named as Conditional Probability based Multi-Source Do-

main Adaptation (CP-MDA). Differently, Segev et al. [92] proposed two model trans-

fer learning algorithms: structure expansion/reduction (SER) and structure transfer

(STRUT), based on a local transformation of a decision tree structure.

In this study, we focus on instance-based knowledge transfer. This approach is

mainly motivated by importance sampling where relevant source domain data are

re-weighted or/and target training subset selection before training the model. Our

study is the first of its kind in utilizing such knowledge transfer approach in crime

prediction.

5.3 Datasets

For cross-domain transfer learning approach, we consider crime incidents from three

different cities: Halifax, Toronto and Vancouver. We consider Halifax as target do-

main; Toronto and Vancouver cities as the source domains.

5.3.1 Halifax Data

The data collection and mapping of raw crime data and different feature groups for

Halifax city are the same described in Section 4.3. We added crime data from January

2015 to December 2015 with the previous data. For this year, we have total 17,744
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records of crime incidents.

5.3.2 Toronto Data

We use Toronto Major Crime Indicators (MCI) 2014 to 2018 occurrences as source

data, which is obtained from the public safety data portal of Toronto police service [4].

For the experiments, we explore crime incidents from 2014 to 2015. A total of 138,668

crime points are reported after deducting invalid and null points, where 2014 includes

26,507 records and 2015 consists of 26,796 records. On the other hand, there are 3702

DAs collected for Toronto from statistics Canada 2016 census. Similar to Section 4.3,

we map all crime records to one of the 3702 DAs based on their geographic location.

The summary of the datasets for Toronto is given in Table 5.1. Tables 5.2 and 5.3

present total number of venues for each POI category and total check-ins for each

time interval respectively. Figure 5.2 highlights the downtown Toronto area based on

four different features extracted from various feature categories.

Table 5.1: Details of the dataset for Toronto

Dataset Source Total data

Historical crime data Toronto public safety data portal 138,668

Dissemination area data Statistics Canada 3702

Demographic data Canadian Census Analyser 3702

Foursquare POI data Foursquare 17004

Foursquare checkin data Foursquare 123,397

5.3.3 Vancouver Data

Besides Toronto dataset, we explore crime occurrences for the city of Vancouver as

source data obtained from the Vancouver Open Data Catalogue. The data includes

24,573 crime records for the year 2014. After mapping the no crime records for

each time interval and DA, we have a total of 49,146 records. According to the

statistics Canada 2016 census, the city contains 993 Dissemination Areas. Like Halifax

and Toronto, Vancouver’s demographic data is picked up from the Canadian census

analyser [2]. On the other hand, the Foursquare POIs and check-in data are missing
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Table 5.2: Total POIs for each category (Toronto)

POI category Total count

Food 4800

residence 1197

arts & entertainment 664

college & university 513

nightlife spot 851

outdoors & recreation 1236

professional & other places 2813

shop & service 3102

travel & transport 771

event 2

Table 5.3: Total check-ins for each time interval (Toronto)

Time interval Total check-ins

0 (0-3) 4474

1 (3-6) 1758

2 (6-9) 11604

3 (9-12) 16761

4 (12-15) 24744

5 (15-18) 22972

6 (18-21) 28451

7 (21-24) 12633
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(a) Crime density. (b) Population count.

(c) Population density. (d) POI count.

Figure 5.2: Toronto’s crime and demographic information focusing on downtown area.

(a) Crime density, (b) Population count, (c) Population density, and (d) POI count.

The bin size for all four images is 100. The dark red color indicates high concentrated

area and light red indicates the opposite.

for Vancouver. Table 5.4 shows the total data and data sources for Vancouver city.

Figure 5.3 outlines some features derived from the crime data and demographic data.

The dark red and light red color define high density and low density respectively. The

bin size for the presented features is identical.

5.4 Experimental setup

As discussed in Section 5.3, we use Halifax data as target domain data where a subset

of year 2014 data is used for training and year 2015 data are for testing. On the other
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Table 5.4: Details of the datasets for Vancouver city

Dataset Source Total data

Historical crime data Vancouver Open Data Catalogue 24,573

Dissemination area data Statistics Canada 993

Demographic data Canadian Census Analyser 993

hand, 2014 Toronto and Vancouver data are employed for training as source data.

5.4.1 Multi-source Domain Adaptation

In general, most of the existing transfer learning algorithms rely on a single source

domain. However, transferring knowledge from only one source may lead to nega-

tive transfer occurrences and hence, performance degradation. In transfer learning,

negative knowledge transfer implies that the knowledge learned from the model by

utilizing the source domain adversely affects the performance [24]. The model con-

fronts the negative knowledge transfer problem if the source and target domains are

distantly related. The efficiency of transferring positive knowledge mainly depends

on the relationship between source and target domains. Therefore, leveraging the

multi-source domain helps find the related source and target domains and reduce the

possibility of negative transfer by importing knowledge from the closely related source.

Before approaching knowledge transfer among domains, we analyze the distribution

differences of three domains in feature space and label space. Afterward, the domains

are adapted to an individual representation by reducing the distances among them.

The distributions of three different cities based on population density and mobility

migrants rate are shown in Figure 5.4 (a) and (b), respectively. The distributions

of population density are nearly related among the three domains. However, for the

mobility migrants rate, the distributions between Halifax and Vancouver domains are

roughly different.

For domain adaptation, we propose to apply two approaches: (i) local min-max



70

(a) Crime frequency. (b) Crime density.

(c) Population count. (d) Population density

Figure 5.3: Vancouver’s crime and demographic information focusing on downtown

area. (a) Crime frequency, (b) Crime density, (c) Population count, and (d) Popula-

tion density. The bin size for all four images is 100.

(a) Population density. (b) Mobility migrants rate.

Figure 5.4: Distribution differences among domains
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normalization, and (ii) global min-max normalization, motivated by the work of cross-

building energy forecasting [88]. The general min-max normalization formula is rep-

resented as:

N(xij) =
xij −min(Xj)

max(Xj)−min(Xj)
, (5.1)

where, i = 1,. . . , n; j = 1,. . . , m; n is the total number of instances; and m is the

total number of features.

Local min-max normalization focuses on the relative relationship between an in-

put feature (Xj) and an output variable (Y ). This approach considers each domain

locally and uses the local minimum and maximum values for normalization. Suppose,

N() is a normalization function and we have 2 source domains (S = 2). For local

normalization, we calculate N(X1
j ) and N(X2

j ) separately.

Global min-max normalization gives particular attention to the absolute relation-

ship between Xj and Y . This approach considers each domain as a subset of a global

domain (D) where the feature (Xj) of each domain belongs to a superset J . We

calculate global normalization as N(XD
j , J).

For knowledge transfer, instead of using single modality data, we utilized all fea-

ture categories extracted in Section 4.2 with multimodal characteristics. Figure 5.5

exhibits an example of transferring knowledge from Toronto to Halifax city with four

feature categories for the task of crime occurrence prediction. Here, R, D, P and F

indicate raw, demographics, Foursquare POI and Foursquare dynamic feature cat-

egories respectively. In this figure, we assume that the data from Foursquare POI

(P) and dynamic (F) sources are not sufficient for Halifax city in comparison with

Toronto. In such situations, we can learn knowledge from the source domain, Toronto

regarding the inherent relationships between people’s movement in any specific POI

and crime occurrences. Later, we can use this knowledge to predict crime occur-

rences in Halifax based on the dynamic features despite the fact that there exists a

data insufficiency problem.

We build six different models of knowledge transfer based on cross-domain data

fusion. Model 1 is implemented based on the available target training data. However,

there might be an overfitting problem if the available target training set is limited.

Given no labeled data from the target domain, model 2 is built upon the Toronto

source only. Similarly, model 3 is based on the Vancouver data only. On the other
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Figure 5.5: Transferring knowledge from Toronto (source) to Halifax (target). R: Raw

features, D: Demographic features, P: Foursquare POI features and F: Foursquare

dynamic features.

hand, model 4 belongs to the Toronto source data as well as available Halifax data.

Model 5 includes Vancouver source along with the available data from the Halifax

target. Model 6 imports knowledge from both the Toronto and Vancouver sources

to find the relatedness with the target domain. The model representation for multi-

source data is writing below:

Model 1 : H → H

Model 2 : T → H

Model 3 : V → H

Model 4 : T ∪H → H

Model 5 : V ∪H → H

Model 6 : T ∪ V ∪H → H

Here, H, T, and V indicate Halifax, Toronto, and Vancouver domains, respectively.

We tested models 2 and 4 using all feature categories extracted before except street-

light features due to the lack of this category in the Toronto domain. Models 3, 5,

and 6 are implemented based on raw (R) and demographic (D) features only. For our

current study, foursquare feature categories (P and F) are unavailable for Vancouver
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domain. The feature representation for different models is given below:

Model 1 : R ∪D ∪ S ∪ F ∪ P

Model 2 : R ∪D ∪ F ∪ P

Model 3 : R ∪D

Model 4 : R ∪D ∪ F ∪ P

Model 5 : R ∪D

Model 6 : R ∪D

5.4.2 Seasonal-subset Selection

Besides source domain data, our model representation relies on a small amount of

target domain data that we call target training set. Considering the impact of sea-

sonality on crime occurrences as well as the fact of seasonal target predictive set, our

first approach of selecting target training set focuses on seasonal aspects. Figure 5.6

shows six different scenarios based on seasonal perspectives. Model 1, which only

considers a small amount of target (Halifax) data for training, uses consecutive sea-

sons for knowledge transfer. Similarly, model 2 and 3 utilize consecutive seasons from

Toronto and Vancouver domains respectively for model building. However, it assumes

there is no available target training data for the study. On the other hand, model 4

transfers consecutive seasonal instances from the Halifax domain and all 4 seasons

from the Toronto domain. Likewise, in model 5, all successive seasonal instances

from Halifax domain and all 2014 data from Vancouver domain are used for instance

transfer. In model 6, we assume all seasonal instances from Toronto and Vancouver

domains are available along with the consecutive Halifax seasonal instances.

5.4.3 Prediction Model

Motivated by the fact that ensemble learning methods can adopt generalization [53]

on different domains where the distributions are also different, we consider using

ensemble based machine learning methods for our transfer learning phase. We mainly

focus on Gradient Boosting (GB) [43] classifier to run the experiment under instance-

transfer learning paradigm. The key reasons to choose GB over other popular machine

learning algorithms are its enticing qualities as well as the challenging crime data
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Figure 5.6: Six different scenarios based on seasonal perspective

characteristics. Other than generalization capability on unseen data, GB can handle

nonlinear relationships among diverse sources of data. Moreover, the model does

not require large datasets to evade overfitting problem, as well as maximum effort

and attention for data cleaning and preparation. Similar to phase II, we applied

randomized grid-search technique to find out the optimized parameter settings for the

selected classifiers. We compare our results with a popular bagging ensemble method:

Random Forest (RF) and some well-known boosting ensemble based transfer learning

methods: TrAdaBoost and TrResampling. Tables A.1 and A.2 in Appendix A present

the hyper parameter settings used for Random Forest and Gradient Boosting methods

respectively.

Gradient Boosting (GB)

Gradient boosting is a boosting ensemble learning framework which learns from the

previous mistakes. Instead of updating weights of misclassified crime points like

AdaBoost, GB calculates the residual errors of the model trained on decision tree.
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Let the training data set be T = (xi, yi), where i = 1 to n and yi is the class label

with value 0 or 1. To calculate the residual, we have to identify a differentiable loss

function, L(yi, F (x)) which measures the difference between the observed class and

the predicted class. The steps for model building with the generic gradient boosting

method are:

• compute the base model with decision tree. Here, the model is initialized with

a constant value.

F0(x) = arg min
yp

n∑
i=1

L(yi, yp) (5.2)

Here, yp is the predicted value and for the loss function log loss can be used for

classification problem. The goal of this setting is to find out a predicted value

such that the whole loss would be minimized.

• iterate the following steps for m = 1 to M :

(i) calculate the pseudo-residuals:

errori = −[
δL(yi, F (xi))

δF (xi)
] (5.3)

(ii) fit the decision tree using the above pseudo-residuals as target variables

(iii) add the predicted residuals from (ii) to the previous predictions

• Get the final prediction FM(x)

5.5 Results and Discussion

Similar to Phase II, as we have class-imbalanced test data, for method’s performance

evaluation we analyze the AUC and Gmean scores.

Table 5.5 evaluates the performance metrics out of GB classifier with RF classifier

for six different models (described in Section 5.4.1). This evaluation is based on the

season specific training set. Though RF and GB classifiers exhibit similar patterns,

GB performs better than RF for the majority of the models. According to the results

from GB classifier, model 1 reports 69.25% AUC and 68.95% Gmean scores based on

season 1. The rest of the seasons also show a similar performance except season 3.
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On the other hand, model 2, trained with Toronto source only data is resulting

in a low AUC and Gmean scores for almost all of the seasons in comparison with

model 1. For instance, model 2 degrades approximately 4% AUC (65.17%) and

Gmean (65.14%) scores for season 1. Likewise, model 3, built on Vancouver source

only data reduces approximately 6% performance for AUC and Gmean scores. The

performance loss may happen due to the weak connections between Vancouver and

Halifax domains. Moreover, the outcomes highlight the significance of comprising

accessible target specific instances for model building. Model 4, which incorporates

the target training set with Toronto source, exhibits the best performance among

all six seasons. For instance, model 4 presents around 1%, 5% and 7% performance

improvement with AUC (70.25%) and Gmean (69.73%) scores compared to model 1,

2 and 3 respectively for season 1. It tells that adding instances from Toronto data

with Halifax promotes positive knowledge transfer. Model 5 and 6 show almost similar

results as model 4 for each season, i.e., adding Toronto and Vancouver sources together

does not help to enhance performance. The reason might be (1) the data scarcity

of foursquare feature categories in the source domain, and/or (2) negative knowledge

transfer due to the distant relationships between source and target domains.

Table 5.6 compares the AUC and Gmean scores achieved from GB classifier with

two base transfer learning algorithms: TrAdaBoost and TrResampling for model 4.

The AUC scores learned from GB classifier show approximately 4.8% and 3.5% im-

provement compared to TrAdaBoost and TrResampling methods respectively for sea-

son 1. Similarly, for Gmean our proposed algorithm promotes 4.3% against TrAd-

aBoost and 4.8% against TrResampling. Rest of the seasons also show the similar

patterns. The most probable reasons for base learners to degrade performance are,

TrAdaBoost is sensitive to the quality of instances from the different distributions, as

well as it can not handle multi-source different distributions data. Similar to TrAd-

aBoost, TrResampling faces the same kinds of issues, i.e., the negative knowledge

transfer problem though it performs slightly better than TrAdaBoost. The results of

model 5 learnt from Vancouver and Halifax sources are shown in Table 5.7. Table

5.8 evaluates the results from multi-source (Toronto and Vancouver) data based on

model 6. Gradient Boosting performs better than base algorithms for both models 5

and 6 in the same way as model 4.
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Figure 5.7 depicts the overall picture of models 4, 5, and 6 applying seasonal

subset selection based on AUC scores.

Table 5.5: Performance evaluation based on six different models

Random Forest Gradient boosting

Season Model AUC (%) Gmean (%) AUC (%) Gmean (%)

1

1 69.69 69.25 69.25 68.95

2 64.34 63.39 65.17 65.14

3 63.18 62.61 63.17 62.69

4 69.55 69.13 70.25 69.73

5 70.00 69.48 70.05 69.74

6 69.69 69.11 70.10 69.71

2

1 69.61 69.57 69.25 69.24

2 64.47 64.35 65.04 64.94

3 63.09 62.10 63.74 63.54

4 69.54 69.50 70.63 70.59

5 69.41 69.35 70.35 70.35

6 69.28 69.20 70.52 70.52

3

1 67.57 67.55 67.54 67.49

2 63.74 63.65 63.86 63.66

3 62.89 62.72 62.54 62.06

4 67.42 67.41 68.70 68.68

5 67.57 67.56 67.99 67.87

6 67.52 67.51 68.12 68.04

4

1 68.76 68.68 68.12 68.08

2 64.20 64.08 64.80 64.54

3 62.85 62.84 62.41 62.37

4 68.65 68.54 69.23 69.09

5 68.79 68.66 68.99 68.96

6 68.80 68.66 69.11 69.07

Table 5.6: AUC and Gmean scores based on Toronto and Halifax data (model 4)

Model 4 Gradient boosting TrAdaBoost TrResampling

Season AUC (%) Gmean (%) AUC (%) Gmean (%) AUC (%) Gmean (%)

1 70.25 69.73 65.46 65.40 66.70 64.88

2 70.63 70.59 65.46 65.16 66.50 65.14

3 68.70 68.68 64.17 63.80 64.20 63.40

4 69.23 69.09 65.02 64.94 65.30 64.58

Table 5.7: AUC and Gmean scores based on Vancouver and Halifax data (model 5)

Model 5 Gradient boosting TrAdaBoost TrResampling

Season AUC (%) Gmean (%) AUC (%) Gmean (%) AUC (%) Gmean (%)

1 70.05 69.74 65.17 65.15 66.6 65.17

2 70.35 70.35 65.59 65.49 66.2 65.11

3 67.99 67.87 63.70 63.57 64.7 63.56

4 68.99 68.96 64.37 64.26 65.0 63.82

5.6 Conclusions

In this phase, we exploit transfer learning framework on urban crime research by

adapting domains with different distributions and transferring knowledge among
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(a) model 4 based on seasonal subset (b) model 5 based on seasonal subset

(c) model 6 based on seasonal subset

Figure 5.7: Comparison of AUC scores. (a) Model 4 seasonal subset, (b) Model 5

seasonal subset, (c) Model 6 seasonal subset.
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Table 5.8: AUC score and Gmean based on multisource data (model 6)

Model 6 Gradient boosting TrAdaBoost TrResampling

Season AUC (%) Gmean (%) AUC (%) Gmean (%) AUC (%) Gmean (%)

1 70.10 69.71 65.53 65.52 66.70 64.98

2 70.52 70.52 65.98 65.84 66.40 64.90

3 68.12 68.04 65.00 64.88 64.60 63.40

4 69.11 69.07 64.95 64.92 65.10 63.65

them. We propose a number of approaches for training sample selection using multi-

source domains to deal with the crime prediction problem. Our experiments illus-

trate that the performance vary over different models with seasonal perspectives.

Gradient Boosting with transfer learning settings outplays the base transfer learning

algorithms, TrAdaBoost and TrResampling for each model.



Chapter 6

Conclusions and Future Work

Our concluding remarks and some future research directions are presented in this

chapter. The chapter is divided into two sections. Section 6.1 summarizes the con-

tribution and outcomes of our research, Section 6.2 presents several future research

ideas regarding crime prediction based on cross-domain learning.

6.1 Summary

Crime research plays an impactful role in developing more effective policies and im-

proving the quality of urban life. This thesis studied a data-driven approach for

crime occurrence prediction by fusing multimodal data from different domains. The

problems are demonstrated in three different phases.

In the first phase, we review the literature on crime pattern detection and predic-

tion for both single and cross-domain aspects. We introduce the factors that might

influence crime scope and quantitative research for crime prediction. This phase

extracts knowledge regarding crime and criminal activities’ spatial and temporal re-

lationships and solves the crime prediction problem by examining Halifax’s single

domain. As the crime distribution and behavioral patterns are diverse for different

types of crime, we learn each type of crime individually in this phase. We explored

the creation of spatial features derived from geolocated data, and created two types

of spatial features. The first used a geocoding service that can query OSM data and

return a category and a type of information regarding where the crime occurred. The

second used the HDSCAN algorithm to create hotspots grouped by type of crime,

extracted a hotpoint from each hotspot, and finally returned the shortest distance for

a hotpoint as a feature to feed a classifier. The new features were evaluated using four

different crime types (alcohol-related, assault, property damage, and motor vehicle)

using only the UCR forms’ information as features for a classifier as the baseline.

The results showed a significant improvement in accuracy and AUC when the newly

80
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engineered features were added to the tested classifiers.

In the second phase, we investigated streetlight infrastructure, demographic pro-

filing as well as human behavioral patterns along with geographic profiling. This

phase intends to build data-driven models to solve crime prediction problems focus-

ing on smaller cities. We examine the spatial and temporal relationships of streetlight

density with crime occurrences, including sociodemographic measures. We consider

exploring commuting patterns of different residents’ groups with traditional demo-

graphic measures. To observe human behavior across the city, we proposed using

Foursquare POI and check-in features. We tested the effect and significance of all

investigated feature combinations based on each Dissemination Area (DA) in Hali-

fax for each time interval. The experiments are conducted, including ensemble-based

machine learning methods: Random Forest and Gradient Boosting. The results re-

veal a strong correlation between extracted features and crime. Adding demographic

measures, POI, and streetlight features significantly improves the prediction perfor-

mance. After comparing the results with the DNN-based baseline, concludes that the

DNN-based model fails with the current data-driven setup.

Finally, the third phase addresses domain adaptation and transfer learning paradi-

gms for the crime prediction problem. We implement a data-driven approach by

investigating all feature combinations for cross-domain learning. As it is challeng-

ing to prepare enough labeled training data based on a small city like Halifax, we

examine multi-source domain adaptation by leveraging knowledge from two other do-

mains: Toronto and Vancouver. We propose to apply instance-based transfer learn-

ing techniques for transferring knowledge between source and target domains. For

instance, we propose different settings based on season-specific subset selection with

cross-domain data fusion. We mainly focus on ensemble learning methods for cross-

domain learning because of its generalization ability with new data. We evaluate the

GB classifier for all proposed setups and compare the results with two base transfer

learning algorithms: TrAdaBoost and TrResampling. Based on our experiments, the

ensemble-based GB classifier improves the AUC scores by average 4% with TrAd-

aBoost and 3.8% with TrResampling for multi-source data. From all the experiments

on instance transfer learning, we can conclude that the GB classifier works better

when available target specific instances are added to the Toronto source.
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6.2 Future Research

This section discusses a number of future research works and ideas regarding multi-

source domain adaptation in crime pattern detection and prediction.

Predicting Specific Types of Crime. Identifying specific types of crime that

might happen in the near future is our immediate concern for cross-domain learning.

From our analysis based on the Halifax domain, we observe that different types of

crime exhibit different spatial and temporal distributions. Correspondingly, behav-

ioral patterns, mobility, and networking might be different for individual crime types.

Therefore, investigating the prediction performance and the significance of individual

features for cross-domain study capturing various crime categories is of great impor-

tance.

Feature-Representation and Model Transfer Learning. In our study, we

mainly focus on the instance transfer learning problem. For feature representation, we

highlight the common features among source and target domains. However, learning

a good feature representation and transferring that knowledge to the target domain

is simultaneously important. Particularly, when a full structure is missing for any

specific modalities (e.g., POI data is missing in Vancouver domain), rather than pick-

ing just common features learning feature knowledge from the other domains will be

advantageous.

Adding particular types of crime might experience having different but related

tasks for source and target domains. In such cases, exploring parameter-transfer and

a relational-knowledge transfer would be interesting.

Incorporating Crime Data with Multimodal Data. A direction we want to

follow is to integrate environmental context information, including images and videos

to the current dataset and explore the performance of models when such information

is available. Features extracted from image and video data may provide significant

perceptions about a region and its characteristics. For instance, an image of a filthy

or clean spot tells the story about its surroundings and inhabitants. Similarly, a

video of anomalous situations helps us identify various abnormal activities such as
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road accidents, shoplifting, robbery, and fighting. We can obtain image data from

a location-based social networking site, Flickr (https : //www.flickr.com/). More-

over, we can learn knowledge utilizing real-world surveillance videos by following the

UCF-Crime dataset [93].

Other than image and video data, the correlation between meteorology and crime

will also be explored in our study. We also plan to connect text data from our previous

study with all geolocated crime data.

Moreover, for distance calculation between a crime point and a hotpoint (discussed

in Section 3.3.2), we plan to add proxy-distance along with the haversine great-circle

distance. For instance, considering travel time and travel mode to determine the ac-

tual distance, we could utilize the web map services (e.g., google map) and fetch the

walking distance, driving, and/or road closures between two points; later, use this as

a new feature.

Exploring Discrimination Prevention Techniques. Investigating discrimination

in socially-sensitive decision records is state-of-the art research to avoid biased clas-

sification learning. In a societal context, discrimination indicates unjust or unequal

action of people based on preconception. If protected attributes such as gender, race

have an explicit contribution to decision-making or dependency on other correlated

features, discrimination may also occur in the trained model. As we are using real-

world crime data for our study, investigating and preventing discrimination are highly

crucial before decision making. We plan to investigate a pre-processed discrimination

prevention technique on our crime data by following the idea from Calmon et al. [22].

The study includes three properties: discrimination control, distortion control, and

utility preservation. Apart from the pre-processed discrimination prevention, we will

also explore the post-processing approach [50] for discrimination prevention.

Model Interpretability and Explaining Individual Prediction. As many ad-

vanced machine learning algorithms act like a black box model, their trustworthi-

ness has come into question. The literature provides a detailed review of different
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approaches to uncover black-box model considering the significance of model inter-

pretability for the real-world problem [48]. It is very intuitive to explain any clas-

sifier’s individual predictions to take action based on that prediction. In 2016, an

interpretable model called Local Interpretable Model-Agnostic Explanations (LIME)

has been successfully applied on an image classification problem [87]. LIME helps to

explain individual predictions of any classifier in a faithful way. Therefore, it would

be interesting to investigate this approach on crime prediction problem, particularly

its transfer learning part, to identify which features lead to the positive contribution

of transfer learning.

Deep learning for Complex Pattern Detection. Though the DNN based predic-

tion model employed in our research did not perform well, incorporating image data

for the next phase directs us re-investigate the model for a cross-domain data-driven

approach. Besides, the study for detecting parking hotspots among cross-city [121]

motivates us to explore Convolutional City Domain Adaptation Network (ConvC-

DAN) on crime research.

To generalize deep learning model on cross-domain crime data with distributions

discrepancy, we intend to explore a sampling-based method called Implicit Class-

Conditioned Domain Alignment [55]. The method assumes that there is no labeled

data in target domain, as well as the source and target tasks might be different.

Therefore, the labeled source domain data is aligned with unlabeled target domain

data through uniform alignment distributions. This way the algorithm selects class-

aligned instances for training domain adaptation model. As we have class imbalanced

source and target domains, investigating implicit alignment approach might be useful.

On the other hand, a prospective approach to deal with the data insufficiency prob-

lem in urban crime data is applying meta-learning with medium-shot learning [54].

This approach utilizes both the gradient-based and metric-based meta-learning meth-

ods to advance the performance.
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Appendix A

Additional Results for Cross-domain Learning

This chapter presents some additional information for Chapter 5.

Table A.1: Hyper-parameter settings for Random Forest

Random Forest

Season Model
no. of

estimators
max depth max features

min

sample leafs

min

sample splits
random state

1

1 300 None 6 10 10 100

2 300 6 - - - 100

3 300 None 10 10 10 100

4 300 None 6 10 10 100

5 300 None 6 10 10 100

6 300 None 6 10 10 100

2

1 300 None 6 10 10 100

2 300 6 - - - 100

3 300 None 10 10 10 100

4 300 None 6 10 10 100

5 300 None 6 10 10 100

6 300 None 6 10 10 100

3

1 300 None 6 10 10 100

2 300 6 - - - 100

3 300 None 10 10 10 100

4 300 None 6 5 6 100

5 300 None 6 10 10 100

6 300 None 6 10 10 100

4

1 300 None 6 10 10 100

2 300 6 - - - 100

3 300 None 10 10 10 100

4 300 None 6 10 10 100

5 300 None 6 10 10 100

6 300 None 6 10 10 100
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Table A.2: Hyper-parameter settings for Gradient Boosting

Gradient Boosting

Season Model no. of estimators max depth random state

1

1 300 4 100

2 300 3 100

3 400 3 100

4 300 4 100

5 300 4 100

6 400 3 100

2

1 300 4 100

2 300 3 100

3 400 3 100

4 300 4 100

5 300 4 100

6 400 3 100

3

1 300 4 100

2 300 3 100

3 400 3 100

4 300 4 100

5 300 4 100

6 400 3 100

4

1 300 4 100

2 300 3 100

3 200 5 100

4 300 4 100

5 400 3 100

6 400 3 100


