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Abstract

This work develops a framework for residential real estate price prediction and

clustering properties in Nova Scotia province. It differs from other studies by covering

large geographic area and by defining submarkets. We also used stacked denoising

autoencoder to reduce the dimensionality and used two-level clustering approach (self

organizing map and K-means) for clustering real estate properties. In addition, we test

with different submarkets, different training period, different geographical features,

and regularizer to improve the accuracy of the model.
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Chapter 1

Introduction

A significant interest has been witnessed in predicting the value of real estate proper-

ties. This helps investors to choose the right investment portfolio and invest at right

time. Predicting the price of real estate properties will also help sellers to find the

right time to sell. Machine learning based valuation models could consider local geo-

graphic information to predict the price of properties. Automated valuation models

outperformed traditional real estate appraisals.

If we could reflect the conditions in real estate market accurately and valuate the

properties in timely fashion, investors and lenders would be among the key benefi-

ciaries. In recent years, machine learning techniques has been used for analyzing real

estate data and predicting the prices. This has been done in more and more cities

around the world [1].

Currently, properties are valuated based on the sales price. Sales price of proximal

similar properties are considered to valuate the property. For example, if a home in

one neighbourhood is sold for a certain price, then, similar kind of homes in that

neighbourhood would use this sales price as comparable value to substantiate its

current value. Properties in the neighbourhood could be of any type - Single family
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houses, Apartments, Condo properties. Sales can only be compared with specific type

of properties. The underlying problem here is not every neighbourhood would have

sales in every fiscal year. So, predicting the market value of a property is difficult

with very less or no sales records.

In real estate property price prediction problems, the variable to be predicted

does not depend only on variables which are in property listing but also depends on

unknown variables which are not known during the training. These unknown variables

are sometimes collected by regional government as open source information. This

includes mainly geographical features and other amenities in every neighbourhood of

the province. This is the main problem in real estate market predictions.

Real estate price prediction problems are approached as regression problem.(i.e.).

predicting the price of property P given the attributes X associated with it. These

features include house features and features about the neighbourhood. House fea-

tures includes number of bedrooms, number of bathrooms, living area space, grade

etc. Neighbourhood features include average commute time to work, proximity to

hospitals, schools and parks etc. This problem has strong spacial structure associ-

ated with it which could help to improve the property price prediction, if exploited.

Given a particular neighbourhood, price of property differs based on the size of the

house. A small house with one bedroom and one bathroom will be less expensive than

a large house with three or four bedroom with 3 bathrooms. In addition to property

features, price of the property is also dependent on geographic attributes. One of the

most important attribute to be considered is ”desirability” of the neighbourhood. The

price of a house is determined by comparing with similar kind of houses in the same

neighbourhood. For example, a house will have similar price value compared to houses

with similar set of features in that neighbourhood but not in other neighbourhood. If

a house is located in upscale locality, then, it will have higher ”desirability” compared

to houses in poor neighbourhood. This implies the houses in upscale locality will have
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higher prices compared to poor neighbourhood. Spacial smoothness is associated

with the desirability of the neighbourhood: desirability of a location changes as we

move from one neighbourhood to another. So, the price will also change according

to that. This can be considered as 2D surface with desirability as 2nd co-ordinate.

Thus, desirability plays a major role in predicting the price of a real estate property.

Properties can be clustered to find similar neighbourhoods, to find similar properties

and to find how gradually desirability changes from one neighbourhood to another.

To this end, one might ask questions such as the following to predict the price of

properties and to cluster them.

1. What kind of regression technique will help to predict the price of properties?

2. What are all the housing features that contribute to the price of the properties?

3. What are all the geographic features that contribute to the price prediction of

the properties?

4. Is it possible to cluster the properties and rank the similar kind of properties?

If clustering the properties is possible, how many clusters do we obtain overall?

In short, there is still a need to model and predict the property price of all the

real estate properties in a province which should be better than automated valuation

models. This model should consider current market sales data as one of the feature so

the model could learn the current market scenarios. For the purpose of this research,

it is necessary to conduct supervised learning and measure the accuracy performance

of different regression algorithms. This research also meant to discover previously

unknown patterns in the data using unsupervised learning methods.

In summary, this thesis aims to predict the price of real estate properties, in the

context of supervised learning and also to cluster the real estate propeties, in the

context of unsupervised learning.

To this end, we have proposed the use of a multilayer perceptron configured to

act as a Stacked Denoising Autoencder (SDAE),
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1.prior to the application of a regression algorithms, a supervised learning ap-

proach is explored.

2.prior to the application of K-means, Self-organizing map (SOM), an unsuper-

vised learning approach is explored.

Successive layers of Stacked Denoising Autoencoder may learn increasingly high-

level features. While the first layer might learn some first-order features from in-

put data (such as important housing characteristics), a second layer may learn some

grouping of first-order features (for instance, by learning given configurations of hous-

ing characteristics that correspond to geographic area).

The evaluations on Nova Scotia real estate dataset shows that it is possible to

predict the real estate property prices and identify patterns using the proposed ap-

proach.

The upcoming chapters in the thesis are organized as follows: research previously

conducted in the field of real estate data analysis, using machine learning algorithms

are summarized in Chapter 2. The adaptation of known regression and clustering

methods to analyze real estate data is presented in Chapter 3. The main contribution

of this thesis i.e., is the utility of Stacked Denoising Autoencoders(SDAE) to obtain a

optimized representation of input features describing real estate properties is detailed

in Chapter 4, along with the visualizations from resulting regression and clustering

algorithms. Chapter 5 draws conclusions of the research by providing inference from

the results of the proposed framework; and discusses future research directions.
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Chapter 2

Background

The discussion in this chapter begins with previous work in real estate data analysis

using Machine learning techniques. This provides solid idea that machine learning

methods are applied in real estate data analysis and forecasting property prices.

Furthermore, the chapter also summarizes the research conducted using different

clustering techniques. This chapter concludes by summarizing all the work done in

real estate data analysis. This chapter also borrows some literature from economics

because the problem of predicting real estate property prices has long history in

economics and investments.

2.1 Property agents and economists

The job of predicting the price of properties is usually done by real estate companies

such as Realtors, Remax and Royal LePage in Canada and economics department in

universities. To predict the price of properties one needs to consider many attributes

about the properties and geographic features about the neighourhood. They often

predict the property prices throughout the country and segregated by province or
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2.2 Hedonic regression analysis and Pricing mod-

els

Machine learning techniques have been used to forecast the price of real estate prop-

erties in many cities, all over the world. Every city has different unique features that

contribute to the movement of real estate property prices. These features can be

ranked by training a model. Many research groups have published papers relevant to

real estate property valuation methods [11][14][17][16]. This adds to the literature and

development of real estate property valuation models. These models considered both

geographic and spatial features to develop localized model for every neighbourhood.

A residential property can be viewed as combination of many different character-

istics that contributes to the overall value of the property. These contributions can be

measured and validated to calculate the ultimate value of the property. The concept

of finding the feature importance actually dates back to mid-20th century. The indi-

vidual traits and its contribution to the overall value of the product was investigated

by Court [4]. He developed a model to define the price index for automobiles [4]. This

kind of models are called hedonic pricing and later improved by Rosen and Lancaster

[5] [6].

Microeconomic theory is developed by Lancaster [6]. He investigated the valuation

of different products and goods based on different features of the product. He also

applied microeconomic theory to real estate and other assets in financial industry.

Rosen [5] also investigated similar kind of models to predict the price of the property.

He developed functions that relate property characteristics and property value. Rosen

concluded that ”Hedonic prices are defined as the implicit prices of attributes and

are revealed to economic agents from observed prices of differentiated products and

the specific amounts of characteristics associated with them” [5].
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Rosen considered many housing features to predict the property value. Few impor-

tant features he considered are: Living room area, Land area, Number of bathrooms,

Grade of the house etc. Rosen’s principles revolutionized the fundamentals of housing

pricing strategy [5].

The features of geographical area and its contribution in the value of the prop-

erty was investigated by Can [7]. His theory considered house as a multi-dimensional

object differentiated into many different attributes; both internal and external. He

mainly investigated the impact of neighbourhood in hedonic pricing models. He con-

sidered many features about neighbourhood and geographical area such as: percent-

age of non-white population, unemployment rate in neighbourhood, median household

income and percentage of population under poverty level. These variables helped the

hedonic pricing model to include current market scenario and made it more accurate

in housing price prediction [7].

The existing hedonic pricing regression was expanded by proving that attribute

prices are different in different markets by Bajic[8]. He proved that unified hedonic

pricing model for all real estate properties in the province will lack in accuracy. He

also insisted to develop separate hedonic pricing model for every sub-markets. (i.e)

separate models for every neighbourhood [8].

The concept of Bajic has been followed by many other researchers. They proved

the fact that having separate models for sub-markets could improve the accuracy

of hedonic models. Bajic’s model was expanded by Goodman by considering school

quality attribute in every neighbourhood [9].

Location specific hedonic models was investigated and developed by Sirmans,

Macpherson and Zietz [10]. They considered different geographic borders such as

Forward sortation area, Zip code, Neighbourhood and calculated the accuracy of he-

donic regression models. They analyzed 25 different Hedonic pricing models to predict

housing value [10].
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Totally, four different models were built in this study.

1. Model 1 is built based on ordinary least square method. It included all the

housing features including latitude and longitude to develop the trend surface.

2. Model 2 is based on linear regression. All the housing features are used to

develop the linear function. Few variants of the model were also developed which

were non-linear with space and time as parameters.

3. Based on previous literatures, Model 3 is also called geostatistical and kriging

models. Kriging models are also called as Gaussian process regression [12]. In this

model, interpolated values are modeled by Gaussian process using prior covariance’s.

Many different linear models are developed and co-variance matrix of error term is

modeled.

The model was Y = βX + µ, where µ is drawn from normal distribution µ ∼
N(0, σ2K). K is assumed to have a constant main diagonal and be positive definite

(we follow the text, equation 8, page 176) [11], X is the set of input attributes, Y

be the output value(predicted price). This is a standard hedonic formulation, except

that the errors are allowed to be correlated. Estimate for β could be represented as

β = (Y ′K(−1)X)−1X ′K−1Y . The above function is the maximum likelihood estimated

by Dublin [11] for hedonic price regression.(we follow the text, page 176) [11]. Variants

of model 3 were developed by excluding and including open data source. The open

source data were from tax assessor. The data included census tract information and

other geographical attributes such as GPS coordinates of retail shops, schools, colleges

[11].

4. Model 4 is set of linear models built separately for every sub-markets. Sub-

markets are identified using K-means clustering algorithm.

These models are built by different people and accuracy has been compared. Con-

clusion drawn from this experiment: One of the Ordinary Least Squares(OLS) model

has 6% higher error rate than all the other models [11].
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2.4 A 2009 study of Los Angeles prices in 2004

In this study, Factor graphs to capture underlying relational structure in data was

developed by Sumit Chopra et.al., [14]. These factor graphs were used by relational

regression algorithm to find the underlying relation. Five different models have been

developed and compared in this experiment.

1. Model 1 - K−nearest neighbour model with value of K equal to 90.

2. Model 2 - Linear regression model with L2 regularizer.

3. Model 3 - Locally-weighted regression.

4. Model 4 - Neural network with 2 hidden layers.

5. Model 5 - Relational factor graph.

Accuracy of the model is pretty low for model 1 and very high for model 5.

With most methods, the model is fed with the data of a single sample which is

processed independently of the other samples. However a relational structure could

be possessed by the data generated by many real world applications. The value of

variables associated with each sample not only depends on features specific to that

sample, but also on the features and variables of other related samples [13].

Relational factor graph are graphical models that involves iteratively refining the

prediction of a sample by propagating information from other samples that are con-

nected to it [3].

Relational factor graph is a bipartite graph which is used to link the price of the

house with similar houses in that neighbourhood. By doing this, we could explore

the hidden relationship between output price and some sample features [13]. This

shows, relational factor graph could predict the property prices accurately compared

to other Machine learning techniques [14].
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2.5 A 2010 study of Louisville prices in 1999

In this work, Variants of Hedonic pricing models were compared by Steven C. Bourassa

et.al., [15]. The data comprises 13,000 Single family residential properties sales in the

year 1999 in Louisville. Many important housing features such as Square foot area,

lot size, house age are used to predict the price of single family residential properties.

Four different models were developed and compared.

1. Model 1 - An Ordinary Least Squares(OLS) model.

2. Model 2 - A 2-stage Ordinary Least Squares(OLS) model.

3. Model 3 - A Geostatistical model.

4. Model 4 - A Trend surface method. (Only five features were considered. (i.e.).

Age, Latitude, Longitude, Lot size, Square foot area.

Different machine learning models has been iteratively developed and tested for

the entire market and for different submarkets. This study shows us many exciting

results. This study shows narrowly defined submarkets improve the accuracy of the

model than broadly defined submarkets. Geostatistical model is considered to be

more accurate model than all the other models. Geostatistical models are considered

as group of statistical technique used to interpolate a random field based on the values

of nearby locations [15].

This study also has its own limitations. This study is only based on one year data

and there are only 13, 000 records which is relatively small compared to all other

studies [15].

2.6 A 2003 study of Auckland prices in 1996

In this study, housing prices in Auckland, NewZealand was studied by Steven C.

Bourassa et.al., [17]. They tried to study the impact of submarkets in the accuracy
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of regression algorithms.

They developed regression algorithm to predict the price of properties and did ex-

periments by introducing submarkets as one of the indicator variable. They trained

the regression algorithm using the whole city data and then they introduced submar-

kets of various sizes and repeated the experiment. Their results show that definition

of submarket is important in regression studies. It is clear that narrowly defined

submarket were not improving the accuracy: for example, every single residential

property could be considered as a submarket and all the price history could be used

for training. But it is known fact that this model won’t learn about the real estate

market in general.

Finding the submarket is one of the important attributes to be experimented

with. Submarkets are also called sales groups. These sales groups can be defined

based on geographic area. For example, we can define all the residential properties

within a range as submarkets. They had also defined submarkets as PCA based K-

means clusters and compared the results. In this study, Principal component analysis

(PCA) is used as attribute transformation technique which is applied to the data

before training any clustering method. The final clusters or submarkets were referred

as PCA based K-means clusters.

Five models were developed.

1. Model 1 - This model considered data from entire market to train the regression

algorithms.

2. Model 2 - This model is exactly similar to model 1, but considered sales group

as indicator variable.

3. Model 3 - A separate model for every sales group.

4. Model 4 - A model for first PCA based K-means clusters.

This study explored the importance of submarkets in real estate price prediction

[17].
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2.7 Contributions of this work

This work improved the literature in many ways.

1. Sales price is normalized among all the properties in that submarket (i.e.).

considering the current market trend to predict the price of properties which has no

sales record.

2. Experimented with the use of Stacked denoising autoencoder and verified the

improvement in regression performance.

3. Submarket is defined on Forward sortation area (FSA) 1, Neighbourhood and

Zipcodes. These outcomes were compared.

Some limitations of the study include:

1. Data is proprietary to Property Valuation Services Corporation (PVSC).

2. The framework developed can be used for other real estate valuation studies

but it is not fully automated. Example: Hyper-parameter tuning should be done

manually based on the data.

1FSA is a collection of zip codes in a specific geographic region. First three letters of a zip code
defines the name of the FSA [19]. For example B3H would be the name of the FSA which comprises
the geographical regions of zip codes B3H 1R2, B3H1R3, B3H1R4 etc

15



Chapter 3

Price prediction and clustering

A significant solution to predict the value of residential and commercial properties is

to employ a supervised learning paradigm. Given a task to predict the value of real

estate properties in a province, it demands us to build regression model for the whole

province.

On the other hand, we could apply unsupervised learning paradigms to cluster the

properties in a province.

The focus of this thesis is to investigate:

1. the feasibility of using traditional machine learning algorithms to predict the

real estate property prices.

2. the use of partition and model based clustering methods that borrow princi-

ples of competitive learning as well-known examples of unsupervised learning

algorithms.

To investigate the first hypothesis, many regression algorithms are chosen and train-

ing is conducted. Different testing methodologies has been applied by dividing and
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conquering the training process with geographic area as a key factor. The algorithms

that we use to train the system are Lasso linear regression [20], Ridge linear regression

[21], Random forest regression [25], Ada boost [25], KNN regression [22], Location

specific linear regression [25], Decision tree [23], Support vector regression [24].

Genetic programming is used to optimize the hyper parameters are optimized to

generate better accuracy. All the hyper-parameters of baselines are selected using

validation dataset.

To investigate the second hypothesis, we use competitive learning to cluster the real

estate data. Through competitive learning, input data is summarized by a group

of prototype vectors. A finite set of randomly initialized prototypes compete to

respond to an input vector [28]. The prototype that responds more strongly would be

considered as a “winner”. Through training, we could make sure that each prototype

specializes itself to respond to different type of input vectors. By this way, clusters are

formed. Algorithms that uses competitive learning principles are vector quantization

(prototypes are plaster centroids) and self-organizing maps (prototypes are neuron

weights) [27]. In self organizing map, a set of similar neurons are trained such that

each neuron organizes its synaptic weights towards representing its input pattern.

In this chapter, regression solutions from Random forest, KNN regression, Adaboost,

Lasso linear regression, Ridge linear regression, Location specific linear regression,

Decision tree, Support vector regression and clustering solutions from Self organiz-

ing map and KNN are discussed. Friedman’s test has been performed which helps

us to choose better learning paradigm. These results act as benchmark to develop

contribution of this research.
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3.1 Real estate datasets

PVSC is a Nova Scotia not-for-profit organization whose mandate is performing as-

sessment of property values in the province, which helps the municipalities to generate

property taxes. PVSC is dealing with large data volumes, maintaining more than 17

years of historical data about characteristics of every single residential and commer-

cial property in the province. The data is highly heterogeneous, including structured

data collected and managed in a large DBMS, GIS data in a geographical category

management system, and even image data. Furthermore, abundant Open Data exists

on the Nova Scotia open data portal. This data resource calls for exploitation of the

use data integration and analysis methods, resulting in better models and services for

both the public and the government.

PVSC assesses the value of properties and submits the report to 51 municipal-

ities in Nova Scotia. Municipality uses these reports for taxation purpose. This

data comprises of information about attributes of every house. They have also pro-

vided assessment and appeal information. All these data are maintained in an Oracle

database. For every year, approximately 600000-700000 property valuation records

are generated.

For the purpose of this research, I classify the Nova Scotia real estate dataset

into two broad categories (i.e.) discrete and continuous. Attributes that have finite

set of values are represented as discrete. Attributes which are continuous in nature

are considered continuous variables, e.g. Square foot area. For the purpose of this

research, we did the preprocessing 1 in all 15 years data (2001 - 2015). We divided

the feature set into two different types: House profile and geographic features.

1Preprocessing refers to binarization of discrete variables and normalization of continuous vari-
ables to [-1,+1] intervel as mentioned in section 3.2
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Feature set from PVSC data (Nova Scotia real estate data) combined with set of

geographical attributes taken from Nova Scotia open data portal is shown in Table

3.1. [29].

Table 3.1: Features

Feature Type Feature

Neighbourhood

Municipality

land area in acres

Year built/ Effective year

Floor area

Living room square foot

Grade

Stories

External wall

Style

Heat

Building square foot

Fuel

Total number of rooms

House profile Total number of bedrooms

Total number of bathrooms

Total number of half bath-

rooms

Basement

Basement area

Garage area
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Land lake front

Land farm

Land forest

Land semi urban

Land urban

Outbuilding area

Unfinished area

Geographic fea-

tures

Proximity to Schools

Proximity to Hospitals

Proximity to Retail stores

Income level

3.2 Representation of learning algorithms

This section describes the manner in which dataset is represented to the learning

algorithms. The property information matrices from the discrete and the continuous

set, are normalized to [-1,+1] interval. Normalizing the input to [-1,1] would create

stronger gradients. Since data is centered around 0, convergence is usually faster and

derivatives are higher. We use neural network models (Stacked Denoising Autoen-

coder and Self Organizing Map) to reduce the dimensionality and to cluster the data.

So, this normalization process would improve the learning [30].

In summary, discrete variables are those that contain binary information (0 or 1).

If there are K values in a nominal variable, then K binary variables are created as a

end result of that nominal variable. On the contrary, continuous variables are those

which describes continued function of values. Example: Square foot of living area.
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3.3 Regression algorithms:

To investigate the first hypothesis of the thesis we use traditional machine learning

regression algorithms. Below is the brief discussion of the algorithms considered.

3.3.1 Linear regression

Linear regression is a classical method that fits a line/plane through the data in the

space of features [41].

Theory: If there are “m” features then the hypothesis is of the form,

ft(x) = w1x1 + w2x2 +w3x3 + w4x4 +w5x5 + w6x6 +.............+ wmxm

=w0 +
m∑

j=1

wjxj

The w′s are the weights which will be assigned by training linear regression algorithm

using our data. Many different methods exist to assign weights optimally. We chose

least square method which seeks to find the weight vector to minimize,

Err(w) =
n∑

i=1

(yi − wTxi)
2

Here, w and x are column vectors of size m+ 1.

Rewriting the above equation in matrix notation,

fwX = Xw

Err(W ) = (Y−Xw
T )(Y−Xw)
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Where, X is the n ∗m matrix of input data and Y is the n ∗ 1 vector of output

data and w is the m ∗ 1 vector of weights. To minimize the error, take the derivative

with respect to w to get a system of m equations with m unknowns:

∂Err(w)/∂w=−2XT (Y −Xw)

Now, solving the equation for W , we get,

XT (Y −Xw) = 0

XT = XTXw

ŵ = (XTX)−1XTY

where, ŵ are the estimated weights from the closed form solution. These weights are

estimated iteratively using gradient descent approach.

Given an initial weight vector w0, for k = 1, 2, 3, 4....m, wk+1 = wk−αk∂Err(wk)/∂wk,

and end when |wk+1 − wk| < ǫ.

Here, parameter αk > 0 is the learning rate for iteration k [41].

3.3.2 Lasso regression

LASSO is a regression algorithm that performs variable selection and regularization

to improve prediction accuracy of the trained statistical model. Lasso regression

model are originally derived for least square models and to explain the predictability

of estimator [42].

Theory:

Consider a sample with N inputs, each has p covariates and single outcome. Let

yi be the outcome and xi := (x1, x2, x3, x4....xp)
T be the covariate vector for the ith
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case. To make the above definition true, the objective of lasso regressor is to solve,

min
β0, β

(
1
N

∑N
i=1(yi − β0 − xT

i β)
2

)
subject to

∑p
j=1 |βj| <= t.

t is a pre-specified parameter that applies the regularization. Let X(ij) = (xi)j

and xT
i is the ith row of X, then X is called covariant matrix.

min
β0, β

(
1
N
||y − β0 −Xβ||22

)
subject to ||β||1 ≤ t

where ||β||p =
(∑N

i=1 |βi|p
)(1/p)

is the standard lp norm.

Since β̂0 = y − xTβ, so that,

yi − β0 − xT
i β = yi − (y − xTβ)− xT

i β = (yi − y)− (xi − x)Tβ

Centered variables can be used to create covariance depending upon the measure-

ment scale.

We can rewrite the above equation as,

min
β ∈ Rp

{
1/N ||y −Xβ||22

}
subject to ||β||1 ≤ t.

in the lagrangian form, min
β ∈ Rp

{
1/N ||y −Xβ||22 + λ||β||1

}

with t and λ data dependent.
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3.3.3 Ridge linear regression

Ridge regression is also known as weight decay method. It is considered as very

useful tool for multi-collinearity problem. It can be derived from least squares with

restriction on its parameters. The standard approach to solve the linear equation is

implied as:

For a known matrix A and vector b, we wish to find a vector x by defining,

b = Ax

is known as linear least squares and seek to minimize the sum of squared residual,

||Ax− b||2,

A regularization term can be added to the above minimization equation:

||Ax− b||2 +||Rx||2

R is known as Tikhonov matrix. Usually R would be chosen as a multiple of

identity matrix. This is known as L2 regularization.

For a multivariate normal distribution of x, variables can be transformed as shown

in the below equation:

x̂ = (ATA+RTR)−1AT b

The effect of regularization may be varied via the scale of matrix R. x̂ is considered

as explicit solution of x. One can seek an x to minimize,

||Ax− b||2P + ||x− x0||2Q
The generalized problem has optimum solution x∗ which can be solved explicitly

using the formula,

x∗ = (ATPA+Q)−1(ATPb+Qx0).
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or equivalently

x∗ = x0 + (ATPA+Q)−1(ATP (b− Ax0)).

where x0 is the expected value of x, Q is the inverse covariance of x, P is the

inverse covariance matrix of b. Q could be formulated using Tikhonov matrix using

the formula Q = RTR and is considered as Whitening filter. [43]

3.3.4 Support vector regression

Support vector machine constructs a hyperplane in high or infinite dimensional space

which could be used for regression task. One of the major advantage of using support

vector machine for regression task is that it can do the regression task using a poly-

nomial function or Gaussian function instead of linear functions in high dimensional

space. Linear SVR, Polynomial SVR and Gaussian SVR are trained to predict the

real estate property prices. [44]

Theory: Support vector regression is convex minimization problem. In SVR,

number of deviations is maximized until the actual targets are within the stripe,

epsilon. Given a training data (x1, y1), (x2, y2), ....., (xl, yl) ⊂ X ∗R, where X denotes

the input patterns. In ǫ - support vector regression our goal is to find a function f(x)

with at most ǫ -deviation from the target value yi in training data [44]. Let us define

the linear function f(x) as f(x) =< w, x > +b with w ∈ X, b ∈ R. We can define this

as convex optimization problem:

minimize 1/2(||w||)2

subject to yi− < w, xi > −b <= ǫ and < w, xi > +b− yi <= ǫ

The above equation assumes that function f approximates all pairs (xi, yi) with

ǫ precision. This assumes that convex optimization problem is feasible to solve.

Vapnik and Cortes introduce slack variables ei and ei
∗ to handle the constraints of
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d(x, w) =

√
m∑
i=1

(xi − wi)
2

In previous studies it has been shown that there is a very strong spacial dependency

based on geographical distance and it has significant impact on the predicted value

[47].

KNN regression algorithm:

Predict(X, Y, x) //X : training data, Y : target variable of X, x : unknown

sample

for i = 1 to m do

Compute distance d(Xi, x)

end for

Compute set I containing indices for the smallest distances d(Xi, x).

Return average predicted value for Yi where i ∈ I.

3.3.6 AdaBoost algorithm

AdaBoost also known as Adaptive boosting is used in conjunction to many other

machine learning algorithms to improve performance. Output of many different weak

learners are combined into a weighted sum that represents the output of boosted

regressor. Main advantage of AdaBoost algorithm is final model would converge to

be a strong learner as long as the performance of each weak learners are slightly better

than random guessing [45].

Theory:

Given a set X and Y , let P be the probability distribution on (X, Y ). An N-

sample is a sequence < (x1, y1), ....(xn, yn) > with (xk, yk) belongs to (X, Y ); We call

all SampN the set of all N − samples and Samp = UnionN(SampN). Given a class
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of functions H ⊆ {f |f : X− > {0, 1}}, a learning algorithm A on H is a function

A : Samp− > H [45].

Let S =< (x1, y1), ...., (xn, yn) > be a N − sample and let h = As be the hypoth-

esis output of A on input S, the empirical error ǫ̂ of A on S is,

ǫ̂ =
#{(xk, yk)|yk 6=h(xk)}

N

while the generalization error is,

ǫg = P{y 6= h(x)}.

Under weak conditions on H choosing elements of (X, Y ) randomly and inde-

pendently according to P , for sufficiently large samples, the empirical error is close

to generalization error with high probability. For this reason, a good learning al-

gorithm should minimize the empirical error. Often this is a difficult task because

of large amount of computational resources, computationally efficient algorithms are

moderately accurate.

ADABOOST Algorithm:

Input: a N -sample S =< (x1, y1), ......(xN , YN) >, a distribution D on S, a learn-

ing algorithm A, an integer T .

Initialize: the weight vector w1
i = D(i) for i = 1, 2, 3, .....N .

Do for t = 1, 2, 3, ......, T

1. Set p(t) = w(t)/
∑N

i=1 w
(t)
i .

2. Choose randomly with distribution p(t) the sample S(t) from S; call the learning
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algorithm A, and get the hypothesis ht = A
(t)
s .

3. Calculate the error ǫt =
∑N

i=1 p
(t)
i |ht(xi)− yi|.

4. Calculate βt = ǫt/(1− ǫt).

5. Set the new weights vector to be: w
(t+1)
i = w

(t)
i β

1−|h(t)(xi)−yi)|
t .

Output the hypothesis hf =

(
∑T

k=1(log(1/βt)ht(x)− 1/2
∑T

k=1(log(1/βt)

)

An upper bound to the error ǫ =
∑N

k=1 D(k).|hf (xk) − yk)| of the hypothesis hf

output is bounded by,

ǫ <= 2T
∏T

t=1

√
ǫt(1− ǫ(t)

3.3.7 Random forest regressor

Random forests or random regression trees are an ensembling learning method for

classification and regression problems. They are trained by developing multitude of

regression trees at training time and output the mean prediction of the individual

trees as output [46].

The introduction of random forests was first made in a paper by Leo Breiman [68].

In this paper, he describes a method to build forest of uncorrelated trees using CART

procedure and it also explains ways to combine with randomized node optimization

and bagging. This paper forms the basis for modern day random forest. Few concepts

described in this paper includes:

1. Using out-of-bag error as an estimate of the generalization error. 2. Measuring

variable importance through permutation. The report also offers the first theoretical

result for random forests in the form of a bound on the generalization error which

depends on the strength of the trees in the forest and their correlation.

Theory:

Random forest is based on general technique of bootstrap aggregating or bag-

ging. Given a training set X = x1, x2, x3.....xn with output target variables Y =
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y1, y2, y3, y4, y5.......yn, bagging algorithm is a logic which repeatedly selects random

sample of training sets and fits the trees to these samples [46].

For b = 1, 2, 3....B, recursively execute the below two steps,

1) Sample ”n” training samples with replacement from the actual dataset(X, Y ).

Let’s call this (Xb, Yb).

2) Train a regression tree fb on Xb, Yb. Every regression tree is built by selecting

random subset of attributes for selecting the best split on each tree node.

Predictions of individual trees are averaged to predict the output of unseen samples

(xnew) .

f̂ = 1/B
∑B

b=1 fb(x
new)

Bootstraping procedure decreases the variance of the model which leads to better

model performance without increasing the bias. Predictions using single tree are

highly sensitive to noise from training data whereas predictions from average of many

trees is not., as long as trees are not correlated. Training many trees might create

strongly correlated trees so bootstrap sampling is used as a way to de-correlate the

trees by randomly training them with different training sets.

Uncertainty of prediction is can be measured using standard deviation of predic-

tion which is given by below formula,

σ =

√∑B
b=1 (fb(x

new)− f̂)
2
/B − 1

The number of trees, B, is a free parameter. Typically, a few hundred to several

thousand trees are used, depending on the size and nature of the training set. An

optimal number of trees B can be found using cross-validation, or by observing the

out-of-bag error: the mean prediction error on each training sample Xi, using only
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the trees that did not have Xi in their bootstrap sample. The training and test error

tend to level off after some number of trees have been fit [46].

3.4 Clustering algorithms

Clustering is a method to group similar objects as one cluster. Objects in one cluster

is more similar to each other than to objects in other clusters. To cluster the real

estate properties, we train K-means clustering and Self organizing map clustering

algorithms to cluster the properties in Nova Scotia province.

3.4.1 K-means Clustering

K-means clustering algorithm is a centroid based partitioning method. K initial

seeds are required to group N exemplars. These seeds represent the centroid of the

K clusters [47].

Theory:

The algorithm randomly assigns a position to cluster seeds and begins by calcu-

lating the pairwise distance from each exemplar to all the cluster seeds. The position

of the cluster centroid is updated after every epoch based on the exemplars in that

cluster. Formally, consider a training set of N samples: x1, x2, x3, x4....xn. Assume

c1, c2.....ck be the centroids such that xi, ci ∈ Rn. Clustering label update and centroid

updates as follows,

li = arg min

j

||xi − cj||2

cj =
∑m

i=1(li = j).xi/
∑m

i=1(li = j)
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where li is the cluster label in ith exemplar. The efficacy of the result depends

heavily of the value of K and the distance function. Optimum number of clusters

should be estimated by testing the cluster qualities within a desired number of clusters

(K). Cluster qualities can be measured using silhouette value. A high silhouette value

of +1 denotes clusters are well separated. Conversely, a silhouette value of -1 denotes

clusters overlap with each other. The algorithm is run multiple times with different

K value and the average silhouette value is computed. [47].

3.4.2 Self-organizing Maps

Self-organizing map is a model-based data analysis method. SOM excites the same

neuron for similar kind of inputs. By doing this, similar input samples are grouped

to belong to similar models. Distribution of data is summarized by a framework

for unsupervised learning. Every input data is mapped to a best matching unit

updating the neighbourhood and project that into a 1D or 2D topology. Formally

SOM algorithm for n-dimensional input K can be summarized as follows:

Theory:

1. Initialize a 2D lattice of neurons each with n−dimensional weight vector. We

know that the lattice and neighbours of its neurons are predefined. Lattice is defined

as a 2D map and the weight vector defines the distance to every input vector.

K = {ki|ki ∈ Rn}

2. Begin SOM training to align the neural map.

(a) For each training exemplar ki ∈ {K} find the Euclidean distance metric and

map the input to BMU (Best Matching Unit). By doing this for all the inputs, data
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is clustered. Create a list of Best Matching Units and its corresponding data instance

in B

BM(bi) = {kj ∈ {K}|arg min

i

(||kj − bi||2)}

(b) At each iteration the weight vector within the neighbourhood function de-

creases linearly. For neurons outside the neighbourhood the weight remains un-

changed.

→t
wmi

=
→t−1
wmi

+α ∗ || ̂BM(mi)−
→t−1
wmi

||2

Where ̂BM(mi) is the average of all the data mapped to a specific Best Matching

Unit(BMU). Whenever SOM finds the BMU for an input vector all neurons within the

lattice neighbourhood is updated. The size of neighbourhood incrementally decrease

as training epochs increase.

3. Repeat step 2 until Nf < Nc. This denotes the fine training of SOM.

4. Repeat step 3 with recent neighbourhood radius value. (Rs)

Post training, we have all the inputs mapped to BMU’s based on the bset hit.

Using the resulting vector, the most frequently ’hit’ neurons can be identified [48].

3.5 Experimental setup

3.5.1 Regression experimental setup

To forecast the price of properties in Nova Scotia, Machine learning models are devel-

oped by training with previous year data and testing with subsquent year data. For

example, If the model is trained using 2011 data, then it is tested using 2012 data.
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Likewise, different models are developed considering 2011 to 2016 data as training

data. Average Normalized mean square error of all these regression models were used

to calculate the regression accuracy percentage.

Normalized mean square error = 1/n(
∑n

i=1(xi − yi)
2)/(1/n− 1(

∑n
i=1(xi − x̄)2))

where x̄ = 1/N
∑n

i=1 xi; x is the assessment price of the property and y is the

approximation of x or in other words it is the property price predicted by the model.

Prediction accuracy or regression accuracy percentage = (1−Normalized mean

square error) ∗ 100

3.5.2 Clustering experimental setup

Properties in Nova Scotia has been clustered using two-step clustering approach (SOM

and K-means clustering). Iteratively, we ran the training process many times with

varying number of epochs to find the best outcome. Silhouette value is used to

measure and find the best model and optimized number of clusters. The weigths

of neurons generated in SOM is passed as feature attributes to K-means for further

clustering.

To quantify the extent of disimilarity between clusters, we use Normalized Mutual

Information (NMI). NMI value varies between 0 to 1. Two clusters are said to be

distinct if the value of NMI is 0. Two clusters are said to be same if the value of NMI

is 1. Dissimilarity is the complement of NMI.

The degree of uniqueness between the clusters is defined by the formula,

Exclusive rate (ER)i =
∑n

j=1 Dij, where ”n” is the number of clusters and Dij

denotes the dissimilarity between clusters.

The above equation help us to answer - ”How different is this cluster compared

to all other cluster?”
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3.6 Baseline results and discussion

Results have been generated to predict the property price for future years using

regression techniques mentioned in section 3.3. Average Normalized mean square

error of all these models are shown as results in this section. Properties in Nova

Scotia has also been clustered using clustering techniques mentioned in section 3.4.

3.6.1 Regression results

Normalized mean square error is used to measure the error of the model which predicts

the property prices in Nova Scotia.

Normalized mean square error = 1/n(
∑n

i=1(xi − yi)
2)/(1/n− 1(

∑n
i=1(xi − x̄)2))

where x̄ = 1/N
∑n

i=1 xi; x is the assessment price of the property and y is the

approximation of x or in other words it is the property price predicted by the model.

Prediction accuracy or regression accuracy percentage = (1−Normalized mean

square error) ∗ 100
Normalized mean square error might be greater than 1 if the model is performing

worse than the baseline2. Fortunately none of the models developed in this experiment

performed worse than the baseline. The prediction accuracy generated by random

forest and ada boost algorithms by passing the raw input is shown in figure 3.2. The

prediction accuracy generated by different regression models are shown in figure 3.3.

Comparing the regression results in figure 3.2 and figure 3.3, we could confirm that

there is a slight increase in prediction accuracy if we do preprocessing3 . The above

result is the average value of prediction accuracy for seven consecutive years (2011

- 2017). Machine learning model is trained using one-year data and tested using

subsequent year data. For example, Train the model using 2015 data and predict the

2Typically, the mean of the assessment property price on the training set is used as baseline.
3Preprocessing refers to binarization of discrete variables and normalization of continuous vari-

ables to [-1,+1] intervel as mentioned in section 3.2
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3.6.3 Summary

Henceforth in this research, Random forest is continued to be used as regression

method and K-means, SOM are continued to be used as clustering method. In order

to improve the prediction and clustering ability of high dimensional real estate data

the use of encoding is investigated.
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Chapter 4

Proposed method: SDA based

regression and clustering

framework

In this chapter, the proposed framework to improve the prediction of property prices

and clustering of properties by using an encoding mechanism is explained (see Figure

4.1). The hypothesis of this research is to use Stacked Denoising Autoencoder in

providing higher level representation of inputs which also improves the performance

of regression and clustering. Random forest is trained with the encoded inputs to pre-

dict the property price. The clustering is carried out as a two-level approach where

we first cluster the real estate properties in Nova Scotia using the SOM, and then,

the SOM is clustered using KNN. Using Stacked denoising autoencoder to encode the

inputs has several advantages. Some of them are mentioned below [54],

1. It reduces the training time and data storage space required.

2. Removal of multi-collinearity improves the performance of the machine learning

model. If two or more explanatory variables are highly linearly related then it is
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as a mapping from Rn to Rh such that h < n.

4. Define the decoding function D that maps E(d) to d. This maps the encoded

output to output layer. In this step, stochastically we try to undo the corruption and

reconstruct the input.

5. Learning continues until maximum number of training epochs or optimal min-

ima is reached.

Many denoising autoencoders are stacked and executed in sequence. This help us

to define much better higher level representation [49].

Types of corruption considered:

1. Additive isotropic Gaussian noise (GS) : x |x N(x, σ2I);

2. Masking noise (MN) : a fraction v of the elements of x (chosen at random for

each example) is forced to 0;

3. Salt-and-pepper noise (SP ) : a fraction v of the elements of x (chosen at random

for each example) is set to their minimum or maximum possible value (typically 0 or

1) according to a fair coin flip [49].

4.2 Procedure

As discussed earlier, the goal is to explore ways to combine Stacked denoising au-

toencoder with regression and clustering algorithms to improve the performance in

real estate property price prediction and clustering. The Stacked Denoising Autoen-

coder, reconstructs the input vector using Multi-Layer perceptron configuration. This

ensures to encode the most important attributes and finally this improves the price

prediction. The resulting encoded features are input to regression and clustering

algorithms.

We train both regression and clustering models using the dataset which contains

information about all the residential properties in Nova Scotia. We combine these in-
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formation with few other geographical factors such as proximity to schools, hospitals,

retail shops etc. Complete list of housing and geographical attributes we use to train

the regression and clustering algorithms is shown in Table 3.1. Housing profile data

is gathered by Property Valuation services corporation whereas geographical features

are gathered from Nova Scotia open data portal. We train the regression and cluster-

ing algorithms using one-year data and the subsequent year’s data is used for testing

the model.

Parameter configuration for the proposed framework is shown in Table 4.1. Pa-

rameters mentioned in the table could be used to repeat the experiment in the future.

Table 4.1: Parameter configuration for the proposed framework

Parameter configuration for the proposed framework

Module Software Parameter List Parameter Value

Preprocessing Python Normalization [-1,+1]

Encoding Python; Tensor-

flow package

Epochs; Number of

hidden layers; Acti-

vation function; Back

propagation; Error

500; 2; tansig; Con-

jugate gradient; Used

both Mean square er-

ror and Negative log

likelihood

Random Forest

regression

Python Number of estimators;

Criterion

1024; Mean squared

error

K-means clus-

tering

Python Initialization; Maxi-

mum iterations

10; 300
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Self organizing

map

Python Initial weights; Lat-

tice size; Neighbour-

hood radius; Conver-

gence

Principal compo-

nents initialization;

5
√
Numberofsamples;

Nc:[0.2*long

edge,0.05*short edge],

Nf : [0.05*short edge,

0.05*short edge]; Un-

til codebook ceases to

change; Ns: 0.5*short

edge

Stacked denoising autoencoder empirically finds the number of neurons in each

hidden layer by optimizing the hyper-parameters using genetic algorithm. The num-

ber of neurons predicted for hidden layer 1 is used as an upper bound while empirically

trying to predict the number of neurons in second hidden layer. Input (as mentioned

in section 3.2) is passed to hidden layer 1 and hidden layer 2 and then the input is

regenerated by which reconstruction error (Negative Log Likilihood) is measured as

shown in figure 4.3. The output of hidden layer 2 is passed to the next autoencoder

which is stacked to the right of the first autoencoder (see figure 4.3). We could stack

any number of autoencoders until there is an improvement in the reconstruction er-

ror. The reconstructed input (output of Stacked denoising autoencoder) is passed to

regression and clustering algorithms.

Negative log likelihood function is −∑N
j=1 yjlog(̂yj)

ŷ represents discrete probability distribution over the possible values of the obser-

vation. y can also be interpreted as a probability distribution over the same space,

that just happens to give all of its probability mass to a single outcome.
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The number of neurons in first hidden layer and second hidden layer is predicted

based on mean square error and the corresponding graph is shown in figure 4.4 and

figure 4.5. The number of neurons needed to process the input data in first hidden

layer with least mean square error is shown figure 4.4. Likewise, the number of

neurons needed in the second hidden layer to process the output of hidden layer 1

with least mean square error is shown in figure 4.5. The is no specific pattern in

figure 4.4 and figure 4.5 because autoencoder uses greedy search to empirically fix the

number of neurons [66].

4.2.1 Regression results (generated using dimensionality re-

duced dataset)

The change in reconstruction error with respect to learning rate when we tried to

reduce the attributes from 2594 to 300 is shown in figure 4.6(a). We could notice that

reconstruction error is as low as 9.9 when the learning rate is 1. The change in recon-

struction error with respect to learning rate when we tried to reduce the attributes

from 2594 to 150 is shown in figure 4.6(b). We could notice that reconstruction error

is as low as 23.8 when the learning rate is 1.

Average regression accuracy of property price prediction for the year 2011, 2012,

2013, 2014 and 2015 is shown in figure 4.7. This figure also explains that regression

is done separately for every municipality.

Real estate market is highly dynamic and the price changes drastically every year.

To make sure our machine learning model will predict the property prices without any

dip in accuracy, I compared the difference between predicted price and sales price.

There are over 30538 properties in Nova Scotia with valid sales record. Percentage

of properties in each bin based on the difference between predicted price and sales

price is shown in figure 4.8 (properties which are sold in that year are considered.).
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Comparing the prediction accuracy in figure 3.2, 3.3 and 4.9, we could conclude

that regression result generated after SDA is better compared to regression results

generated without SDA or with raw input.
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4.2.2 Clustering results (generated using dimensionality re-

duced dataset)

In this section, I have consolidated all the clustering results generated by the proposed

framework. Dimensionality reduced dataset is passed as input to SOM Clustering al-

gorithm. Every neuron in SOM represents a cluster of properties. The resulting

weights generated by neurons in SOM were passed to K-means for further clustering.

Correlation between number of clusters and silhouette value generated by experiment-

ing with SOM algorithm is shown in figure 4.10. This figure shows that 55 clusters

could be generated with maximum silhouette value of 0.83.

Correlation between number of clusters and Silhouette value generated by exper-

imenting with K-means algorithm is shown in figure 4.11. This figure shows that

30 clusters could be generated with maximum silhouette value of 0.84. By this we

conclude that the approximately 530000 Nova Scotia provincial real estate data could

be divided into 30 clusters. Two level clustering approach helps us to reduce the

number of clusters that facilitates quantitative analysis of SOM map and data. The

main benefit of this approach is that computational load decreases drastically, allow-

ing us to cluster large datasets within a limited time. Another benefit is we could

see the granular view (see appendix A) and it enables us to inspect final individual

structures closely when we visualize the clusters which in turn provides us with better

understandability about the residential properties in the province.

To quantify the extent of disimilarity between clusters, we use Normalized Mutual

Information (NMI). NMI value varies between 0 to 1. Two clusters are said to be

distinct if the value of NMI is 0. Two clusters are said to be same if the value of NMI

is 1. Dissimilarity is the inverse of NMI.

The degree of uniqueness between the clusters is defined by the formula,

Exclusive rate (ER)i =
∑n

j=1 Dij, where ”n” is the number of clusters and Dij
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Table 4.2: Results of dissimilarity from the proposed clustering framework

Results of dissimilarity from the proposed clustering framework

Dataset Average

ER Two-

step-

clustering

Average

ER SDA-

based-

Two-step-

clustering

T-test Friedman’s

test

Overall

bene-

fit(Subtract

Average

ER of

SDA based

Two step

Clustering

and Aver-

age ER of

Two step

clustering)

Nova Scotia

real estate

dataset(2001-

2015)

23.30 46.81 1.32e−25 1.62e−6 23.5

The proposed framework is better than SOM and it is statistically proved as shown

in table 4.2. If the p-values (column 4 in table 4.2) are < 0.05, it is concluded that

the improvement in Exclusive rate is statistically significant.
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Chapter 5

Conclusion and Future Work

We have designed a framework which has low error rate in unseen data in both regres-

sion and clustering. Comparing prediction accuracy of random forest regressor using

raw input (figure 3.2), prediction accuracy of random forest regressor without SDA

(figure 3.3) and prediction accuracy of random forest regressor with SDA (figure 4.9),

we conclude that the prediction accuracy of random forest regression model improved

by approximately 5% after we reduce the dimensionality using SDA. The framework

developed in this thesis will help us to predict the property value considering the cur-

rent market scenarios. In Regression, Random forest model showed high prediction

accuracy than all the other linear models, support vectors and Adaboost models. In

Clustering, two-level clustering approach helped us to generate high Silhouette value

for optimal number of clusters.

Stacked denoising autoencoder helped us to reduce the dimensionality of the data.

This helped us to reduce the running time and improve the accuracy of both regression

and clustering algorithms.

To achieve optimal performance, property sales data is one of the most important

attribute we considered as mentioned in Chapter 3. Not all properties would have
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sales data in a neighbourhood or Forward sortation area in a particular year. So,

we formally defined a sales value based on the other property attributes and existing

sales record to all the residential properties in a particular geographic vicinity and

tested the regression models. This gave us optimal regression and clustering perfor-

mance. These results can be achieved by considering forward sortation area (FSA) 1

as submarket (Geographic vicinity).

Future research of real estate data analysis has lot of areas to explore.

1. Many different dimensionality reduction algorithms can be applied and tested

for performance improvement.

2. Submarkets has highest error when most of the properties in that geographical

vicinity has high price. Any important attribute missing here?

3. Can we consider Latitude and Longitude as features instead of defining sub-

markets? If so, do they improve the performance measure of Machine Learning algo-

rithms?

4. Can we consider training a regression algorithm separately for every cluster

generated by SOM? If we replace neighbourhood by cluster, how do they impact the

accuracy of regression techniques.

Few more general ideas that could improve real estate property price prediction

is development of open source product to fit in and analyze any real estate dataset.

1FSA is a collection of zip codes in a specific geographic region. First three letters of a zip code
defines the name of the FSA [19]. For example B3H would be the name of the FSA which comprises
the geographical regions of zip codes B3H 1R2, B3H1R3, B3H1R4 etc
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