
DECOMPC LABILITY AND STRUCTURE OF BANDS OF 

NONNEGATIVE OPERATORS 

By 

Alka Marwaha 

SUBMITTED IN PARTIAL FULFILLMENT OF THE 

REQUIREMENTS FOR THE DEGREE OF 

DOCTOR OF PHILOSOPHY 

AT 

DALHOUSIE UNIVERSITY 

HALIFAX, NOVA SCOTIA 

JUNE 1996 

© Copyright by Alka Marwaha, 1996 



1*1 National Library 
of Canada 

Acquisitions and 
Bibliographic Services Branch 

395 Wellington Street 
Ottawa, Ontario 
K1A0N4 

Bibliotheque nationale 
du Canada 

Direction des acquisitions et 
des services bibliographiques 

395, rue Wellington 
Ottawa (Ontario) 
K1A0N4 

Your file Voire r&e'rence 

Our file Notre reference 

The author has granted an 
irrevocable non-exclusive licence 
allowing the National Library of 
Canada to reproduce, loan, 
distribute or sell copies of 
his/her thesis by any means and 
in any form or format, making 
this thesis available to interested 
persons. 

L'auteur a accorde une licence 
irrevocable et non exclude 
permettant a la Bibliotheque 
nationale du Canada de 
reproduire, preter, distribuer ou 
vendre des copies de sa these 
de quelque maniere et sous 
quelque forme que ce soit pour 
mettre des exemplaires de cette 
these a la disposition des 
personnes interessees. 

The author retains ownership of 
the copyright in his/her thesis. 
Neither the thesis nor substantial 
extracts from it may be printed or 
otherwise reproduced without 
his/her permission. 

L'auteur conserve la propriete du 
droit d'auteur qui protege sa 
these. Ni la these ni des extraits 
substantiels de celle-ci ne 
doivent etre imprimes ou 
autrement reproduits sans son 
auforisation. 

ISBN 0-612-15958-2 

Canada 



N a m e 
PIKR mfl&LlfiHA 

Dissertation Abstracts International is arronged by broad, general subject categories. Please se.s. ; the one subject which most 
nearly describes the content of your dissertation. Enter the corresponding four-digit code in the spaces provided. 

' a iB tc r r iEBu amiFrrrnnr SUBJKiTKM SUBJECT CODE 

Subject Categories 

THE HUMANITIES AND SOCIAL SCIENCES 
COMNUNKATKNK AND THE ARTS 
Architecture 0729 
Art History 0377 
Cinema 0900 
Donee 0378 
Fine Arts 0357 
Information Science , 0723 
Journalism 0391 
Library Science 0399 
Moss Communication- 0708 
M m * 0413 
Speech Communication 0459 
Theater 0465 

EDUCATION 
General 0515 
Administration 0514 
Adult and Containing 0 5 ! 6 
Agricultural 0517 
Art 0273 
Bilingual and Multicultural 0282 
Business 0688 
Community Colkge 0275 
Curriculum and Instruction 0727 
Early Childhood 0518 
Elementary 0524 
Finance 0277 
Guidance and Counseling 0519 
HeoWi 0680 
Higher 0745 
History of 0520 
Home Economics 0278 
Industrial 0521 
Languoge and Literature 0279 
Mathematics 0280 
Music 0522 
Philosophy of 0998 
Physical 0523 

Psychology 0525 
ReodingT 0535 
Religious 0527 
Sciences 0714 
Secondary 0533 
Social Sciences 0534 
Sociology of 0340 
Special 0529 
Teacher Training 0530 
Technology 0710 
Tests aixTMeasuremenh 0288 
Vocational 0747 

LANGUAGE, LITERATURE AND 
LINGUISTICS 

General 0679 
Ancient 0289 
Linguistics 0290 
Modern 0291 

Literature 
General 0401 
Classical 0294 
Comparative 0295 
Medieval 0297 
Modem 0298 
African 0316 
American 0591 
Asian 0305 
Canadian (English) 0352 
Canadian (French) 0355 
English 0593 
Germanic 0311 
Latin American 0312 
Middle Eastern 0315 
Romance 0313 
Slavic and East European 0314 

PHILOSOPHY, RELIGION AND 
THEOLOGY 
Philosophy 0422 
Religion 

General 0318 
Biblical Studies 0321 
Clergy 0319 
History of 0320 
Philosophy of 0322 

Theology 0469 

SOCIAL SCIENCES 
American Studies 0323 
Anthropology 

Archoeofogy 0324 
Cultural 0326 
Physical 0327 

Business Administration 
General 0310 
Accounting 0272 
Banking 0770 
Management 0454 
Marketing 0338 

Canadian Studies 0385 
Economics 

General 0501 
Agricultural 0503 
Commerce-Business 0505 
Finance 0508 
History 0509 
Labor 0510 
Theory 0511 

Folklore 0358 
Geography 0366 
Gerontology 0351 
History 

General 0578 

Ancient 0579 
Medieval 0581 
Modern 0582 
Black 0328 
African 0331 
Asia, Australia and Oceania 0332 
Canadian 0334 
European 0335 
Latin American 0336 
Middle Eastern 0333 
United States 0 3 J ' 7 

History of Science 0585 
Law 039B 
Political Science 

General 0615 
International Law and 

Rejations 0616 
Public Administration 0617 

Recreation 0814 
Social Work 0452 
Sociology 

General 0626 
Criminology and Penology ...0627 
Demography 0938 
Ethnic and Racial Studies 0631 
Individual and Fcmily 

Studies 0628 
Industrial and Labor 

ReJat" ns 0629 
Publ1. -v-d Social Welfare .,..0630 
Social btruclure and 

Development 0700 
Theory and Methods 0344 

Transportation 0709 
Urban and Regional Planning ... 0999 
Women's Studies 0453 

THE SCIENCES AND ENGINEERING 
IIOLOGrCAl SCIENCES 
Agriculture 

General 0473 
Agronomy 0285 
Animal Culture and 

Nutrition 0475 
Animal Pathology 0476 
Food Science and 

Technology _ 0359 
Forestry and Wildlife 0478 
Plant Culture 0479 
Plant Pathology 0480 
Plant Physiology 0817 
Range Management 0777 
Wood Technology 0746 

Biology 
General 0306 
Anatomy 0287 
Biostatisfics 0308 
Botany 0309 
Cell . . . 0379 
Ecology 0329 
Entomology 0353 
Genetics 0369 
Limnology , 0793 
Microbiology 0410 
Molecular 0307 
Neuroscience 0317 
Oceanography 0416 
Physiology 0433 
Radiation 0821 
Veterinary Science 0778 
Zoology 0472 

Biophysics 
General 0786 
Medical 0760 

EARTH SCIENCES 
Biogeochumistry 0425 
Geochemistry 0996 

Geodesy 0370 
Geology 0372 
Geophysics , 0373 
Hydrology 0388 
Mineralogy 0411 
Paleobotany 0345 
Paleoecology 0426 
Paleontology 0418 
Paleozoology 0985 
Pah/noloay 0427 
Physical Geography 0368-
Physical Oceanography 0415 

HEALTH AND ENVIRONMENTAL 
SCIENCES 
Environmental Sciences 0768 
Health Sciences 

General 0566 
Audiology 0300 
Chemotherapy 0992 
Dentistry 0567 
Education 0350 
Hospital Management 07o9 
Human Development 0758 
Immunology 0982 
Medicine and Surgery 0564 
Mental Health 0347 
Nursing 0569 
Nutrition 0570 
Obstetrics and Gynecology . .0380 
Occupational Health ana 

Therapy 0354 
Ophthalmology 0381 
Pomology 0571 
Pharmacology 0419 
Pharmacy 0572 
Physical therapy 0382 
Public Health... ' 0573 
Radiology 0574 
Recreation .0575 

Speech Pathology 0460 
Toxicology 0383 

Home Economics 0386 

PHYSICAL SCIENCES 
Pure Sciences 
Chemistry 

General 0485 
Agricultural . . .0749 
Analytical 0486 
Biochemistry 0487 
Inorganic 0488 
Nuclear 0738 
Organic 04?0 
Pharmaceutical 0491 
Physical 0494 
Polymer 0495 
Radiation 0754 

Mathematics 0405 
Physics 

General 0605 
Acoustics 0986 
Astronomy and 

Astrophysics 0606 
Atmospheric Science 0608 
Atomic 0748 
Electronics and Electricity 0607 
Elementary Particles ana 

High Energy 0798 
Fluidand Plasma 0759 
Molecular 0609 
Nuclear 0610 
Optics 0752 
Radiation 0756 
Solid State 0611 

Statistics 0463 

Appl ied Sciences 
Applied Mechanics 0346 
Computer Science 0984 

Engineering 
General 0537 
Aerospace 0538 
Agricultural 0539 
Automotive 0540 
Biomedical 0541 
Chemical 0542 
Civil 0543 
Electronics and Electrical 0544 
Heat and Thermodynamics... 0348 
Hydraulic 0545 
Industrial 0546 
Marine 0547 
Materials Science 0794 
Mechanical 0548 
Metallurgy 0743 
Mining 0551 
Nuclear 0552 
Packaging 0549 
Petroleum 0765 
Sanitary ond Municipal 0554 
System Science 0790 

Geotechnology 0428 
Operations Research 0796 
Plastics lechnolsgy 0795 
Textile Technology 0994 

PSYCHOLOGY 
General 0621 
Behavioral 0384 
Clinical 0622 
Developmental 0620 
Experimental 0623 
Industrial 0624 
Personality 0625 
Physiological 0989 
Psychobiology 0349 
Psychometrics 0632 
Social 0451 

t 



*• 

To Dr. Heydar Radjavi and my parents 

i 

iv 



Table of Contents 

Table of Contents v 

Abstract vi 

Introduction 1 

1 Decomposability in finite dimensions 6 

1.1 Preliminaries 6 

1.2 Decomposability of nonnegative semigroups 9 

1.3 Decomposability of nonnegative bands 16 

2 Structure of constant-rank nonnegative bands in finite dimensions 22 

3 Nonnegative bands on £2-spaces 33 

3.1 Preliminary definitions and results 33 

3.2 Decomposability of nonnegative semigroups 37 

3.3 When is a nonnegative band decomposable? 47 

3.4 The structure of nonnegative, constant finite-rank bands 61 

3.5 Some conditions leading to decomposability of infinite-rank, nonnega­

tive bands 68 

4 A geometric characterization of maximal, nonnegative, indecompos­

able bands of constant finite rank 78 

Bibliography 84 

v 



Abstract 

The Invariant Subspace Problem is one of the most intriguing problems in Hilber1, 

Space Theory. Attempts to solve it have led to other interesting related problems 

in Operator Theory. In the past few vears extensive research has been done to find 

conditions under which a semigroup of operators (i.e., a collection of operators closed 

under multiplication) can be shown to have a common nontrivial invariant subspace. 

Such a semigroup is called reducible. 

The present thesis focuses on semigroups of (functionally) nonnegative operators 

and in particular, semig<-3ups of nonnegative idempotents called nonnegative bands 

on a finite or infinite-dimensional Hilbert space and obtains necessary and sufficient 

conditions for the existence of special kind of invariant subspaces for these semigroups 

which are termed standard subspaces. (An n x n matrix with nonnegative entries 

is an example of a nonnegative operator on C™ and the span of a subset of the 

standard basis {ei, e%,..., en} of C" is a standard subspace of Cn) . A semigroup with 

a common nontrivial standard invariant subspace is said to be decomposable. It is 

proved that a nonnegative band with each member having rank greater than one 

and containing at least one finite-rank operator is decomposable. An example of an 

indecomposable nonnegative band in B(l2) with constant infinite rank is given and it is 

shown that fmiteness of such a band makes it decomposable. Further, the structure of 

constant finite-rank bands is studied. Under a speci?il condition of fullness, maximal 

nonnegative bands of constant rank r are shown to be the direct sum of r maximal 

rank-one indecomposable nonnegative bands. Finally, a geometric characterization 

of maximal, rank-one, indecomposable nonnegative bands is obtained, which in view 

of the result stated above, gives a g -ometric characterization of maximal, finite-rank, 

indecomposable, nonnegative bands. 

VI 
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Introduction 

One of the most, longstanding problems in Operator Theory is the Invariant Subspace 

Problem: Does every bounded linear operator on an infinite-dimensional Hilbert 

space have a nontrivial closed invariant subspace? This problem has been solved 

for a few special classes of operators. One of the most significant results, due to 

Lomonosov, is the existence of nontrivial hyperinvariant svbspaces for any nonzero 

compact operator [9, 13]. 

Although the solution to the problem of finding a nontrivial invariant subspace 

for any bounded linear operator on a Hilbert space remains elusive, it has not de­

terred interested mathematicians from looking for common invariant subspaces for 

collections of operators satisfying certain properties. One related problem is the 

Transitive Algebra Problem: If A is a transitive operator algebra on a Hilbert space 

fi, must A be pointwise dense in B(7i)l ( A subalgebra A of B(H) is called transitive 

if the only closed invariant subspaces for A are {0} and 7i). An affirmative answer 

to the transitive algebra problem would imply th. t every operator which is not a 

multiple of the identity has a nontrivial hyperinvariant subspace (cf.[13], chap.8). 

A multiplicative semigroup of operators in B(H) is a collection of operators which 

is closed under multiplication. Note that any algebra in B(H) is a multiplicative semi­

group. By a semigroup of operators in B(H), we shall always mean a multiplicative 

semigroup. It is easily seen that the algebra generated by such a semigroup is just 

1 
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its linear span. A semigroup S is said to be reducible if its members have a common 

nont " vial invariant subspace. Thus a semigroup is irreducible if and only if the al­

gebra it generates is transitive. It has been the endeavour of several mathematicians 

in the past few years to find sufficient conditions under which a semigroup can be 

reduced. The next step would be to see if these conditions are strong enough to give 

(simultaneous) triangularizability for the semigroup. This means the existence of a 

chain C of closed subspaces of H such that 

(a) C is maximal (as a chain of closed subspaces of 7i), and 

(b) every member of C is invariant for S. 

I.Kaplansky [5, 6] proved that a semigroup o f n x n matrices over a field of char­

acteristic zero having constant trace is simultaneously triangularizable. This was a 

unification of Kolchin's Theorem [7] that a semigroup of unipotent matrices, i.e. ma-

1 trices of the form I + N, with N nilpotent is simultaneously triangularizable and 

Levitzki's Theorem [8] that a semigroup of nilpotent matrices can be put in a si­

multaneous triangular form. H.Radjavi [11] proved an extension of these theorems 

(in finite and infinite dimensions) stating that a necessary and sufficient condition 

for a semigroup of trace class operators to be triangularizable is that their trace be 

permutable. We say that trace is permutable on a semigroup S if for every k, every 

word A\A\ ...Ak'itiS, and every permutation s of {1 ,2 , . . . , k}, the equation 

tr(As{1)As{2)... As(k)) = tr(A1A2 ...Ak) 

holds. It is easy to see that this is the case if and only if 

tr(ABC) = tr(CBA) for all A, B, C in S. 

As a corollary to this, it is obtained that a semigroup of compact idempotents on Ti 

i 
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is triangularizable. In fact, this is true of a semigroup of idempotents containing at 

least one member of finite rank. (Note that a compact idempotent has finite rank). 

We use the term band to designate a semigroup consisting of idempotents. In this 

thesis, we shall examine bands of nonnegative operators i.e., (operators which map 

nonnegative vectors to nonnegative vectors) under conditions which would imply the 

existence of special kinds of invariant subspaces for these bands called standard subspaces. 

(The precise definition of nonnegative operators and nonnegative vectors is given in 

the text. But to have an idea, nonnegative operators in finite dimensions are fi­

nite square matrices with nonnegative entries). A semigroup which has a nontrivial 

standard invariant subspace will be called decomposable. A standard subspace of 

a finite-dimensional vector space V with a fixed basis is a subspace spanned by a 

subset of the basis vectors. Thus decomposability can be understood as permutation-

reducibility, i.e., a matrix A is decomposable if there exists a permutation matrix P 
IB C\ 

such that P AP has the form , where B, D are square matrices. 
VO DJ 

Semigroups of n X n matrices with nonnegative entries were studied in [12] and 

conditions were obtained to give reducibility for them. Also it has been proved [12] 

that submultiplicativity of the spectral radius on the members of a semigroup of 

compact operators represerted by matrices with nonnegative entries results in the re­

ducibility of the semigroup, although it may not yield decomposability. Under certain 

conditions, semigroups of nonnegative quasinilpotent operators have been proved to 

be not only decomposable but simultaneously triangularizable with a maximal sub-

space chain consisting of standard subspaces [1]. Even in finite dimensions, where we 

know that a band is triangularizable, the structure of bands is still not at all well 

understood. Some attempts have been made to study the structure of r .„nds, e.g. 

in [2] and [3]. Thus it is worthwhile to study semigroups for reducibility or decom­

posability under the extra condition of nonnegativity. In the present thesis, we focus 

! 
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our attention on bands of nonnegative operators. By a nonnegative semigroup (or a 

nonnegative band), we shall mean a semigroup (or a band) of nonnegative operators. 

We start by considering nonnegative semigroups and in particular, nonnegative 

bands on a finite-dimensional vector space in Chapters 1 and 2, and devote the rest of 

the thesis to studying nonnegative bands on an infinite-dimensional Hilbert space. In 

Chapter 1, necessary and sufficient conditions for a semigroup of nonnegative-entried 

n X n matrices to be decomposable are given. It is shown among other results that a 

nonnegative band in which every member has rank greater than one is decomposable. 

In Chapter 2, starting with the general form of a nonnegative band of constant 

rank one, it is proved that a maximal nonnegative band of constant rank r under 

the special condition of fullness is a direct sum of r maximal rank-one nonnegative 

indecomposable bands. In addition, the structure of any maximal nonnegative band 

of constant rank r is exhibited. 

Chapter 3 presents the infinite-dimensional analogues of the results obtained in 

Chapters 1 and 2. In this case, the po'sibility that operators in a band can have 

infinite rank gives new perspective to the study of their decomposability. It is proved 

that a nonnegative band with each member having rank greater than one and contain­

ing at least one finite-rank operator is decomposable. The question whether a band 

of infinite-rank operators on an infinite-dimensional Hilbert space is reducible is still 

unsolved. Here we present a negative answer to this problem as regards decompos­

ability through an example of a nonnegative band in B(l2) with constant infinite rank 

which is not decomposable. Further, it is shown that under the additional hypothesis 

of finiteness, an infinite-rank nonnegative band is decomposable. 

Lastly, in Chapter 4, a geometric characterization of a maximal, nonnegative, 

indecomposable rank-one bands is obtained. This result completely determines the 

structure of maximal, nonnegative, indecomposable, finite-rank bands by what has 
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been proved in the earlier chapters. It is shown that a maximal, nonnegative, inde­

composable, rank-one band in B(C2(X}) is of the form U <g> V, U, V subsets of the 

nonnegative cone of C2(X)\ U is a translation by a positive vector of a space contain 

ing only mixed vectors (i.e., vectors having both positive and negative parts) and V 

is the orthogonal complement of this space consisting of vectors having inner product 

1 with the positive vector. 
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Chapter 1 

Decomposability in finite 

dimensions 

1.1 Preliminaries 

The contents of this chapter deal with the existence of a special kind of invariant 

subspace for a single operator or a collection of operators on a vector space V with 

dimension n > 1 over the complex field C. Thus we shall be considering V as C n with 

the standard basis {et, e 2 , . . . , en}. The one-to-one correspondence between B(V) and 

Mn(€) allows us to identify linear operators on V with their matrix representations 

Wiuh respect to the fixed basis. We would like to say at the outset that all the results 

given in this thesis hold trut f the field of scalrs C is replaced with E. We begin 

with some definitions . 

Definition 1.1.1 An operator T € B(V) is called nonnegative (resp. positive) 

if T(x) > 0 (resp. T(x) > 0) whenever x > 0 (resp. 0 ^ x > 0) in V. We write 

x = (xi) ^ 0 (resp. x > 0) if Xi > 0 (resp. a;,- > 0) for all i, in which case x is called 

a nonnegative (resp. positive) vector. 

6 
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Let A = (aij) be ann x n matrix. It is called nonnegative (resp. positive) if 

a>i3 > 0 (resp. a^ > 0) for i,j — 1,2,..., n. 

It is easily seen that an operator is nonnegative (resp. positive) if and only if its 

matrix is nonnegative (resp. positive). 

Throughout the chapter, we shall be dealing with nonnegative (or positive) linear 

transformations and matrices. 

Definition 1.1.2 A subspace ofV is called a standard subspace if it is the span 

of a subset of {ex, e<i,..., e„}. It is nontrivial if it is different from {0} and V. 

Definition 1.1.3 A linear transformation T onV is called decomposable if there is 

a nontrivial standard subspace invariant under T, otherwise, it is indecomposable. 

Equivalently, for an n xn matrix A, decomposability means the existence of a proper 

subset {t"i,ia,... ,ik} of {1,2,... ,n} such that 

\f{AeZi,Aei2,...,Aeh} C \ / { e v e v . . . , e , J . 

( For any set of vectors {v\, v%,...}, \J{v\i v2, • • •} denotes the (closed) linear span of 

the vectors {vi,V2, • • •})• 

The composition of a permutation matrix and a diagonal matrix with positive 

diagonal entries will be called a generalized permutation matrix. 

In the following two simple propositions, we prove an equivalent condition for 

decomposability of a nonnegative nxn matrix which will be used throughout the 

sequel. 

Proposition 1.1.4 An nxn matrix A = (atJ) is decomposable if and only if there 

exists a permutation matrix P such that 

(B C\ 
P-XAP=[ 

V0 D 
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where B and D are square matrices. 

Proof. If A is decomposable, then 

\J{ Aeiy, Aei2,..., Aeik } C \/{c,^ , e^,..., e,-fc} 

for some proper subset K = {ii, i2,..., ik] of {1 ,2 , . . . , n}. 

Let K denote the index set {ii,i2, • • •, i/t, j i , >2, • • • Ji} where /i'0 = {ji,j2, • •.,;';} 

and consider the new basis C = {e,}lSJC. Note that in C, the basis elements have been 

rearranged only. Thus the transition matrix P is a permutation matrix such that 

(B c\ 
p-1AP=[ 

Conversely, suppose there exists a permutation matrix such that 

(B G \ P~XAP = 

\ 0 D) 

In other words, there exists an ordering {i\,i2,. • • ,h,ji,J2,- • -,ji} of {i,2, . . . , n } 

such that 

aiaH = 0 (a = 1,2,...,k;/3 =1,2,...,I) 

i.e., (Ae} , e \ = 0 for all a and j3. 

This shows that 

\f{Aeh,Aeh,...,Aejt} C \J{eh,eh,...,eh}. 

Thus A is decomposable. • 

Proposition 1.1.i An nxn matrix A = (a,,) is decomposable if and only if there 

exists a generalized permutation matrix P such that 

(B c\ 
P-'AP^I 

V0 D) 
where B and D are square matrices. 

Proof. The proof is the same as for the preceding proposition. • 

I 
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1.2 Decomposabili ty of nonnegative semigroups 

By a semigroup in B(V) (or Mn(€)), we mean a collection of operators (or matrices) 

which is closed under multiplication. In this section, we shall be exclusively concerned 

with semigroups containing nonnegative matrices in A/f„(C). Such semigroups will 

be called nonnegative semigroups. Whenever we consider semigroups in Afn(C), it 

is with the tacit understanding that the matrices are operators with respect to the 

given fixed basis. 

The definition of decomposability of a single matrix can be extended to a semi­

group of matrices in the obvious manner. Thus a semigroup S C Mn($) is decom-

posab1^ if CatS, the lattice of subspaces of C™ which are left invariant by all operators 

in S, contains a nontrivial standard subspace. Equivalently, c9 is decomposable if and 

only if there exists a permutation matrix P such that 

, I ^>11 >->12 \ 

P~\SP= for all 5 €<?, 

V o S22J 
where Su and 522 are square and of fixed sizes r and n — r respectively. 

A semigroup <S in B(V) is said to be reducible if it has a common nontrivial in­

variant subspace. Observe that decomposability implies reducibility but the converse 

may not be true. A simple example to illustrate this is the cyclic permutation matrix 

(° ° l\ 
A= 1 0 0 

\ 0 1 07 

which is obviously reducible but is indecomposable as Ae\ = e2,Ae2 = e 3 ,^e 3 = ei. 

Definition 1.2.1 A subset J of a semigroup S is called an ideal if JS and SJ belong 

to J for all J £ J and for all S £ S. 

It is a well known result that every nonzero ideal of an irreducible semigroup 

of operators is irreducible [12]. In Proposition 1,2.3, we prove its counterpart for 
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indecomposable semigroups of n x n matrices with nonnegative entries. In a later 

chapter, this result will be proved in a more general setting. 

It is easy to see that any decomposable semigroup in .M„(C) has a common 

zero entry. The following lemma proves the converse of this result for nonnegative 

semigroups in Mn(€). 

Lemma 1.2.2 If a nonnegative semigroup S C A4n(C) has a common zero entry, 

that is, if for some fixed i and j , the (i,j) entry of every member of S is zero, then 

S is decomposable. 

Proof. We can distinguish two cases : 

(i) The common zero is not on the diagonal of each matrix in S. 

(ii) The common zero lies on the diagonal of each matrix in S. 

We first consider the case when the common zero does not lie on the diagonal 

and then show that the other case reduces to this. By permuting the basis, we can 

assume with no loss of generality, that this zero lies in the (2,1) slot of the matrix 

A = (ay) of every A in S, i.e., 

a21 = 0 for all A 6 S. 

Now, for every pair A, B in S, the (2,1) entry of AB is zero, i.e., 

££=i a2kh\ = 0. 

Since the matrices are nonnegative, this implies that 

o-2k°k\ = 0 for all k = 1,2,..., n and for all A, B € S. 

Define a set 

U = {k e {1, • • •, n) : 3 B(k) = (bf) 6 S such that b{$ + 0}. 

I! 
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If U = <j>, then bk\ — 0 for all k and for all B £ S, which implies that V{ei} £ £ai<S 

and so S is decomposable. Therefore, we can assume that U is nonempty. Also as 

2 qL U, U ^ {l,...,n}. Consider M = \f{ek : k 6 U}\ then M is a nontrivial 

standard subspace of Cn . We claim that M £ CatS. It suffices to prove that for any 

A ES, 

apk = 0 for all k £ U and for allp £U. 

Let p $ U, then fepi = 0 for all B £ S. Since <S is a semigroup, the (p. 1) entry of 

Af? is zero for all A, B in S, i.e., %k=iapkht = 0. This implies that avkh\ — 0 for all 

k and for all A, B £ c9 (the matrices being nonnegative). If k £ U, then there exists 

BW £ S such that frj.? ^ 0. Thus ap* = 0 for all A £ S and for all * £ U, p $ U 

which proves our claim. 

Next, if the common zero of S is a diagonal entry, then by permuting the basis, 

we can bring it to the (1,1) slot. Now, if the first row is zero for every A in 5 , we 

are done for then S is decomposable (V{e2, e$,..., en} being the nontrivial standard 

invariant subspace). Otherwise, an ^ 0 for some irj ^ 1 and for some A £ S. Now 

for any B £ <S, 

0 = (AB)U = S^aiA- , 

=** aj,-6,-i = 0 for all i and for all B £ S 

=> 610i = 0 for all 5 £ c9 

i.e., a nondiagonal entry is permanently zero in S which reduces the problem to the 

previous case. • 

Proposition 1.2.3 If S is an indecomposable semigroup of n x n nonnegative ma­

trices, then so is every nonzero ideal ofS. 

Proof. Let J be a nonzero ideal of S and suppose that it is decomposable. Then 
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after a permutation of basis, every member J of J assumes the form 

where A, G are square matrices. 

Pick a nonzero J of this form and let 

X Y 
S = 

w z 
be an arbitrary element of S. Then 

XA XB+YC SJ . 
.WA WB + ZC 

J being an ideal, SJ £ J and therefore we must have WA = 0. 

Now, if A =fi 0, then W and hence S will have a permanently zero slot (if a,j ^ 0 

in A, then on multiplying the k th row (wyi, Wki, • • •, Wkn) of VP by the j th column 

of A, we get lo^-ay = 0 which implies that iuj,.,- = 0, in other words, the i th 

\anj/ 

column of W is zero; we pick a single entry from this zero column and observe that 

it is zero in all the members of S). By Lemma 1,2.2, S is decomposable which is a 

contradiction. Therefore, assume that A = 0 for all J £ J. Again 

JS=(° B)(x Y' 

\0 C) \w z 
BW BZ\ 

cw cz) 
Thus BW = 0 = CW. If either of B or C is nonzero, then by the same reasoning 

as above, we shall find S to be decomposable. Therefore, we must have B = 0 = C, 
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in other words, J = 0, a contradiction. Hence every nonzero ideal of S must be 

indecomposable. O 

Definition 1.2.4 By a nonnegative (resp. positive) linear functional f on Cn , we 

mean a linear transformation from C™ into C satisfying f(x) > 0 (resp. f(x) > 0) 

whenever x > 0 (̂ resp. 0 ^ z > 0j in C™. 

We include the proof of the following fundamental result which will be required 

in our next proposition. 

Lemma 1.2.5 Letf be a nonnegative linear functional on Mn(€). Then there exists 

a nonnegative matrix B in yW„(C) such that f(A) = tr(BA) for all A £ Mn(C). 

Proof. We know that the collection {Ei:},i,j = 1,2,,... ,n where the (i,j) entry in 

Ei} is 1 and the remaining entries are zero, forms a basis for .M„(C). Thus for any 

A = (ay) £ Mn(€), we can write 

A = T,hJaijEi3. 

Then 

f(A) = Y.i<jaijf{Eij). 

Write f(E{j) = ctji and define B = (ay,-). 

Then it can be easily verified that f(A) = tr(BA). Further, if / is nonnegative, 

then ctji > 0 for all i,j and thus B is nonnegative. • 

Proposition 1.2.6 Let S be a semigroup in Mn[G) with nonnegative matrices and 

f a nonzero, nonnegative linear functional on A4n(C) whose restriction to S is zero. 

Then S is decomposable. 
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Proof. By Lemma 1.2.5, there exists a nonnegative matrix B such that 

f(A) = tr(BA) for all A £ M„(C). 

By our assumption, tr(BA) = 0 for all A £ S. Also / nonzero implies that B is 

nonzero. Suppose 6y is a nonzero entry in B. Since the entries in BA are nonnegative 

and tr(BA) = 0 for all A € 5, all the diagonal entries of BA are zero for each A £ S, 

in particular, the (i, i) entry is zero. Thus 

bnau + &,-2a2i H + kjaji + f- &,•„«„,• = 0. 

Each summand in the above sum being zero, we have 

bijaji = 0 =$- aji = 0 as % ^ 0. 

This shows that if the (i,j) entry of B is nonzero, then the (j, i) entry of each A 

in S is zero. Hence by Lemma 1.2.2, S is decomposable. • 

Remark 1.2.7 The analogue of the above result for reducible semigroups is as follows 

[12]: 

If S is a semigroup in At^C) and / a nonzero functional on Mn(€) such that 

the restriction of / to S is zero, then <S is reducible. The proof of this result is an 

easy consequence of Burnside's Theorem. 

Consider the algebra A generated by S. If S is irreducible, then so is A and 

by Burnside's Theorem, A = Mn(€). But f\$ = 0 implies / | ^ = 0 which is a 

contradiction. Thus S must be reducible. 

Furthermore, in case of reducibility, if / is a nonzero functional on B(V) which is 

permutable on any collection S in #(V), then S is reducible. As a corollary to this, 

we have that if a nonzero functional is multiplicative or constant on a semigroup in 

B(V), then the semigroup is reducible, (cf. [12]). 

I 
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The same hypothesis does not give decomposability in case of nonnegative semi­

groups. For example, consider the one-element semigroup 

/ / I . . . 1 ^ 
n n 

S = I : ; . 
n n 

Then the trace functional is such thai it is constant on S and thus permutable 

but S is obviously not decomposable. 

We list a few equivalent conditions for decomposability of nonnegative semigroups 

inMn(C) . 

Theorem 1.2.8 For a semigroup S in jVfn(C) with nonnegative matrices, the fol­

lowing are equivalent 

(i) S is decomposable. 

(ii) There exists a nonzero, nonnegative functional on yWn(C) whose restriction to 

S is zero. 

(Hi) S has a common zero entry. 

(iv) S has a common nondiagonal entry which is zero. 

(v) There exist A, B in Mn(G), both nonzero and nonnegative such that ASB = 

{0}. 

Proof, (i) => (ii) If S is decomposable, then after a permutation of basis, every 
I S\\ S\2\ 

member S of <S is of the form I I , where S\\, S22 are square matrices. Define 
V 0 522/ 

a linear functional / on Mn(G) by f(A) — a,-;- where a,y is the fixed (i, ?) entry in the 

matrix representation of A with respect to the permuted basis from the block A2\. 

Clearly / is a nonzero, nonnegative functional on Mn(C) such that f\s = 0. 



16 

(ii) =£- (Hi) This has been proved in Proposition 1.2.6. 

(Hi) =3- (iv) Suppose the common zero entry in 5 lies on the diagonal of each 

member of S. Then, as proved in the last part of the Lemma 1.2.2, we shall obtain 

that a nondiagonal entry i" commonly zero in S. 

(iv) =$> (v) Let Sjk = 0 for all S £ S for some j ^ k. Construct an n X n matrix 

A such that a,- j > 0 for some i0 and the remaining entries are zero. Similarly, let 

B £ Mn(€) be such that bkiB > 0 for some la and the remaning entries are zero. Then 

A, B are nonzero, nonnegative matrices and it can be easily verified that ASB = {0}. 

(v) =£• (i) We have ASB = {0} for some nonzero, nonnegative A,B in Mn(€). 

If a,j and bki are nonzero entries in A and B respectively, then it is easy to see that 

the (j, k) entry in each S £ S is zero. This makes use of the fact that A, B and S are 

nonnegative-entried matrices. By Lemma 1.2.2, S is decomposable. • 

Remark 1.2.9 Clearly, if S is decomposable, it has a common nondiagonal zero 

entry but decomposability may not give a common diagonal zero entry. 

For example, 
1 0 0 \ 

0 1 i 
2 2 
1 1 
2 2 

is a singleton semigroup which is decomposable but no permutation of the basis will 

produce a zero on the diagonal. 

1.3 Decomposability of nonnegative bands 

Definition 1.3.1 A band in B(V) (resp. Mn(G)) is a multiplicative semigroup of 

idempotents i.e., operators (resp. matrices) E such that E = E2. 

In this section, we confine our attention to bands in A4n(€) with nonnegative-

entried matrices and prove their decomposability under certain conditions. We start 

I 



17 

with a singleton nonnegative band. 

Lemma 1.3.2 Let E be a nonnegative nxn idempotent with rank r > 1. Then E is 

decomposable. 

Proof. We first show that if r > 1, then the range of E contains a nonzero (column) 

vector z with nonnegative entries and at least one zero entry. Pick any two nonneg­

ative linearly independent elements x and y in the range of E. Then Ex = x and 

Ey = y. If either x or y has a zero entry, we are done. Otherwise, let 

/ xi \ (2/i \ 

x = 
x2 

\Xn/ 

and y = 
2/2 

\ y » / 

y y 
and let — = max\— : i — 1,2,.. . n}. Then the vector z = y x — x y is nonzero, 

x xt ' 

has nonnegative entries, and its j th entry is zero. Since Ez = z, it is the desired 

vector. With no loss of generality, we can assume that z is the vector with a minimal 

number of nonzero entries. After a permutation of the basis, we can assume that the 

entries (zt) of z satisfy 

z, > • • • > z„ > h+1 = 0. 

Then the equation Ez = z, together with the nonnegativity of entries in E and 

z, implies that the (i,j) entry of E is zero whenever i > k + 1 and j < k. Thus the 

span of the first k basis vectors is invariant under E, i.e., E is decomposable. • 

Remark 1.3.3 The above result can also be obtained using the Perron-Frobenius 

Theorem (Theorem 5.5.1 (i) in [10], p. 124) part of which says that an n x n nonnegative 

indecomposable matrix has a real positive eigenvalue, say r, which is a simple root 

of its characteristic equation. Thus if E is indecomposable, then since an idempotent 
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has only 0 and 1 as eigenvalues, the eigenvalue 1 will occur only once in its spectrum 

and so the trace of E is 1. But for an idempotent, its rank equals its trace and 

therefore, rank(.E) = 1, which is a contradiction. Thus E must be decomposable. 

We use the convention Cat'S to denote the lattice of all standard subspaces which 

are invariant under every member of S, where S is a collection of operators on any 

Hilbert space with finite or infinite dimension. It can be shown by simple induction 

in the finite-dimensional case (and by Zorn's Lemma in infinite dimensions) th?t for 

any semigroup S, Cat'S has a maximal chain. This chain may be nontrivial or trivial 

according as S has a nontrivial standard subspace or not. Each chain in Cat'S gives 

rise to a block triangularization for S and since the members in the chain are standard 

subspaces, we shall call it a standard block triangularization. Evidently, to say 

that S has a standard block triangularization is equivalent to saying that there exists 

a permutation matrix P such that for each S in <f, P~XSP has the upper block 

triangular form. 

Suppose C is a chain in Cat'S and A4,Af are two successive elements in C such 

that M C Af, then Af & AA is called a gap in the chain. If P is the orthogonal 

projection onto Af 6 M, then the restriction of PSP to the range of P is called the 

compression of 5 to Af 0 AA. Note that every compression corresponds to a diagonal 

block in the block triangularization of S. 

Theorem 1.3.4 Let E be an nxn idempotent ofrankr > 1 with nonnegative entries. 

Then 

1. any maximal standard block trianguh -ation of E has the two properties 

(a) each diagonal block is either zero or a positive idempotent of rank one. 

(b) there are exactly r nonzero diagonal blocks. 

W 
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2. there exists a standard block triangularization of E with properties (a) and (b) 

such that no two consecutive diagonal blocks are zero (so that the total number 

of diagonal blocks is < 2r -f I). 

Proof. By Lemma 1.3.2, E is decomposable. Let C be a maximal chain in Cat'E 

resulting in a maximal standard block triangularization of E. If Ad and Af are in C 

such that Af 0 M is a gap, then if the compression of E to Af Q M is nonzero, it is 

an indecomposable idempotent for otherwise, if it has an invariant subspace K. of the 

desired kind, then M @K. is a standard subspace, invariant under E which lies strictly 

between M and Af and is comparable with every member of C, thus contradicting 

the maximality of C. Therefore, every nonzero compression (or diagonal block) is 

indecomposable and of rank one by Lemma 1.3.2. Since the rank of an idempotent 

equals its trace, it is apparent that the numbc- of nonzero diagonal blocks is exactly r. 

(Observe that in any block triangularization of an idempotent, the diagonal blocks 

or the compressions are idempotents). 

It is easy to see that an indecomposable rank-one matrix cannot have any zeros 

in it. A zero entry would lead to a zero row (or a zero column) which after a permu­

tation of basis can be brought to the position of the last row (or first column), thus 

rendering the matrix decomposable. Therefore, a nonzero diagonal block is a positive 

idempotent of rank one. 

Lastly, the fact that a 2 x 2 block matrix whose (1,1), (2,11 and (2,2) blocks are 

all zero is an idempotent if and only if it is zero proves part 2 of the theorem. • 

We now study the decomposability of a nonnegative band with more than a single 

member. 

Theorem 1.3.5 Suppose S is a band in A4„(C) with nonnegative matrices such that 

rank (S) > 1 for all S £ S. Then S is decomposable. 
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Proof. Let m = min { rank (S); S £ S}. Select a P in S of rank m. For an 

arbitrary S £ S, consider PSP. This is an idempotent whose range is contained in the 

range of P and whose null space contains the null space of P. Since rank (PSP) = 

rank (P) = m, we obtain PSP = P. Thus PSP = {P}. 

Further, since rank (P) = m > 1, by Theorem 1.3.4, we can see that P has the 

form I J with respect to some permutation of basis where both Pi and P2 are 

( Su Si2 \ 
be the representation of an arbitrary S in S with respect 

521 ^22 / 

to this permuted basis. Then PSP = P implies that P2S2\P\ = 0. As in the proof 

of Theorem 1.2.8 ((v) =>• (i)), we can show the existence of a zero entry in S2t- Since 

S is arbitrary and P fixed, this zero will occur commonly in each S2\ and hence in 

S. By Lemma 1.2.2, S is decomposable which proves the theorem. • 

Remark 1.3.6 In the proof of the theorem above, if we consider J to be the collec­

tion of all rank m elements in S, then for any J £ J and S £ S, 

rank (JS) < min { rank (J), rank (S) } = rank (J) = m. 

By minimality of m, we get rank (JS) = m (JS 7̂  0 as rank (S) > 1 for all S in S); 

therefore JS £ J. Similarly, it can be shown that SJ £ J. Thus J is a nonzero ideal 

of S. By Proposition 1.2.3, S is decomposable if and only if Jxs decomposable. Thus, 

with no loss of generality, we can assume that S is a nonnegative band of constant 

rank m. 

Theorem 1.3.7 Let S be a nonnegative band in Mn(€) such that rank (S) > 1 for 

all S in S. Then any maximal standard block triangularization of S has the property 

that each nonzero diagonal block is a nonnegative band with at least one element of 

rank one in it. 
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Proof. By Theorem 1.3.5, S is decomposable. Let C be a maximal chain in Cat'S 

resulting in a standard block triangularization of S. If M and Af are in C, AA C Af 

such that AfQAA is a gap and if the compression of S to Af Q AA is nonzero, it clearly 

forms a nonnegative band. Further, it must be indecomposable, for otherwise, if it has 

a standard invariant subspace K., then AA ®1C is in Cat'S, lies strictly between AA and 

Af and is comparable with every member of C, thus contradicting the maximality of C. 

Thus, every nonzero compression (or diagonal block) constitutes an indecomposable 

band and hence by Theorem 1.3.5 it must contain at least one element of rank one. 

• 
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Chapter 2 

Structure of constant-rank 

nonnegative bands in finite 

dimensions 

In the previous chapter, we saw in (Remark 1.3.6) that the question of decompos­

ability for a nonnegative band reduces to the case of a constant-rank ideal in it. This 

fact shows the significance of constant-rank nonnegative bands and motivates us to 

study their structure. We are still dealing with nonnegative bands in AAn(C). 

Lemma 2.1.1 Let S be a nonnegative band in AAn(€) of constant rank one. Then 

there exists a permutation matrix P such that for each S £ <S, P-1SP has the block-

triangular form 

/ 0 XE XEY\ 

0 E EY , 

\ 0 0 0 / 

where the diagonal block So — {E : S £ S} constitutes a rank-one indecomposable 

band and X and Y are nonnegative matrices of suitable size. 

22 
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Proof. As usual, we view the members of S as matrices of operators relative to a 

fixed basis B. Let B\ consist of the elements of B which are in ker S and Bz consist of 

those elements of B which are in ker S* but not in ker S. Let B2 be the complement 

of B-i U Bz in B. Then the arrangement SiU/32Ui?3 of the basis B gives rise to the 

permutation matrix P such that for each S in S, P~XSP has the matrix form 

/ 0 X Z\ 

0 E Y , 

\ 0 0 0 / 

where X, Y, Z are matrices of suitable size. 

The equations E2 = E, X = XE, Y = EY and Z = XEY are obtained 

using the fact that each matrix in S is an idempotent. Lastly, the diagonal block 

So = {E : S E S} forms a rank-one band because S is a rank-one band. It is easily 

checked that So is indecomposable, for otherwise, a zero entry in <So will lead to a 

common zero row or a common zero column (using the fact that the rank of S is one), 

which is not possible as all the zero rows and zero columns have already been taken 

out. • 

Lemma 2.1.2 If S is a nonnegative band in AAn(C) with constant rank r, then S 

has a standard block triangular form with exactly r nonzero diagonal blocks, each 

constituting an indecomposable band of rank one. Furthermore, this can be done so 

that no two diagonal blocks are consecutively zero. Therefore, ifk be the total number 

of diagonal blocks, then k < 2r + 1. 

Proof. We shall prove the lemma by induction on r. The case 7- = 1 is dealt with in 

Lemma 2.1.1. Suppose r > 1; then we know by Theorem 1.3.5 that S is decomposable. 

Therefore, after a permutation of basis, every 5 £ cS is of the form 

Vo s J ' 

I- **• I 
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where Si, S2 are square matices. Consider the two diagonal blocks, <Si = {S\ : S £ S} 

and S2 = {S2 : S £ <S}. Clearly, Si and S2 form nonzero, nonnegative bands. We 

now prove that Si and S2 are constant-rank bands. 

Let 
(Si X\ (Tx Y\ 

S=[ and T ={ 
VO S2J \0 T2) 

be two elements in <S such that rank (Si) = my and rank (Tx) = m2. Let us assume 

that m\ < m2. Then since the rank of S and T is r, rank (62) = r — mi and 

rank (T2) = r — rn2- Consider 

ST=(Sl X)(Tl Y) = (SlTl S"Y + XT2\ 
~\0 Sj\0 T2) V 0 S2T2 ) ' 

Now 

rank (S1T1) < min { rank (^i), rank (Ti) } = min {m\,m2} = my 

and 

rank (S2T2) < min { rank (^2), rank (T2) } = min {r - mi,r — m2} = r — m2 

But then, 

rank (ST) = rank (S1T1) + rank (S2T2) < mi + r — m2 < r, 

which impllies that mi = m2. Therefore Si has constant rank and by the same 

argument so does £2. Also since Si and S2 are nonzero bands, their ranks are less 

than r. Thus induction applies and we obtain the desired result. 

Lastly, the fact that a 2 x 2 block matrix all of whose blocks except (1,2) are zero 

is an idempotent if and only if it is zero justifies the assertion that no two diagonal 

blocks are consecutively zero, • 
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Definition 2.1.3 A semigroup S in A4n(C) of nonnegative matrices will be called a 

full semigroup if S has no common zero row and no common zero column. 

Lemma 2.1.4 Let S be a full band of nonnegative matrices in Mn(€) with constant 

rank one. Then S is indecomposable. 

Proof. Supnose S is decomposable. Then after a permutation of basis, each S £ S 

can be ar ramed to have the form 

Sll Sl2 

0 S 2 2 . 

Now 

rank S = rank (Sn) + rank (S22) = 1 

=̂> either rank (Sn) = 0 or rank (622) = 0 

=£> either Sn — 0 or 622 = 0. 

With no loss of generality (i.e., by considering S* if necessary), we can assume that 

Sn = 0. Therefore, this particular S has the form 

/ 0 Sn 
S = 

V0 SN 

Let 

T - ( T u Tu 

~ \ 0 r22 

be an arbitrary element in S. We claim that Tii = 0. Assume not; then T22 — 0, in 

which case 

ST-(° Sn)(Tn Tl2) = (° ° 

\o s22) v 0 0 J \o 0 
which is not possible as each member of <S has rank one. Thus, we have Tu = 0 which 

implies that any operator 5 in S has the representation 

s=(° Su 

V0 S22 

but this contradicts the fact that S is full. Hence S must be indecomposable. • 
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Theorem 2.1.5 Let S be a nonnegative band in AA.n(G) with constant rankr. 

(i) If S is full, then there exists a permutation matrix P such that for any S ES, 

P~lSP has the block diagonal form 

(Si 

\ 

\ 

SrJ 

where each <!>,• = { Si : S £ S} is an indecomposable band of rank-one matrices. 

(ii) In general, there is a permutation matrix Q such that for each S E S, Q~lSQ 

has the upper block triangular form 

/ 0 XE XEY\ 

0 E EY , 

\ 0 0 0 / 

where matrices X, Y are of appropriate size and So — {E : S £ S} is as in case (i). 

Proof, (i) If the rank r of S is one, then the result is true by Lemma 2.1.4. We shall 

prove the theorem by induction on r. Let r > 1, then by Lemma 2.1.2, each S in S 

can be assumed to have the form 

'Si Xi 

0 S3 

where the diagonal blocks <Si = {Si : S E S} and S2 = {S2 : S E S} form nonzero 

bands of constant rank less than r. Also then, by the fullness of S, Si has no common 

zero column and S2 has no common zero row. 

Let 

E-
Ei X 

0 E2 

be arbitrary but fixed in S. 

I 
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Let 
(Fi Y\ (Gi Z 

F=[ and G = 
\0 F2J V 0 G2 

be arbitrary members in S. Then 

Gi Z\ (Ei X\ (Fx Y 
GEF 

0 G2J\0 E2J\0 F2 

Gi Ei Fi Gi Ei Y + Gi XF2 -f ZE2F2 

0 G2 i?2 -f2 

The fact that G£JF is an idempotent implies that 

GiExFi(GxEiY + GiXF2 + ZE2F2) + (GXEXY + GXXF2 + ZE2F2)G2E2F2 = 

GiEiY + GiXF2 + ZE2F2. 

Premultiplying the above equation by GiEiFi and postmultip lying by G2E2F2, we 

obtain 

GiEiF1(GiEiY + GiXF2 + ZE2F2)G2E2F2 = 0 

=> GiEiFrGiEiYG2E2F2 + GiEiFyGiXF2G2E2F2 + GiEiFiZE2F2G2E2F2 = 0. 

Since all the matrices are nonnegative, this gives 

GiEiFiGiXF2G2E2F2 = 0. (1) 

Now G\, EiFi E Si and F2, G2.E2 £ S2 both of which have constant rank. Therefore, 

G1E1F1G1 = Gi and F2G2E2F2 = F3. 

Thus (1) reduces to 

GiXF2=0. (2). 

Since Gi £ <Si and F2 £ S2 are arbitrary, (2) reduces to 

SiXS2 = 0. 
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But Si has no common zero column, therefore XS2 = 0 and the fact that S2 has no 

common zero implies that X = 0. Thus 

E=(EI M 

V0 EiJ' 

This shows that any general element S in S is of the form 

(s> °) 
where <Sj = {Si : S E S} and <S2 = {S2 : S E S} are nonnegative full bands with 

constant rank less than r. Hence induction applies and S is of the desired form. 

(ii) In the general case, we consider the following arrangement of the basis B 

relative to which the matrices are expressed. Let Bi be the vectors in B which are in 

ker S and B3 be those basis elements which are in ker <S* but not in ker S and let 

the remaining vectors in B be denoted by B2. Then with respect to this permutation 

of basis (viz., B — Bi\JB2i)Bz), every element S of S assumes the form 

/0 X z\ 

5 = 0 E Y . 

VO 0 0 / 

Since S2 — S, we have 

E2 = E, X = XE,Y = EY and Z = XEY. 

These equations imply that So = {E : S E S} cannot have a common zero row or 

a common zero column. Thus <S0 is a full nonnegative band of constant rank r and 

hence is of the form given in (i) above. Q 

Remark 2.1.6 1. It is easily verified that the product of any two block matrices 

of the form exhibited in part (ii) of Theorem 2.1.5 is again of the same form. 
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2. If in the statement of the theorem above, S is taken to be a maximal band, 

then it is readily observed that the bands <?,• must be maximal. In part (ii), So 

and the collection of all X, Y are maximal too. 

3. In Theorem 2.1.9, we show that the converse of part (i) of Theorem 2.1.5 is also 

true in case the bands Si are maximal. To prove this, we we shall need a couple 

of lemmas, of which Lemma 2.1.8 may be of independent interest. 

Lemma 2.1.7 Let S be an indecomposable, nonnegative semigroup in Mn(€) and 

ei be any basis vector. Then \/{Se,} contains a positive vector. 

Proof. Since S is indecomposable, no entry in the members of <S is permanently 

zero. Therefore, for each k = 1,2, . . . , n , there exists A^k' £ S such that its (k,i) 

entry is nonzero. It is evident that then (A^ + A^ + • • • + A^)et is the desired 

positive vector. 

• 

Lemma 2.1.8 Let S be a direct sum of r nonnegative, indecomposable semigroups 

Si,.. .,ST, so that each member of S has block diagonal representation 

(Si \ 

s2 

l sr) 
where St £ Sui = 1,2,..., r, with respect to a fixed decomposition AAi © • • • (B AAT of 

V into standard subspaces. Then every M E Cat'S is of the form AA = ®r
x-xe.iM%, 

where each €i is either 0 or 1. 

Proof. It is obvious that each AAi belongs to Cat'S. Also, each S, being indecom­

posable, Mi is a minimal standard subspace in Cat'S in the sense that S has no 
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standard invariant subspace properly contained in it. Now let M E Cat'S. We define 

e; = 1 if Mi fl M contains a basis vector and e; = 0 otherwise. To prove the desired 

result, it is enough to show that if ej £ Mi is such that ej E M, then Mi C M. 

We write ej with respect to the given decomposition of the space and suppose the 
/ 0 \ 

resulting vector is Xi 

V o ; 

where the column vector a;,- has 1 at the appropriate place 

and zero elsewhere. Consider Sej. Then Sej 

( 0 \ 

SiXi £ M. Since <S,- is a nonneg-

\ 0 / 
ative, indecomposable semigroup, by Lemma 2.1.7, we obtain a positive vector j/,- in 

/ 0 \ 

Mi which is a nonnegative linear combination of {5,i,}. Consider y = y< 

W 

; y is a 

positive linear combination of all the basis vectors which span Mi. Also y £ M and 

M being a standard subspace, it is spanned by a subset of basis vectors. Expressing 

y as a linear combination of the basis vectors that span M, we observe by the linear 

independence of the basis vectors that there cannot be any basis vector which is in 

Mi but not in M. Hence we must have Mi Q M which proves the lemma. • 

Theorem 2.1.9 A direct sum of r maximal, indecomposable, nonnegative rank-one 

bands is a maximal band of constant rank r. 

Proof. For r = 1, the result is obvious. Therefore, let r > 1. Suppose Si,S2, • • • ,Sr 

are r maximal indecomposable, nonnegative rank-one bands and consider their direct 



31 

sum. Every member S of S is of the form 

(Si 

s2 

\ Sr) 

where Si E Si, i = 1,2, • • •, r, 

If S is not maximal, then let S' D S be a band with constant rank r. Now observe 

that S is a full band. Therefore, S' is full too. By part (i) of Theorem 2.1.5, S' is 

a direct sum of r rank-one indecomposable, nonnegative bands, say, S{,S2,- • • ,S'r. 

Now Cat'S' C Cat'S. By the previous lemma, the cardinality of both Cat'S and 

Cat'S' is the same which is 2 r. Therefore, we must have Cat'S = Cat'S'. Thus, 

after permuting the basis if necessary, we obtain Si C <S,'. But since the bands St a,re 

maximal, we have <!>,• = 5,'. Hence S is maximal. • 

Theorem 2.1.9 and Remark 2.1.6 can be summed up to give the following charac­

terization of maximal nonnegative bands of constant rank. 

Theorem 2.1.10 Let S be a nonnegative band in Mn(C) of constant rank r. 

(i) If S is full, then S is maximal if and only if 

((Si \ 

s2 
s = < 

IV 

Si E St, i = 1,2, ••• ,r 

ST) 

>, 

where S, is a maximal rank-one indecomposable band for each i. 

(ii) In general, ifS is maximal, then 

(0 XE XEY\ 

0 E EY 

VO 0 0 / 

EESO,XE,X,Y Ey 
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where So is a direct sum as in part (i) and X and y are the entire sets of 

nonnegative matrices of suitable size. 

In chapter 4, we shall give a geometric characterization of maximal bands of 

constant finite rank. 
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Chapter 3 

Nonnegative bands on £2-spaces 

3.1 Preliminary definitions and results 

Let X be a separable, locally compact Hausdorff space and u a Borel measure on 

X. We write C2(X) for the Hilbert space of (equivalence classes of) complex-valued 

measurable functions on X which are square-integrable relative to u. We also assume 

for simplicity that u(X) < oo. This is not a great restriction and almost all our con­

siderations will be valid for the case of a <r-finite measure with obvious modifications. 

We denote by B(C2(X)), the space of all bounded linear operators on C2(X). 

In this chapter, we shall study the infinite-dimensional analogues of som° of the 

results which led to the decomposability of the nonnegative semigroups and in partic­

ular nonnegative bands in A4n(C). It will also highlight the main difference between 

the concept of decomposability for nonnegative bands in finite and infinite dimensions. 

We start with some definitions. 

Definition 3.1.1 A function f E C2(X) is said to be nonnegative (resp. positive), 

written / > 0 (resp. f > 0) if 

u{xEX : f(x) < 0} = 0 (resp. u{x £ X : f(x) < 0} = 0). 

33 



I 

34 

Definition 3.1.2 Let Xi and X2 be Bo, zl subsets of X. An operator A fromC2(Xx) 

to C2(X2) is called nonnegative if 

Af>0 whenever / > 0 in C2(Xt). 

Similarly, A is called positive if 

Af>0 whenever 0 ^ / > 0 in C2(XX). 

Definition 3.1.3 A subspace of C2(X) is a norm-closed linear manifold in C2(X). 

A standard subspace of C2(X) is a subspace of the form 

C2(U) = {/ £ C2(X) : f = 0 a.e. on Uc} 

for some Borel subset U of X. This space is nontrivial if u(U).u(Uc) > 0. 

Definition 3.1.4 An operator A £ B(C2(X)) is said to be decomposable if there 

exists a nontrivial standard subspace of C2(X) invariant under A. 

Definition 3.1.5 For any function f, we define the support of f as 

supp f = {xEX: f(x) ^ 0}. 

/ / / is a member of C2(X), then supp f is defined up to a null set (i.e., a set of 

measure zero). 

When no confusion is likely to arise, we simply write supp f for any f £ C2(X) to 

mean supp fo, where /o is a function representing f. 

We shall be using the following propositions repeatedly throughout the chapter. 

Proposition 3.1.6 For any two nonnegative functions f,g in C2(X), 

(f,9) = 0 if and only if u{supp f f) supp g} = 0, 

I 



Proof. Observe that 

& f f{x) g(x) u(dx) = o 

4$ f(x) g(x) — 0 a.e. ou X ( because fg is nonnegative ) 

4* u{x : f(x) ^ 0 and g(x) ^ 0} = 0 

<& u{supp f fi supp g} — 0. 

Hence the proposition. • 

Proposition 3.1.7 For any f £ C2(X), 

f>0&(f,g)>Q, for allg>0 in C2(X). 

Proof. If / > 0 and g > 0, then (f,g) = / f(x) g(x) u(dx) > 0. 
J x 

Suppose (f,g) > 0 for all g > 0. To show that / > 0. Let E = {x : f(x) < 

u(E) > 0, then 
U*XB) = I f(x) \E(X) l 1 ^ ) 

•J X 

= f f(x) u(dx) < 0, 
JE 

contrary to the hypothesis. Therefore p(E) — 0. • 

Proposition 3.1.8 For any A in B(C2(X)), A > 0 <£• A* > 0. 

Proof. We have 

A > 0 <*• -4/ > 0 whenever / > 0 in C2(X) 

& i^f, g)>0 for all / > 0 and for all g > 0 in C2(X) 

& (f,A*g) > 0 f o r a l l / , < / > 0 

& (A*g,f) > 0 for al]f,g>0 

O A*g > 0 for all # > 0 

(by Proposition 3.1.7) . 
Hence the proposition, • 
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Proposition 3.1.9 Let S be a nonnegative operator on C2(X) and U,V be any Borel 

subsets of X. Then (Sxv,Xv) = 0 */ an^ onh */ (Sf,g) = 0 for all f £ C2(U) and 

for all g EC2 (V). 

Proof. If (Sf,g) = 0 for all / £ C2(U) and for all g £ C2(V), then in particular, 

(Sxu,yv) =o. 

Conversely, suppose that (Sxv,Xv) — u- We n r s * P r o v e that 

(Sf,g) = 0 for all / > 0 in C2(U) and for all g > 0 in £2(V). 

Now (SxtnXv) — 0 implies that u{supp Sxu H V} = 0 (by Proposition 3.1.6). Thus 

for any nonnegative g in C2(V), fi{supp Sxv 0 supp #} = 0. Thus 

{SXv,9) = 0 

=*• (Xt r , ^> = 0 for all y > 0 in C2(V) 

=*> //{£/ n supp S*#} = 0 if <7 > 0( Proposition 3.1.6 ). 

Thus for any / > 0 in C2(U) and g > 0 in £2(V), fi{supp f D supp /?*#} = 0. Hence 

</, S*g) = 0 

=> (S/,,9) = 0 f o r a l l / > 0 i n £ 2 ( { / ) (3.1) 

a n d f o r a l l £ > 0 i n £ 2 ( K ) . 

Further, any / £ C2(U) can be written as / = (ft — / f ) + i(/2
+ - /2") where 

/i = Re /, h = Im /, ft = |(|/i| + /i), /2
+ = Kl/̂ l + h) and /i_ = Kl/il -

/i)> /2~ = Kl/2! ~ /2) denote the positive and negative parts of / 1 , f2 respectively. 

Since the positive and negative parts are all nonnegative, (3.1) gives that 

(Sf,g) = 0 for all / £ C2(U) and for all g £ C2(V). 

This concludes the proof. • 

i 
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Proposit ion 3.1.10 A nonnegative operator S onC2(X) is decomposable if and only 

if there exists a Borel subset U of X with u(U).u(Uc) > 0 such that 

(SXv,XVc) = 0. 

Proof. If S is decomposable, then by definition there exists a Borel subset U of 

X with u(U).u(Uc) > 0 such that S(C2(U)) C C2(U). Now Xv € C2(U). Therefore 

Sxv €• £2{U) which implies that u{supp SXu ("1 Uc} = 0. From Proposition 3.1.6, we 

get (^XinXi/c) = 0 (here note that Sxu > 0 and xVc > 0)-

Conversely, suppose (5xw ,X^) = 0 for some Borel subset U of X with 

u(U).u(Uc) > 0. 

By Proposition 3.1.9, (Sf,xUo) = 0 for all / > 0 in C2(U). By Proposition 3.1.6, for 

any / > 0 in C2(U), u{supp SfnU0} = 0 which implies that Sf £ C2(U). Decompose 

/ = (ft ~ fi) + iift ~ f2) where fx = Re / , f2 = Im / . Then by what we have 

proved above, we obtain Sft,Sfx~,Sf2,Sf2 E C2(U) and thus Sf E C2(U). Hence 

S(C2(U)) C C2(U), which proves our claim. • 

3.2 Decomposabili ty of nonnegative semigroups 

In this section, we shall study the decomposability of semigroups of nonnegative 

operators in B(C2(X)). A semigroup <S in B(C2(X)) is said to be decomposable if 

there is a nontrivial standard subspace of C2(X) invariant under every member of S. 

We note here that our assumptions on X make C2(X) separable. Also, we would like 

to remark that all the propositions proved above for a single nonnegative operator 

hold true for semigroups of nonnegative operators on C2(X). 

We saw in the finite-dimensional case how the existence of a common zero entry 

in a semigroup of nonnegative matrices leads to its decomposability. Lemma 3.2.5 
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below is the analogue of this fact for nonnegative semigroups in B(C2(X)). 

We need a couple of simple propositions. 

Proposition 3.2.1 Let B : C2(X) —» C2(y) &e a nonnegative operator such that 

Bf0 = 0 for some f0>0in C2(X). Then 5 = 0. 

Proof. 
5/0 = 0 => (Bf0,g) = 0 for all </> 0 in C\y) 

=¥ (fo, B*g) = 0 for all g > 0 in C2(y) 

=* / (B*g)(x)f0(x) u(dx) = 0 

=> (B*g)(x)f0(x) = 0 a.e. on X. 

But /o(a;) > 0 a.e. Therefore, 

(B*g)(x) = 0 a.e. for all # > 0 

=• 5*5 = 0 for all # > 0 

=» 5* = 0 

=> 5 = 0. 

This concludes the proof. • 

Corollary 3.2.2 Let B be a nonnegative operator in B(C2(X)). If h is a nonzero, 

nonnegative vector in C2(X) which belongs to the kernel of B, then B is decomposable. 

Proof. Consider supp h. Clearly, h > 0 on its support. By the hypothesis, Bh = 0 

for h > 0 in C2(supp h). By proposition 3.2.1, B = 0 on C2(supp h). Hence 5 is 

decomposable. • 

Proposition 3.2.3 Let S be a semigroup of nonnegative operators on C2(X). Then 

S is decomposable if and only if S* is decomposable. 



39 

Proof. This is apparent from Proposition 3.1.10 and the fact that for any Borel 

subset E of X and for any S £ S, 

(S'xBciXB) = (xBo,SxB). 

a 

Lemma 3.2.4 Let A be a collection of nonnegative vectors in C2(X). Then there 

exists a minimal Borel subset Q in X (defined up to a null set) such that all the 

vectors in A vanish on Qc. 

Proof. Since C2(X) is a separable metric space, so is A. Let M be a countable dense 

subset of A. Suppose M — {fi, f2, • • •} where fx, f2, • • • are chosen representatives of 

the equivalence classes of functions in M. Consider 

Q = (J supp /,. 
i 

Let / £ A, then M — A implies that there exists a subsequence {fnk} in M such 

that fnk -* f pointwise a.e. (cf. [15], p.68, Theorem 3.12). 

Let 

Qo = [J supp fnk c g. 
k 

If x E Go, then fnk(x) = 0 for all k implies f(x) = 0. Thus 

fec2(g0)cc2(Q). 

This shows that A C C2(Q). Also Q has no subset of positive measure on which all 

the vectors in A vanish, for then the vectors /,• will all vanish on that subset which 

is not possible by the construction of Q. Thus Q is the minimal subset of X, up to a 

null set, on whose complement all the vectors in A vanish. • 
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Lemma 3.2.5 Let S be a semigroup of nonnegative operators en C2(X) with the 

property that (AXE,XF)
 = ® for a^ A E S, where E,F are Borel subsets of X with 

u(E).u(F) > 0. Then S is decomposable. 

Proof. We distinguish two cases 

(i) u(EHF) = 0 

(ii) u(E ( 1 F ) > 0 

We prove case (i) and show that the second case can be reduced to the first. In 

case (i), we can assume with no loss of generality that EC\F = <j>. Thus, we can write 

£ 2 (* ) = C2(E) © C2(F) © £2(G), 

where E, F, G can be assumed mutually disjoint with fi(G) > 0 ( if u(G) = 0, then 

C2(X) = C2(E) © C2(EC) and the hypothesis (AxB,XBc) = 0 for all A £ S gives 

that C2(E) is a nontrivial standard invariant subspace for 5 ). Then, with respect 

to some choice of bases for C2(E), C2(F) and C2(G), every A £ S has the matrix 

representation 
/An Au Ai3 

A2i A22 A23 

\ A31 A32 A33 

where ^42i = 0, by hypothesis and Proposition 3.1.9. 

Let A £ S be arbitrary and 5 £ <S be fixed, where 

/ Bxx Bx2 5 i 3 \ 

B — 0 522 523 

\ 53i 5 3 2 533 / 

Then BA £ S implies that (BA)n = 0, and thus 

B23A31 = 0 for all A E S. (3.2) 
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Consider the set 

A={Mf)- AES, fEC2(E), / > 0 } . 

If A3i(/) = 0 for all A and for all / > 0 in C2(E), then A3i = 0 for all A, and so 

C2(E) is a standard invariant subspace for S. Therefore, we can assume that there 

exists at least one A E S and some / £ C2(E),f > 0 such that A3i(f) ^ 0. 

Consider the closed linear span A of A. It is a proper subspace of C2(G) (for 

otherwise from (3.2), 5 2 3 = 0 for all 5 £ S and then C2(E) ©£2(G) is a s mdard 

invariant subspace for S). By Lemma 3.2.4, we can find a minimal subset Go of G, 

up to a null set, on whose complement all the vectors in A and hence in A vanish, or 

equivalently 

( ^ B , X G V 3 o ) = O f o r a l M £ < S . 

Thus, with respect to the decomposition 

C2(X) = C2(E) © C2(F) © £2(G0) © C2(G\G0), 

the matrix representation of any A £ S is given by 

/An An A13 AM\ 

0 A22 A23 A24 
A -

A31 A32 A33 A34 

\ 0 A42 A43 AMJ 

Consider the new matrix of 5 with respect to the decomposition above. Using 

the facts that BA £ S for all A £ S and that (BA)2X = 0, we get 

B23A31 = 0 for a l M £ S where A3X : C2(E) 

=» 523A3,(£2(5)) = 0 

^ 523(^l) = 0 

=*• 5 2 3 ( i ) = 0. 

C2(GQ) 

(3.3) 

f 
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The minimality of Go implies that every Borel subset of Go of positive measure 

is the support of some vector from .4, in particular, there exists / £ A such that 
1 / ' supp f — G0; in other words, / > 0 on G0. (In fact, the vector / = S~ x —r—• -rr-jrrr 

A. 

in A is such that its support is Go, i.e., / > 0 on Go). 

From (3.3), we get 

B23(f) = 0 where / > 0 in £2(G0). 

By Proposition 3.2.1, B23 = 0. This is true for all B E S. Further, using the 

fact that (BA)4X = 0 for all A £ <S, we obtain 543^3i = 0 for all A E S, and 

by the same argument as above, we get 543 = 0 for all 5 € S. This shows that 

£ 2 (5 ) © £2(Go) £ CatS and hence S is decomposable. 

(ii) Next, consider the case when u(E 0 F) > 0. This gets subdivided into two 

cases according as p(EAF) is zero or positive, where EAF — (E\F)U(F\E). 

(a) If u(EAF) = 0, then E = F with no loss of generality and we can write 

C2(X)=C2(E)@C2(EC). 

Since (AXB,XB) ~ 0 f° r a u A E S, every A E S has a representation 

0 Au 
A= . 

,A2i A22 

with respect to the decomposition above. For a fixed 5 € S, 

(BA)n = 0=> BX2A2X = 0, 

where An : C2(E) -> C2(EC). 

Again by Lemma 3.2.4, applied to the set 

Ai = {A 2 1 ( / ) : A E S, f £ C2(E), f > 0}, 
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we can find a minimal subset Af of Ec having positive measure such that 

{AxB,XEc^) = 0 for all AES 

where Af is the union of the supports of all vectors in a countable dense subset of the 

closed linear span Ai of Ai. Then with respect to the decomposition 

C2(X) = C2(E) © £2(A0 © C2(Ec\Af), 

any A £ S has the matrix representation 

A = 

I 0 AX2 AX3\ 

A2i A22 A23 

V 0 AZ2 A33) 

For a fixed 5 £ S, 

(BA)n - 0 ^ BX2A2X = 0 and (BA)3X = 0^ B32A2i = 0, 

where An : C2(E) -» C2(Af). 

Now BX2(AX) = 0 = 532(^1). Following the argument in case (i), by the mini­

mality of Af (or otherwise), we show the existence of a vector g in Ai such that g > 0 

on Af. Therefore, 512(<7) = 0 = B32(g). 

By Proposition 3.2.1, Bt2 = 0 = 53 2 . This is true for all 5 £ S. Thus C2(E) © 

C2(Af) E CatS and hence S is decomposable. 

(b) Next, suppose that u(EAF) > 0, in which case either E\F or F\E must 

have positive measure. By considering S*, if necessary, we can assume with no loss 

of generality that u(F\E) > 0. Then, we can write 

£ 2 (* ) = £ 2 (£) © C2(F\E) © £ 2 ( ; f \ (£ U F)), 
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where we have \AxB,XF\E) — 0 for all A E S. With respect to this decomposition, 

any A £ S has a matrix representation 

( A n AX2 Ai 3 \ 

0 A22 A23 . 

-̂ •31 A 3 2 A 3 3 / 

This reduces to case (i) and hence S is decomposable. 

Proposition 3.2.6 IfS is an indecomposable semigroup of nonnegative operators in 

C2(X), then so is every nonzero ideal ofS. 

Proof. Let J be a nonzero ideal of S and suppose that it is decomposable. Then 

there exists a Borel subset U of X with u(U).(j,(Uc) > 0 such that 

C2(U) = {f E C2(X) : / = 0 a.e. on Uc} 

is invariant under every member of J. This is equivalent to saying that 

(JXu>Xuc) = 0 for all J £ J . 

Thus with respect to the decomposition 

C2(X) = C2(U)®C2(UC), (3.4) 

every member J of J assumes the form 

(A B). 

\0 c) 
Pick a nonzero J of this form and let 

Sn SX2 

s=. 
S2X S22 

be an arbitrary element of S with respect to the decomposition (3.4). Then 

SJ=(SnA SnB + SuC' 

\ S2iA S2XB + S22C 
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Since J is an ideal, SJ E J and therefore, we must have 

S2XA = 0. (3.5) 

If A is nonzero, then A being a nonnegative operator on C2(U), there exists a nonzero, 

nonnegative function in its range. Let us call this element fo- There must exist some 

e > 0 for which the set E — {x E U : fo(x) > e} has positive measure. Then x^ is a 

nonzero characteristic function in C2(U) and is such that 

/o(z) > tXB(x) for all x E U 

i.e., xB < «/o , a = - > 0. 

From equation (3.5), S2iXB ^ a&i/o = 0 i.e.,S2XxB = °- T n u s (SnXBiXr) = 0 

for any Borel subset F in Uc of positive measure. Therefore, with respect to the 

decomposition 

C2(X) = C2(E)@C2(F)®C2(G), 

where G = (U\E) U (UC\F), any S £ S has the following representation 

I bu o ]2 b13\ 

S — 0 6 2 2 t>23 

^ S3l
 l-)

32 ^33' 

Thus (S) XF) = 0 for a u S E S, which implies by Lemma 3.2.5 that S is decom­

posable which is a contradiction. 

Thus assume that A = 0 for all J E J. Then 

/ 0 J W * . * , W * * , BSnS 

\ o C) \Sn S12) \CS2l CSn) 

We have BS21 = 0 = G52i. Since S is indecomposable, we can pick an element S 

in S for which S2X =£ 0. Then S2X is also a nonzero, nonnegative operator from C2(UC) 

into C2(U) and we consider (5i>2i)* = S^B*. As argued above for A, if 5* is nonzero, 
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we can find a nonzero characteristic function, say x in C2(U) such that 5"21x = 0 which 

would imply decomposability of S* and consequently of S. This contradiction leads 

to 5* and thus 5 being zero. By a similar reasoning C = 0, in other words, J = 0, a 

contradiction. Hence every nonzero ideal of <S must be indecomposable. • 

Proposition 3.2.7 Let S be a collection of nonnegative operators from C2(X) into 

C2(y). Let A and B be nonzero, nonnegative operators in B(C2(y)) and B(C2(X)) 

respectively, satisfying ASB = {0}. Then there exist Borel subsets E C X and F C.y 

with positive measures such that (SxE,XF) = ®> for a^ S E S. 

Proof. The hypothesis ASB = {0} gives that 

(ASBf,g) = 0 for all / £ £ 2 ( * ) and for all g € C2(y) 

=• (SBf,A*g)=0 for all / £ C2(X) and for all g £ C2(y). 

Now, since 5 is nonnegative and nonzero, its range must contain a nonzero, 

nonnegative element, say /0 . The same is true for A* since A* > 0 and A* ^ 

0 ( because A > 0 and A ^ 0). Therefore, there exists a nonzero, nonnegative func­

tion go in the range of A*. 

Further, /o nonnegative and nonzero implies that there exists some e > 0 such 

that the set {x E X : fo(x) > e} has positive measure. Denote this set by E and 

consider xB- Then xB ' s a nonzero characteristic function in C2(X) and is such that 

fo(x) ^ 6XB(X) f° r all a; £ A' i.e.,xE < a/rj,a = -• Similarly, we can find a Borel 

subset F in y of positive measure such that xF ^ &9a f° r some positive scalar /?. 

For any S E S, since 5 is a nonnegative operator, we have ^x^. < aSfo- By the 

property of monotonicity for integrals, 

(SxB,X?) < (aSfQ,Pgo) = <*p(Sf0,go) = 0 for all S £ 5 ( from (3.6)) 

which proves the proposition. • 
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Corollary 3.2.8 A nonnegative semigroup of operators in B(C2(X)) is decompos­

able if and only if there exist nonzero, nonnegative operators A and B on C2(X), not 

necessarily in S such that ASB = {0}. 

Proof. By the preceding proposition, the condition ASB = {0} implies 

(SxB ,X,) = 0 for all S e 5 

for Borel subsets E, F of X with u(E).u(F) > 0. This gives decomposability of S by 

Lemma 3.2.5. 

Conversely, suppose S is decomposable. Then there exists a Borel subset U of X 

with u(U).u(Uc) > 0 such that with respect to the decomposition 

C2(X) = C2(U)®C2(UC), (3.7) 

every S E S has the following matrix representation 

( 5ii SX2\ 

o 5 2 2 ; 

If with respect to the decomposition (3.7), we define two nonzero, nonnegative oper­

ators 

A=(o A»)allABJB" °), 
vo o ; V o o / 

then it is easily verified that ASB = 0 for all S £ S i.e., ASB = {0}. • 

3.3 When is a nonnegative band decomposable? 

This section is devoted to studying the decomposability of nonnegative bands in 

B(C2(X)). We shall first establish the decomposability of a single nonnegative idem-

potent which is already a proven result (cf. Zhong [16]). We are including the proof 

here for the sake of completeness and also because it has a slightly different approach 

from Zhong's and works for a more general class of nonnegative idempotents. 
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Lemma 3.3.1 Let A be a nonnegative idempotent on C2(X) and let f be a nonnega­

tive element in the range of A. Fix a nonnegative representative of f (and still denote 

it by f). If 

U = supp f = {x : f(x) > 0}, 

then C2(U) E Cat A. 

Proof. It suffices to prove that (Axv,Xuc) — 0. By hypothesis, 

(Af, Xuc) = 0 ( as Af = / and supp f = U) 

=> (f,A*Xuc)=0 

* jv(A*Xuc)(x)f(x)u(dx) = 0 

=* (A*Xuc) (-) /OO = 0 a.e. on U as A* > 0 

But f(x) > 0 a.e. on U. Therefore, 

(A*xyc)(a;) = 0 for almost all x £ U 

=* (A*xVc,Xu) = 0 

which proves the lemma. Q 

Lemma 3.3.2 Let A be as in the preceding lemma. If an element f in the range of 

A is real, then there exists a nonnegative element h in C2(X) such that Ah = 0 and 

f+ + h,f~ + h are in the range of A. 

Proof. For the proof, see [16]. Q 

Lemma 3.3.3 If an element f in C2(X) belongs to the range of a nonnegative idem-

potent A, then the real part Re f and the imaginary part Im f of f are also in the 

range of A. 
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Proof. Observe that Re f + Urn f = f = Af = A(Re f) + iA(Im f). Since A 

is nonnegative, it sends real valued functions to real valued functions. Therefore, 

comparing the real and imaginary parts in the equation above, we obtain A(Re f) = 

Re f and A(Im f) = Im f. • 

Definition 3.3.4 By ker A, for any collection A of operators in B(C2(X)), we mean 

{/ £ C2(X) :Sf = 0 for all S E A}. 

Theorem 3.3.5 Let A be a nonnegative idempotent in B(C2(X)) of rank at least two. 

Then A is decomposable. 

Proof. If Ah = 0 for some nonzero, nonnegative h, then A is zero on C2(supp h) 

and is thus decomposable (by Corollary 3.2.2). Therefore assume that ker A contains 

no nonzero, nonnegative element. By Lemma 3.3.3, if an element is in the range of 

A, then so are its real and imaginary parts. Thus, we can obtain a basis of the range 

of A consisting of real elements. Further, with our assumption together with Lemma 

3.3.2, we can obtain a basis of the range of A containing nonnegative elements. 

Since rank A > 2, A has at least two nonnegative, nonzero linearly independent 

elements in its range, say / and g. If either of them is zero on a set of positive measure, 

we are done by Lemma 3.3.1. Therefore, assume that both / and g are positive. We 

shall prove that some linear combination of / and g has to be mixed i.e., it has 

positive and negative parts with supports of positive measure. 

Consider the following subsets of reals 

Si = {r:f-rg> 0} 

S2 = {r : f - rg < 0} 

Now Si is nonempty as zero belongs to it. Also S2 cannot be empty for then / > 

rg for all r £ F, which is not possible. 
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Let ro = inf Sx and s0 = sup S2. Observe that if ro and so are finite, then we 

cannot have ro = So, for then / and g would be linearly dependent which is not 

true. Therefore, we have r0 < so (note that since Si is not empty, ro cannot be 

equal to infinity if So is infinite). We can pick a number p such that ro < p < so-

Since s0 < p,p <£ S2 and therefore, / — pg ^ 0. Similarly, as p < ro,p ^ Sx and thus 

/ — PS "f- 0- Hence f — pg is a. mixed vector i.e., it has nonzero positive and negative 

parts and also it is clearly in the range of A. Existence of such a vector in the range 

of A gives decomposability of A, for if u is such that Au = u,u = u+ — u~~,u+,u~ 

nonzero, then by Lemma 3.3.2, we can find h > 0 in C2(X), Ah = 0 such that u+ + h 

and u~ + h are in the range of A. But by our assumption, h = 0. Therefore, u+,u~ 

are in the range of A. Consider the vector u+ . Then by Lemma 3.3.1, C2(supp u+) is 

a nontrivial standard invariant subspace for A. Hence A is decomposable. • 

Having established the decomposability of a single nonnegative idempotent with 

rank at least two, we now prove that it has a very special standard block triangular­

ization. This will require a couple of lemmas and some definitions. 

Lemma 3.3.6 An indecomposable, nonnegative rank-one operator on C2(X) is pos­

itive. 

Proof. Let A be an indecomposable, nonnegative rank-one operator on C2(X). Then 

we know that A = u ® v, where u, v are nonzero, nonnegative vectors in C2(X), so 

that Af = (f, v) u for all / £ C2(X). 

Suppose A is not positive. Then there exists a nonzero, nonnegative vector / in 

C2(X) for which Af is not positive. In other words, the set E = {x £ X : (Af)(x) = 

0} has positive measure. Also, if Af = 0, then A = 0 on C2(supp f) and is thus 

1 
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decomposable (Corollary 3.2.2) which is not possible. Therefore Af ^ 0. Now 

E = {x E X : (f, v) u(x) = 0} 

= {x E X : u(x) = 0} ( because Af ^ 0). 

Since u(E) > 0, xB is a nonzero, nonnegative vector and is such that 

A*xB =(V®U)XB = {XB,U)V 

— f / u(x) u(dx)) v 

= 0. 

This implies that A* =. 0 on C2(E) (by Proposition 3.2.1). Thus A* and consequently 

A is decomposable which is a contradiction. Hence A must be positive. • 

Definition 3.3.7 A nonnegative semigroups inB(C2(X)) will be called a full semi­

group if neither ker S nor ker S* has a nonzero, nonnegative vector. A single non-

negative operator is called full if the semigroup generated by it is full. 

Definition 3.3.8 A chain of subspaces of C2(X) is called maximal if it is not prop­

erly contained in any other chain of subspaces of C2(X). 

If C is any chain of subspaces and M EC, then we define M _ to be the closed 

linear span of all those members of C which are properly contained in M. It is not 

difficult to see [14] that a subspace chain is maximal if and only if 

(i) C is closed under arbitrary spans and intersections, 

(ii) for each M in C, M 0 M_ is at most one-dimensional. 

A maximal chain C is said to be continuous if M = M- for each M in C, in 

other words, C has no gaps in it. 

Definition 3.3.9 A collection of operators S in B(C2(X)) is said to have a contin­

uous standard triangularization if 
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(i) CatS contains a continuous maximal chain, say C, 

(ii) each member ofC is a standard subspace. 

Example 3.3.10 For t £ [0,1], the multiplication operator M : £2[0,1] - • £2[0,1] 

defined by 

(Mf)(t) = tf(t) 

is a nonnegative operator. For any a £ [0,1], define 

Ma = {fEC%l]:f(t) = 0Vt>a}. 

Then {Ma '• <x E [0,1]} is a maximal subspace chain which is continuous and con­

sists of standard invariant subspaces for M. Thus M has a continuous standard 

triangularization and since M = M*, so does M*. 

Example 3.3.11 Let H = £2[0,1] © £2[0,1] and define E:H-+Hhy 

M M 
F — 

\I-M I-M 

where M is the multiplication operator in the preceding example and I — M : 

£2[0,1] —»• £2[0,1] is the multiplication operator by 1 — t. Then E is a nonnega­

tive idempotent and 
(M I-M 

E* = 
\M I-M 

Let Afa - Ma © Ma for a £ [0,1]. Then using the fact that {Ma : a E [0,1]} is 

maximal, it is not hard to prove that {Afa : o; £ [0,1]} is a maximal subspace chain 

in % which is continuous. Also it consists of standard invariant subspaces for E and 

E*. Thus E and E* have a simultaneous continuous standard triangularization. 

Lemma 3.3.12 Let A in B(C2(X)) and B in B(C2(y)) be nonzero, nonnegative 

operators such that neither ker A nor ker B* has a nonzero, nonnegative vector. If 

S : C2(y) —»• C2(X) is a nonnegative operator such that ASB = 0, then 5 = 0. 
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Proof. Suppose SB is nonzero. Then SB : C2(y) -*• C2(X) is a nonzero, nonnegative 

operator. Therefore, there exists a nonzero, nonnegative vector / in C2(y) such that 

SBf is nonzero, nonnegative. Write g — SBf. Then Ag = 0 which implies that ker A 

has a nonzero, nonnegative vector, a contradiction. Therefore, we must have SB — 0 

which gives that B*S* = 0. If S is nonzero, then S* is a nonzero, nonnegative operator 

and thus its range contains a nonzero, nonnegative vector, say h but that would imply 

B*(S*h) — 0, contrary to the fact that ker B* has no nonzero, nonnegative vector. 

Hence, we have S = 0. • 

Theorem 3.3.13 (a) Let A be a nonnegative idempotent on C2(X) with rankr which 

is full. 

(i) If r is finite, then there exists a decomposition 

C2(X)=C2(Xi)®---®C2(Xr) 

with respect to which 

(Ai \ 
A2 

I A,) 
where each Ai: C2(Xi) —> C2(Xi) is a positive idempotent of rank one. 

(ii) Ifr = oo, then with respect to some direct sum decomposition 

c2(x) = c2(yi)®c2(y2), 

where E and F have the following descriptions: If E ^0, then C2(yx) — ®f=lC
2(Z() 

for some N < oo, where C2(Zi) are standard subspaces of C2(X) which are reducing 
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under A, and E : £2(3^i) —* £2(3^i) has the block diagonal form 

/Ei \ 

E2 

Ei 

I '••/ 
with each Ei : C2(Zi) —>• C2(Z() being a positive idempotent of rank one. 

If F ^ 0, then F and F* have a simultaneous continuous standard triangulariza­

tion. 

(b) In general, if A is not full, then there exists a decomposition of C2(X), say 

C2(X) = C2(Wi) © £2(W2) © £2(W3), 

where £2(W,-) (i = 1,2,3) are standard invariant subspaces of C2(X) such that with 

respect to this decomposition 

/O XE XEY\ 

A = 0 E EY , 

\ 0 0 0 / 

where E : £2(W2) —> £2(W2) is an idempotent of the form in (i) or (ii) according as 

rank of A is finite or infinite. 

Proof, (a) (i) When r is finite, we prove the result by induction on r. If r = 1, we 

know by Lemma 3.3.6, that A is a positive idempotent of rank one. Let r > 1, then 

we know that A is decomposable and therefore, there exists a Borel subset U C X 

with u(U).u(Uc) > 0 such that with respect to 

C2(X) = C2(U)QC2(U% 

A-(M X ) , 
\0 A2)' 

I 
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where with no loss of generality, we can assume that A\ and A2 are nonzero. Now 

A2 = A implies that AiX + XA2 = X. Premultiplying by Ai and postmultiplying 

by A2, we obtain AXXA2 = 0. Since A is full, ker Ax and ker A2 have no nonzero, 

nonnegative vector. Therefore, by Lemma 3.3.12, X = 0. Thus 

U A2) 
Since Ai and A2 are nonzero, their ranks are less than r and both are full because A 

is full. Hence induction applies and we obtain the desired result. 

(ii) If r is infinite, A is certainly decomposable. Let C be a maximal chain in 

Cat'A. Our first claim is that each gap in the chain is reducing for A. Let Af 6 M 

be a gap where M C Af in C. We wish to show that Af 6 M is invariant under both 

A and A*. Consider the block triangularization of A with respect to the following 

decomposition of £2(A'), 

c2(x) = M®(AfeM)e (c2(X)eti), 

and 
I An A 12 

A = 0 A22 

\ 0 0 

If we first regard A as the 2 x 2 block matrix 

Ao X0 

where 

Ao 
An Ar2 

0 Bn 

, X0 = 

Al3\ 

A23 

A33) 

Al3 

A23 

Bo = A 33, 
0 A22, 

then as shown in part (i), the fullness of A gives X0 = 0, i.e., AX3 = 0 = A23. 

Similarly, considering A as the 2 x 2 block matrix 

Aoo ^00 \ 

0 Bao)' 
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where 
/ -"22 A23 

Aoo = (^n)) -̂ oo = (A12 A13), 50o = 1 
V 0 A33 

we shall obtain Aoo = 0, i.e., Ai2 = 0 = Ai3. Therefore 

/ A „ 0 0 \ 

A= 0 A22 0 . 

\ 0 0 A3 3 / 

This shows that Af Q M is reducing which proves our claim. 

Also the maximality of C implies that the compression of A to each gap, if nonzero, 

must be an indecomposable (and thus positive) idempotent of rank one. Further, 

because of separability of £2(A'), there can only be countably many reducing gaps. 

Thus, after a permutation of basis, we can obtain a decomposition 

C2(X) = C2(y})®C2(y2) 

with respect to which 
(E 0 

A = 
V0 F 

where £ 2(^i) = ®f=iC2(Z{), {C2(Zi)}f=l,N < 00 being a collection of reducing sub-

spaces of A and E : C2(yx) —> £2(3^i) has the block diagonal form as mentioned in the 

statement of the theorem. The fullness of A makes both £2(3^i) and C2(y2) reducing 

standard subspaces. Further, since all the gaps have been absorbed in £ 2(^i) , the 

operators F and F* are continuously triangularizable and since this triangularization 

results from a maximal chain of standard subspaces, we can say that F and F* have 

a simultaneous continuous standard triangularization. 

(b) Here, we consider the general case when A is not full. 

Suppose A is the collection of all nonzero, nonnegative vectors in ker A- By 

Lemma 3.2.4, we can find a minimal subset G in X, defined upto a null set, on whose 

complement all the vectors in A vanish. This gives the existence of a vector / in A 
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such that G = supp f. But this means that Af = 0 for some / > 0 in £2(G) which 

implies that A = 0 on £2(G). 

Similarly, we can find a set G* of positive measure such that A* = 0 on C2(G"). 

Then, with respect to the decomposition 

£ 2 (* ) = £2(G)©£2( ,Y\(GUG*))©£2(G*), 

A has the representation 

/0 X Z\ 

0 E Y 

\ 0 0 0 / 

where E2 = E, X = XE, Y = £ F and Z = X £ F . 

Renaming £2(G) = £2(Wi), £2(,Y\(G U G*)) = £2(W2) and £2(G*) = £2(W3), 

we obtain the representation of A as described in part (b) of the theorem. Also, these 

equations show that E is full and hence it is of the form described in part (a) of the 

theorem. • 

From a single nonnegative idempotent, we now move on to analyze a nonnegative 

band in B(C2(X)) with more than one element in it. As in the discrete case, we shall 

find that if a nonnegative band in B(C2(X)) with rank of each member being > 1 has 

even a single member of finite rank, it is decomposable. 

Theorem 3.3.14 Let S be a nonnegative band in B(C2(X)) having at least one ele­

ment of finite rank and with rank (S) > 1 for all S in S. Then S is decomposable. 

Proof. Let m — min { rank (S) : S £ S }; then m > 1. Let J be the set of all 

elements of rank m in S. For any S £ S and J £ J', 

rank (SJ) < min { rank (S), rank (J) } = rank (J) = m 

=>• SJ — 0 or rank (SJ) = m. 
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But SJ ^ 0 as all members of <S have rank greater than one. Therefore, rank (SJ) — 

m which implies that SJ £ J. Similarly, it can be shown that JS £ J for all J £ 

J and for all S E S. Thus J is a nonzero ideal of S. 

Now <S is decomposable if and only if J is decomposable. Therefore, we can 

assume with no loss of generality that S = J so that <S has constant rank m. 

Select a P £ S. Let S be an arbitrary element of S and consider PSP. This is an 

idempotent whose range is contained in the range of P and whose null space contains 

the null space of P and since rank (PSP) = m = rank (P), we have PSP = P. 

Thus PSP = {P}. 

Since m > 1, by Theorem 3.3.13, we can find a Borel subset U of X with positive 

measure such that with respect to the decomposition 

£ 2 ( * ) = £2(i7) © C2(UC), (3.8) 

P has the matrix representaion 

where both Pi and P2 are nonzero. 

Pick an arbitrary S in S and let its matrix representation with respect to (3.8) be 

( ' 12 ) . Then PSP = P implies that P2S2iPx = 0. By Proposition 3.2.7, there 
V S21 S22) 
exist Borel subsets E, F in U and U° respectively having positive measures such that 

(S21X BiXr) = °-

Finally, with respect to the decomposition 

£ 2 ( * ) = C2(E) © £ 2(F) © £2(G), 
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where G = (U\E) U (UC\F), every S E S has the following matrix representation 

/ bn Dj2 Sl3 

S = 0 b22 b23 

\ b3X b32 b33 / 

This shows that (SxB,XF) — 0 for all S E S. Hence, by Lemma 3.2.5, <S is decom­

posable, n 

Theorem 3.3.15 Let S be a nonnegative band in B(C2(X)) such that rank (S) > 1 

for all S in S and S has at least one element of finite rank. Then any maximal 

standard block triangularization of S has the property that the compression of S to 

each nonzero gap constitutes a nonnegative band with at least one element of rank one 

in it. 

Proof. Same as in the finite-dimensional case (refer Theorem 1.3.7). d 

In the Theorem3.3.14, we saw that the decomposability of a band in which every 

member has rank > 1 and which has at least one finite-rank member reduced to the 

decomposability of a constant-rank band. The most pertinent question to be asked 

after this is: 

Question 3.3.16 Is every constant-rank nonnegative band decomposable? 

Let us answer this question systematically. We start by considering such bands 

in Mn(C). The answer to the question above is in the negative if the rank is one. A 
f / 1 1 \ (0 0\\ 

simple example to substantiate this is the band < , > • If the constant 

Ho o) vi l/J 
rank is greater than one, then we know that the band is decomposable (see the proof 

of Theorem 1.3.5). This completes our analysis of the problem in finite dimensions. 

For a nonnegative band in B(C2(X)), we have seen in the proof of Theorem 3.3.14 

that with constant finite rank greater than one, the band is decomposable. Now, the 
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natural question which occurs is whether a constant infinite-rank nonnegative band 

is decomposable? The answer is a resounding no as we illustrate through a counter 

example in B(l2). 

Example 3.3.17 There exists an indecomposable nonnegative band in B(l2) in which 

every member has infinite rank. 

Proof. For each integral i, define an operator Si as follows 

/T{ \ 

bi = li , 

\ • • • ) 

where 7} is a 2' x 2' block with each entry equal to —. Let <S = {So, Si, S2, • • •}. It is 

easily verified that 

for i < j , SiSj = Sj and SjSi = Sj. 

Thus S is a nonnegative band where each Si is of infinite rank. We claim that S is 

indecomposable. It suffices to prove that S has no common zero entry. Suppose on 

the contrary, that S has a common zero entry, say 

(Si)afi = 0 for all Si £ S. 

Now, we can find i and j such that a < 2' and /? < 2J. With no loss of generality, 

we can assume that i < j . But then Sj will have the entry (Si)ap in its first diagonal 

block Tj which is positive. Thus S cannot have a common zero entry and hence is 

indecomposable. • 
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3.4 The structure of nonnegative, constant finite-

rank bands 

We saw in the previous section that constant-rank bands play a significant role in 

ascertaining the decomposability of nonnegative bands. It would be therefore inter­

esting to study their structure completely which will be our task in this section. It is 

a generalization of the same in the finite-dimensional case. We already know that an 

infinite-rank nonnegative band may not be decomposable; therefore we shall restrict 

ourselves to nonnegative bands with constant finite rank. 

Lemma 3.4.1 If S is a band in B(C2(X)) of nonnegative operators with constant 

finite rank r, then S has a standard block triangularization with r nonzero diagonal 

blocks, each block constituting an indecomposable band of rank-one operators. Fur­

thermore, no two consecutive diagonal blocks are zero. Therefore, if k is the total 

number of diagonal blocks, then k < 2r + 1. 

Proof. The proof runs exactly on the same lines as for the finite-dimensional case 

(see Lemma 2.1.2). • 

Lemma 3.4.2 Let S be a nonnegative full band of rank-one operators. Then S is 

indecomposable. 

Proof. Same as that of Lemma 2.1.4 in the finite-dimensional case. • 

Theorem 3.4.3 Let S be a band of nonnegative operators in B(C2(X)) with constant 

finite rank r. 

(i) If S is full, then there exists a decomposition 

C2(X) = C2(XX) © £2(;t2) © . . . © £ 2 (* r ) , 
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with respect to which every member S of S is of the form 

(Si \ 

s2 

\ Sr) 

where each Si = {Si E C2(X() : S E S} is an indecomposable band of rank-one 

operators. 

Hi' In general, there exists a decomposition 

C2(X) = C2(Xi) © C2(X'2) © £2(*3 '), 

with respect to which every member S of S is of the form 

(Q XE XEY\ 

0 E EY , 

0̂ 0 0 / 

where X,Y are nonnegative operators on suitable spaces. Furthermore, the diagonal 

blocks in So = {E : S E S} constitute a band of the form in cast (i). 

Proof, (i) The proof is exactly as in the fimte-dimensional case (refer Theorem 2.1.5 

(ii) Now, let us consider the general case. Suppose A is the collection of all the 

nonzero, nonnegative vectors in kerS. Just as in the proof of Theorem 3.3.13 (b), we 

can find a set G of positive measure such that S = 0 on C2(G) and also, we can find 

a set G* of positive measure such that S* = 0 on C2(G"). 

Then, with respect to the decomposition 

£ 2 (* ) = £2(G) © C2(X\(GU G*)) © £2(G*), 

every member S in S has the form 

/ 0 X Z\ 

0 E Y , 

Vo 0 0/ 

I msm 
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where E2 = E, X = XE, Y = EY, and Z = XEY. 

These equations show that the set <So = {E : S E S} of the middle diagonal blocks 

is such that neither So nor SQ have any nonzero, nonnegative vectors in their null 

spaces and thus <So is of the form in part (i) of the theorem. • 

Remark 3.4.4 If in the statement of the theorem above, <S is taken to be a maximal 

band, then it is readily observed that the bands Si must be maximal. In part (ii), S0 

and the collection of all X, Y are maximal too. 

In Theorem 3.4.7, we prove the converse of part (i) of the preceding Theorem to 

obtain a characterization of maximal, nonnegative, constant-rank bands which are 

full. This will require a couple of lemmas, which may also be of independent interest. 

Lemma 3.4.5 Let S be a nonnegative, indecomposable semigroup in B(C2(X)) and 

f be a nonzero, nonnegative vector in C2(X). Let A be the set of all nonnegative 

linear combinations of the members of {Sf : S E S). Then A contains a positive 

vector in C2(X). 

Proof. Since £2(<V) is separable, so is the set Sf. Therefore, let M = {Si/, S2f,...} 

be a countable dense subset of Sf, where Sxf, S2f,... are the chosen representatives 

of the equivalence classes of functions in M. Write 

U = (j supp Sif. 

Then the function g defined by 

Sif 1 S2f 1 S3f 
9 \\SxfW + 2 \\S2f\\

 + 2̂  | |S3 / | | + 

is a nonegative vector in A with support U; in other words, g > 0 in C2(U). We shall 

prove that g is the desired positive vector in £2(,¥), for which we need to show that 

U — X (up to a null set). 

''I 

file:////SxfW
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Now, by the construction of g, g = 0 a.e. on Uc. This implies that S, / = 0 a.e. on 

Uc for every i, since each Sif is nonnegative. By the density of M in Sf, we further 

obtain that Sf — 0 a.e. on Uc for every S € S, and thus 

c = SSi / 1 gg a / 1 SS3/ 

^ ns1/ii
+2iis2/ir22||s3/ir"'" (3_9) 

= 0 a.e. on /7C for every S E S. 

Our claim is that C2(U) is invariant under 5 . Since S is indecomposable, this 

will prove that C2(U) = £2(A^). We prove this considering two possibilities: (i) g is 

bounded below on U, and (ii) g is not bounded below on U. 

In case (i), there exists a nonnegative, nonzero scalar a such that g(x) > a a.e. 

on U. Let E = {x EU : g(x) > a} , then u(Ec n U) = 0. Also we have 

<7(a0 > "X^C^) ror all a; £ {/ 
1 

- e- XB < - 5 -a 

For any S E S, SxB < —Sp. Using (3.9), we obtain SxB = 0 a.e. on Uc for all 

S E S, i.e. (Sxv1Xuc) = 0 f° r a u S E S, i.e., C2(U) is invariant under <S. 

If ^ is not bounded below on U, we can write U as a disjoint union of the sets Un, 

where 

Vn = \xEU:-^—<g(x)<-\ 
I n + 1 n j 

Now # is bounded below on each Un. Just as in case (i), we shall obtain \SxUn, Xjw = 

0 for all S E S. But x v = ^Xun- This will give (Sxu,Xuc) — 0 and we are in case 

( ! ) . • 

" I 
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Lemma 3.4.6 Suppose S is a direct sum of r nonnegative, indecomposable semi­

groups SX,S2,• • • ,Sr so that each member of S has a block diagonal representation 

(Si \ 

I sT) 
where S; £ Si, i = 1 , . . . ,r with respect to some decomposition of C2(X), say 

C2(X)=C2(Xi)@---®C2(Xr). 

Then every M £ Cat'S is of the form M = (&ri=xeiC2(X) where each e,- is either 0 or 

1. 

Proof. Obviously, C2(XA £ Cat'S for every i = l , . . . , r . Further, each Si being 

indecomposable, C2(Xi) is a minimalstandard subspace in Cat'S in the sense that 

S has no nonzero standard invariant subspace properly contained in it. Now let 

M £ Cat'S. We first show that if a nonzero, nonnegative / is in M such that 

supp f = X% for some i, then C2(Xt) C M. Suppose M — C2(U) for some Borel 

subset U of X of positive measuie. It is enough to prove that Xt C [I upto a null set, 

or equivalently, u(Uc H X,) = 0 . Suppose not, in which case u(Uc C\ XA > 0. Now 

/ £ M implies that / = 0 a.e. on Uc, and in particular, / = 0 a.e. on Uc H X, which 

is contained in Xi i.e., f is zero a.e on a subset of X, of positive measure which is 

not possible as supp f = Xx. Therefore, we must have u(UcnXt) = 0 and this proves 

the desired result. 

Next, observe that we can write 

M=C2(Ui)®---®C2(Ur), 

n 
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where Ui — U n Xi. Let fi = Xu > * a e n t n e vector / = 

assumption Sf £ M where 

/ 0 \ 

fi 

\o) 

£ M and by our 

(( 0 \ 

S / = < S/, : SESi 

IV 0 / 
Define 

ti = 0 if /, is zero 

ti = 1 if /,• is nonzero . 

To complete the proof, we must show that whenever e, = 1, we have £2(.Y1) C 

M. Now Si is a band acting on C2(Xi) and /,- £ C2(UA. By Lemma 3.3.14, we 

obtain a positive vector, say gu in £2(A') which is also a limit of nonnegative linear 
/ 0 \ 

combinations of the members of {«?,-/;}. Consider the vector g — . Then g £ M 

\0) 
and supp g = Xi. Therefore, by what we have proved above, we obtain C2(XA C M. 

U 

Theorem 3.4.7 A direct sum of r maximal, indecomposable, nonnegative rank-one 

bands is a maximal band of constant rank r. 

Proof. For r = 1, the result is obvious. Therefore let r > 1. Suppose Si, S2, • • •, Sr 

are r maximal, indecomposable, nonnegative rank-one bands and consider their direct 
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sum. Every member S of <S is of the form 

(Si 

s2 

V Sr) 

where Si E Si, i = 1,2. • • • ,r. Also suppose that this representation oi the members 

of S is with respect to the decomposition 

C2(X) = £2(*i) © £2(*2) • • • © £ 2 (* r ) , 

where Xi, • • •, Xr are Borel subsets of X of positive measure. 

If S is not maximal, then let S' be a band properly containing S and having 

constant rank r. Now observe that S is a full band. Therefore, S' is full too. By part 

(i) of Theorem 3.4.3, S' is a direct sum of r rank-one, indecomposable, nonnegative 

bands, say, S[,S'2, • • • ,S'r. Now Cat'S' C Cat'S. By the previous lemma, the cardi­

nality of both Cat'S and Cat'S' is the same which is 2r. Therefore, we must have 

Cat'S = Cat'S'. Thus we can rearrange the spaces £ 2 (/¥,•) in the direct sum above 

to obtain a new decomposition of £2(A') so that Si C S'{. But since the bands Si are 

maximal, we have S'{ = Si for each i. Hence S is maximal. • 

Theorem 3.4.3 and the Remark 3.4.4 can be combined to give the following char­

acterization of maximal nonnegative bands of constant finite rank. 

Theorem 3.4.8 Let S be a nonnegative band in B(C2(X)) of constant finite rank r. 

(i) If S is full, then S is maximal if and only if 

i(Si \ 

s = < 
S2 

IV 

: Si E S;,i = 1,2,... ,r 

Sr) 
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where Si is a maximal rank-one indecomposable band for each i. 

(ii) In general, if S is maximal, then 

f /O XE XEY\ 

S = :EES0,XEX,YEy } , 0 E EY 

VO 0 0 / 

where So is a direct sum as in part (i) and X, y are the entire sets of nonnegative 

operators on appropriate spaces. 

We shall see in Theorem 3.5.6 in the next section that in special cases, a nonneg­

ative band with constant infinite rank is decomposable. 

3.5 Some conditions leading to decomposability 

of infinite-rank, nonnegative bands 

Definition 3.5.1 Suppose {Mi}i^j and {Afj}j&j are collections of mutually orthog­

onal subspaces of C2(X) whose direct sum equals C2(X). Then {A4,},- is said to be 

a refinement of {Afj}j if each Afj can be expressed as a direct sum of a (finite or 

infinite) subcollection of {Mi},. 

In the definition above, {Afj}j is called a coarsening of {Mi}t 

Definition 3.5.2 A nonnegative operator A in B(C2(X)) will be called nondegen­

erate if A is full and there is no continuous part in any maximal chain in Cat'A. 

Lemma 3.5.3 Let A be a full nonnegative idempotent in B(C2(X)), andC any maxi­

mal chain in Cat'A. Then there cannot be any nontrivial gaps in C with corresponding 

compressions of A equal to zero. If A is nondegenerate, then it can be expressed as a 

direct sum of countably many positive idempotents of rank one. 

I I 
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Proof. Let A and C be as described in the statement. It was shown in the proof of 

Theorem 3.3.13 that each nontrivial gap in C is a reducing subspace for A and thus 

the compression to any such gap cannot be zero for this will contradict the fullness 

of A. In fact each nonzero compression to a gap is a positive idempotent of rank one. 

Again by Theorem 3.3.13, if A is nondegenerate, then it is a direct sum of positive 

idempotents of rank one which are countable because of the separability of C2(X). • 

Lemma 3.5.4 If A, B are positive operators on C2(X) and S is a nonzero, nonneg­

ative operator on C2(X), then ASB is positive. 

Proof. Let / be a nonzero, nonnegative vector in C2(X). Since 5 is positive, 

5 / > 0. Also, S being nonzero and nonnegative, SBf ^ 0 (by Proposition 3.2.1). 

Thus 0 £ SBf > 0 because S > 0. But A is positive. Therefore, A(SBf) > 0 which 

implies that ASB is positive. • 

Lemma 3.5.5 Let A be a nondegenerate idempotent on C2(X) such that with respect 

to some decomposition 

C2(X) = C2(Xi) © C2(X2) © £2(A'3) © • • •, 

/An Ai2 A]3 - .A 

A = A2] A22 A23 ••• , 

V : : : / 
where each Ay is either zero or positive. Then A has a block diagonalization with 

positive diagonal blocks with respect to some decomposition 

£2(,V) = £ 2 (Wi )©£ 2 (W 2 )©- - - , 

where the collection {£2(W,)}{ is a coarsening of the collection {£2(A',)}t. 
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Proof. If rank(A)=l, then the fullness of A implies that A is positive and therefore 

{£2(A",-)}; itself is the required coarsening. Therefore, assume that rank (A) > 1 in 

which case A is decomposable. Thus it has a nontrivial invariant standard subspace, 

say £ 2 (y) , where y is a, Borel subset of X such that u(y).u(yc) > 0. We can assume, 

with no loss of generality, that the sets A',- are disjoint so that X = U,-A,-. Now we 

can write 

y = yi o y 2 u ... 

where 34 = yC\X{. Let J = {j £ Itf : /J(3-J) > 0}. Then J is nonempty, for otherwise 

C2(y) = {0}. We rearrange {A*,} to obtain 

x = (ujeJx]) u (03ijX3). 

Suppose 

with respect to 

A = 
E F 

G II 

£2(A') = £2(U j6,A'J)ffi£2(U^ t;A' i). 

Wre shall prove that G = 0. Clearly, any vector in C2(y) is of the form 
0 

(3.10) 

, for 

some / £ C2(i)j£jX}) with respect tc (3.10). Since for each i £ J, u(yt) > 0, we 

can select a nonzero, nonnegative function /, in C2(Xt) with supp / , = yt such that 

/M /M 
h 

\ ': ) 

is a vector in C2(OjeJX]) = @3eJC
2(X]). Write / = h 

V i / 

Now 

/ Ef 
£ £2CV) E F\ ir 

Q; VG HJ \OJ \Gft 

by the invariance of C2(y). The form of vectors in £2(3^) gives that Gf = 0. Let 

/ G n G12 •••\ 

G2i G22 • • • 

V i ! / 
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be the block matrix form of G : © i6j£2(Aj) -+ ®jiJC
2(Xj). Now Gf = 0 implies 

that 

Gnfi 4 Gi2f2 + • • • = 0 for each i = 1,2,..., 

which by nonnegativity of Gy further implies that 

Gijfj = 0 for each i,j — 1,2,... 

If Gij is nonzero for some (i, j), then it is positive and fj being nonzero, nonnegative, 

we shall obtain Gijfj > 0 which is not true. Therefore 

G,j = 0 for every i,j 

(E F\ 
and hence G = 0. Thus A = ( . This shows that ©,g j£ (A',1 is invariant 

Vo H) J J 

under A. Since A is full, we have F = 0. We now claim that C2(y) = © J 6 J £ 2 ( A J ) . 

WorL'ng with the same / as above, we have 

Suppose E : ©j6./£
2(A'_j) —• © ;ej£

2(A}) has the block matrix form 

(En E12 - - ^ 

£21 E22 • • 

V : / 

Then 
/Eu En •••\ / / A 

Ef = E21 E22 

\ ': :. ) 

h 
V ; / 

/Enfi + Ei2f2 + --\ 

•E21/1 + ^22/2 4 

V / 

Since A is full, each of its rows contains at least one positive block. This coupled with 

the fact that each /,- is a uonzero, nonnegative function in £2(A',), implies that each 

component of Ef is a positive function in £2(A',); in other words, supp Ef — Uj^jXj. 

But Ef £ C2(y). Therefore, we must have 

£ 2(^) = C2(\JjeJXj) = ®jBJC
2(Xj). 
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As £2(3^) is nontrivial, @j£jC2(Xj) is nontrivial i.e., J is a proper subset of INT. 

Since A is nondegenerate, by Lemma 3.5.3, there exists a decomposition of £2(A), 

say 

£2(AJ) = £2(Wi)ff l£2(W2)©--- , 

with respect to which A has a block diagonal form 

/Ai \ 

Ai 

\ • • ) 

where each A, : £2(W,) —» £2(W,) is a positive idempotent of rank one. Clearly, each 

£2(W,) is a standard subspace invariant under A. Therefore, by what we have proved 

above, each £2(W8) is a direct sum of a subcollection of {£2(A'))}). Hence {£2(W,)}, 

is a coarsening of {£2(A",)}j such that with respect to 

£2(A') = £2(Wi)ff i£2(W2)©--- , 

A has a block diagonalization with positive diagonal blocks. • 

Theorem 3.5.9 below answers Question 3.3.16 affirmatively under the additional 

hypothesis of finiteness; Example 3.3.17 shows the necessity of this hypothesis. But 

we first consider a finite, nonnegative infinite-rank band whose members are nonde­

generate and prove that under this special condition of nondegeneracy, the band has 

a block diagonalization. 

Theorem 3.5.6 A nonnnegative finite band in which every member is nondegenerate 

and has infinite rank is decomposable. Furthermore, it has infinitely many mutually 

orthogonal standard invariant subspaces whose direct sum is C2(X); equivalently, the 

band is block diagonalizable. 

Proof. Let S be a band with k elements, say Si,S2,- • • ,Sk such that each S; is 

nondegenerate and is of infinite rank. Consider Si. By Lemma 3.5.3, there is a 



73 

collection {M\ J }g t of standard subspaces of C2(X) such that with respect to 

/ '̂ 11 

Si 

f?(x) = @r=i M\I\ 

c(i) 
'-'22 

V / 

where each S„- : -/W, ~-+ y\4' is a positive idempotent of rank one. 

Next, consider SxS2Si where 

S2 = 

/ "-"ll J12 \ 
o(2) c(2) 
°21 °22 

V : ': •••/ 

with respect to the decomposition £2(A) = ©£j M, . Then 

/ r , ( l ) Q (2 )c ( l ) r.(l)r>(S)f-(l) . 
/ •-'ll 011 °11 p l l " -^ ^ ' ' ' \ 

SiS2Si Q(I)C. (2)C( ] ) c( i )c(2)c( i) 
a22 °21 '-'ll °22 °22 '-'22 ' ' 

/ 

By Lemma 3.5.4, since each S„ is positive, an arbitrary block Sn'SjkSkk in 

SiS2S\ is zero or positive according as Sjk is zero or nonzero. Now, by hypothesis 

SXS2SX is nondegenerate. Therefore, by Lemma 3.5.5, there exists a coarsening of 

{M\ } ^ , which we denote by {M\ } ^ X such that with respect to the decomposition 

C2(X) = (Bi2.xM\ , SXS2S\ is a direct sum of positive rank-one idempotents. Since 

{M\ }, is a coarsening of {M; } , , Sx is a direct sum of idempotents which are 

full (because each is a direct sum of positive idempotents) with respect to £2(A') = 

©,-MJ '. Suppose 
(S'n 

Si s 22 

\ 

• • / 
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and 
• on on Qir 

Jn °12 J i 3 
c I on on on 

0 2 — *->2i >J22 a 2 3 

with respect to C2(X) = ffl,Afj2) so that 

/ at on QI or on QI 

/ ' - , l l 0 l l 0 l l ° l l ' : ' l 2 J 22 
QI on QI qi on qi 
>- ,22021' : ,ll °22'- ,22'-)22 

Si S2 Si = 

V 

Then we know that the nondiagonal blocks are zero and the diagonal blocks are 

positive idempotents. But any nondiagonal block is of the form S^S'^'S'^ for i ^ j . 

Since S'u and S'jS are full, therefore S'J'/^j = 0 implies that S't': = 0. Thus both Si 

and S2 are diagonal with respect to the decomposition C2(X) = ®iM\ . 

Next, consider (SiS2Si)S3(SiS2Si). As reasoned above, there shall exist a coarsen­

ing {M\ '}, of {Af, }, such that with respect to the decomposition C2(X) = ®tM; , 

Si, S2, and S3 are diagonal. Proceeding like this, after k steps, we shall arrive at 

a direct sum decomposition ©^i«Mf of £2(A) with respect to which each S; has 

zero nondiagonal blocks . This proves that S is decompo"able, in fact it is block 

diagonalizable with respect to £2(A") = ®iM\ . d 

Next, we prove the result that a nonnegative finite band with constant infinite 

rank is decomposable. For this, we need a couple of lemmas. 

Lemma 3.5.7 If a band S has more than one member, then there exists PES such 

that PSP is a proper subset of S. 

Proof. Suppose there does not exist any P in S satisfying the required condition. 

Then PSP = S V P E S. We claim that this implies PSP = S for all P and S in 

S. If S £ S, then S = PSiP for some ST £ S, i.e., PSP = PSXP = This furthei 

gives that PSPS = S and SPSP = S, i.e., PS = S = SP for all P and o in S. Thus 

1 
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S = P for all P, S in S. Hence S is a singleton which contradicts the hypothesis. 

Therefore, there exists some P E S such that PSP is properly contained in S, • 

Lemma 3.5.8 / / a collection S C 5(£2(A')) contains a member P which is a full 

idempotent such that PSP is decomposable, then so is S. 

Proof. Since PSP is decomposable, there exists a decomposition of £2(A), say 

£2(A') = £2(A'i)©£2(A2) 

with respect to which every member T of PSP has the block matrix form 

Til Ti2' 

o r 2 2 . 
As P is a member of PSP, it also has a block matrix form with respect to the above 

decomposition, say 

/ Pi X' 

\ 0 P2 

But since P is a full idempotent, by Lemma 3.3.12, we get X = 0. Now for any 
(Sn S ] 2 \ 

S £ S, let I be the block matrix form of S with respect to the given 
V S2i S22 / 

decomposition. Then 

PSP = 
I Pi 0WS„ Sn\/Pi 0\ 

U P J U I s j v o P2) 
PiSnPi P ,S i 2 /y 

,P-iS2iPi P2S22P2I 

By decomposability of PSP, we have P2S2iPi = 0 V S £ S. But Px and P2 are full 

because P is full and therefore, by Lemma 3.3.12 we get S2J = 0 V S £ S. Hence S 

is decomposable. • 

Theorem 3.5.9 A nonnegative finite band in which every member has infinite rank 

is decomposable. 
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Proof. Let S he a nonnegative finite baiid with constant infinite rank. We shall prove 

the theorem by induction on |<S|, the cardinality of S. Suppose \S\ = n. Assume that 

every nonnegative band with constant infinite rank which has cardinality less than n 

is decomposable. 

Consider S. If 5 is a singleton, then by Theorem 3.3.5, it is decomposable. 

Therefore, assume that | 5 | > 1 By Lemma 3.5.7, there exists P £ S such that PSP 

is ? proper subset of S. By Theorem 3.3.13 (b), P has a block matrix form 

(0 XE XEY\ 

0 E EY 

\ 0 0 0 / 

with respect to some decomposition 

C2{X) = C2(Xi) © £2(A"2) © C2(X3), 

where E : C2(X2) -> £2(A-2) is full. For any S £ S, let 

1 Sll Sl2 Sl3 \ 

S2I S22 S23 

V S3i S32 S33 / 

be its block matrix representation with respect to the above-mentioned decomposition 

of the; space. Then 

/0 XE XEY\ (Sn S12 Si3\ /0 XE XEY\ 

PSP = 0 E EY S2i S22 S23 0 E EY 

VO 0 0 / \ S 3 1 S32 S33/ \ 0 0 0 / 

/ 0 XE(S2iX + YS3iX + S22 + YS32)E XE(S2iX + YS31X + S22 4 YSZ2)EY\ 

0 E(S2XX 4 YS31X 4 S22 4 YS32)E E(S2XX + YS3iX + S22 4 YS32)EY 

\ 0 0 0 / 

Let -t 

T = {E(S2iX 4 YS31X + S22 4 YS32)E : PSP E PSP}. 
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Observe that T is a nonnegative band such that \T\ < \PSP\ < \S\. Then by the 

inductive hypothesis, T is decomposable. Therefore, there exist Borel subsets E, F 

of X with u(E).u(F) > 0 such that (TxE,XF) = 0 V T £ T. 

(Sn S12 Si3\ 

(E(S2iX 4 YS3iX 4 S22 4 YS32)EXB, XF) = 0 V S = 

(ESnXEXB,XF) 4 (EYS3IXEXE,XF) + (ES22EXE,XF) + 

S21 S 2 2 S23 

V S31 b32 S33 / 

£ S 

(EYS32EXB,XF) = 0 V S £ S . 

Since all the operators are nonnegative, this gives that 

(ES22EXB,XF) = 0, 

in other words, the collection {ES22E : S E S} is decomposable. Also this collection 

contains E which is a full idempotent. Therefore, by Lemma 3.5.8, the collection 

?22 S 

(Sn Si 2 S i 3 \ 

ES S21 S 2 2 S23 

V S31 S32 S33 / 

is decomposable. Just as in the proof of Theorem 3.3.14, we conclude that S is 

decomposable. • 

Corollary 3.5.10 A finitely generated nonnegative band in which every member has 

infinite rank is decomposable. 

Proof. This is a consequence of the interesting result on abstract bands due to Green 

and Rees [4]: every finitely generated band is finite. • 

Corollary 3.5.11 Every finitely generated nonnegative infinite-rank band S has the 

property that any maximal standard block triangularization of S is such that the com­

pression of S to each nonzero gap constitutes a nonnegative finite band with at least 

one element of rank one in it. 

Proof. Same as in the finite-dimensional case '/l. Theorem 1.3.7). • 



Chapter 4 

A geometric characterization of 

maximal, nonnegative, 

indecomposable bands of constant 

finite rank 

We shall borrow the notation and the terminology from the preceding chapter to 

define our Hilbert space £2(A), the space B(C2(X)) and all other terms used in this 

chapter. 

We have proved in Theorem 3.4.8 that every maximal, indecomposable, nonnega­

tive band with constant finite rank r, say which is full is the direct sum of maximal, 

indecomposable, nonnegative rank-one bands. Thus the structure of such bands is 

completely determined if the structure of maximal, constant rank-one bands is known. 

In this chapter, we shall obtain a geometric characterization of maximal, indecom­

posable, nonnegative constant rank-one bands. 

Before we embark on this task, we would like to mention for reasons which will 

be apparent later that our field of scalars C will be replaced with FL 
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We know that a nonzero, nonnegative rank-one operator in B(C2(X)) is of the form 

u®v, where u,v are nonzero, nonnegative functions in £2(A") and (u®v)f = (f,v) u 

for all / £ £2(A). Further, for u ® v to be an idempotent, u, v must satisfy the 

equation (u,v) = 1. 

Thus, if S is a nonnegative band of rank-one operatois in B(C2(X)), then we can 

find sets U, V in the nonnegative cone of £2(A"), viz. K, so that S C U g} V, where 

U®V= {u®v:uEU, vEV} 

and 

(u, v) = 1 for all u £ U and for all v £ V. 

(By the nonnegative cone of C2(X), we mean the set K. = {/ £ £2(A') : / > 0}). 

Further, if S is maximal, then we must have <S = U ® V for some U, V of the 

kind mentioned above. We wish to find the general form of U and V for a maximal, 

nonnegative, indecomposable band S of rank-one operators in B(C2(X)). 

We observe that if Ui,u2 E It, then (tui 4 ( 1 — t)u2, v) — 1 for 0 < t < 1 and for 

all v E V. Thus for a maximal U ® V, U must contain all the convex combinations of 

its members too. Furthermore, it is clear that U is closed (in norm). Also, we cannot 

have every member of U equal to zero a.e. on any Borel subset of X with positive 

measure, for if, there were such a set, say W C X such that u — 0 a.e. m W for every 

u £ U, then for any u £ U and v £ V, 

((u®v)f,xw) = (u®v)f(x) u(dx) 
JW 

= / (f,v)u(x) u(dx) 

= (f,v) f u(x) u(dx) = 0 for all / £ £2(A') 
Jw 

which by Lemma 3.2.5 implies that U ® V is decomposable. This together with the 

fact that U is closed and convex allows us to assume with n i loss of generality that 
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U has a positive element. Let us pick one such element in U, say u0, i.e. «o > 0 a.e. 

on X. 

Now, any u Eli satisfies (u, v) = 1 for all v £ V. In particular, (w0, u) = 1 for all 

v E V. Thus, for any u Eli, 

(u,v) = (u0,v) for all v £ V 

=» (u - u0, u) = 0 for all u £ V 

=*• u-UoEV1 

=*> « £ u0 4 V1 for all u £ W 

=*> W C u o + V 1 . 

Also, if v' £ Vx, then for any v £ V, 

(u 0 4u ' ,u) = (uo,v) = 1. 

Thus, by the maximality of S, we obtain 

U = {u0 + v 1 } n £. (4.1) 

By the same reasoning, we can find a positive, vector vo in V and obtain 

V^{vQ + UL}f])C. (4.2) 

Next, we show that if U and V are given as in (4.1) and (4.2) respectively, for 

some positive «o, VQ and subspaces W, Z, i.e., 

U = {«0 4 W} n K (4.3) 

V = {v0 + 2} n K (4.4) 

where (u0,v0) = 1, W = {u0 4 Z}L and £ = {u0 4 W } 1 , then 5 = U ® V is a 

maxima' band of nonnegative rank-one operators in B(C2(X)). It is easy to see that 

I 
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S forms a nonnegative band of rank-one operators. Suppose S is contained in a band 

So of rank-one operators, where 

SQCU'®V' = {«' ® v': u' E W, v' E V1}, 

for some sets W, V C fC. and («', v') = 1 for all ti' £ W and v' £ V. 

Let S = p ® g £ SQ. Since So is a semigroup, u 0 u • p ® (? £ So for all u 0 v £ S. 

Therefore, for any / £ £2(A'), 

(u®v)(p®q)f - (u®v)(f,q)p 

= (f,q)((u®v)p) 

~ ( / , ? ) ( P i i * ) " 

= (P ,w)( ( / , ? )u) 

= (p,v)(u®q)f 

= ((p,v)u®q)f 

i.e. (u 0 u)(p 0 (?) = (p, w) u 0 <?. Thus (u ® u)(p 0 (?) is an idempotent if and only if 

((p, v) u, q) — 1, i.e., if and only if (p, v) (u, q) — 1. With no loss of generality, we can 

assume that (p,v) ~ 1 and (u,q) — 1 (for if, (p,v) — a(j^ 1), then (u,q) = —, so that 
a 

we can write s = —p®aq = p'®g' where p ' = —p, (?' = c«? and (p\ v) = 1, («,<?') = 1). 
a a 

Now 

(u, (?) = 1 for all u £ ZY 

=>• (tto, (?) = 1 and (u0 + w, (?) = 1 V w E W 

=» (u0, (?) = 1 and (u;, (?) = 0 V w E W 

=» (u0 4 u>, <? - vo) = 0 V iv E W 

=*> (? - v0 E {u0 + W } x = 2 

=> q E i'o + Z = V 

Similarly, we can show that p £ U. Thus p ® ( ? £ £ / 0 V = S which implies that 

So C S. Hence S is maximal. 

Next, we would like to see which subspaces W and Z give rise to maximal in­

decomposable bands as in (4.3) and (4.4). Suppose there is some w £ W such that 

I 
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w " 0 or w < 0. Consider the case when w > 0 and the support of w is a Borel 

subset of positive measure. Then 

(w,v) = 0 Vv £ V 

=» / w(x)v(x) u(dx) = 0 V v E V 

=£• w(x)v(x) — 0 a.e. on A V v £ V ( as w, v > 0) 

Let A/" = supp to, then v — 0 a.e. on TV V v £ V. By the same argument given once 

before, this will yield decomposability of 5 which is not true. Similarly, if w < 0 with 

positive-measured support, we shall find S to be decomposable. This shows that 

every vector of W must necessarily be a "mixed" vector i.e., a vector having positive 

and negative parts with supports of positive measure. In other words, the space W 

intersects K. trivially. Following the same argument, we conclude that Z ClfC = {0}. 

(We shall call such a space a mix^d space). 

We summarize the discussion above in the following theorem. 

Theorem 4.1.1 Let S be a maximal, nonnegative, indecomposable band of rank-one 

operators in B(C2(X)). Denote the positive cone of C2(X) by fC. Then there exist 

positive vectors UQ, VO in K with (uo,«o) = 1 and there exist mixed subspaces W, Z 

of C2(X) with W = {v0 4 Z}L, Z = {u0 + W}x such that S = U®V, where 

U = {w04W}ru: 

V = {uo + Z}V\K,. 

Since we would like to conclude with an example in finite dimensions, let us 

see what form a nonnegative, maximal, indecomposable rank-one band assumes in 

Mn(R). 

A nonzero rank-one operator in R" is of the form xy* for some nonzero x, y E Rn. 

It will be an idempotent if and only if its trace equals 1 i.e., if and only if y*x = 1. If 

we denote the nonnegative cone of R" by R i , then by what we have obtained above, 

I p * I 
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a maximal, nonnegative, indecomposable band of rank-one matrices in Mn(R) is of 

the form Xy*, where 

A = {a + W} n R* 
y = {b + z} n Ri 

for some positive vectors a, 6 in R'1 and mixed subspaces W, Z. 
«i \ 

Further, we observe that the positive vector a can be replaced with the 

(l\ 

- « n / 

vector e 

V i / 
where L is given by 

if the whole band is transformed by an appropriate similarity L, 

\ /i 
«i 

a2 

V - ! - / 

Then instead of working with A'^*, we work with LXy*L l which is again of the 

form X'y" where A" = LX and y = ((L~*yy)'. 

A special case is when Z = {0}, i.e., when A is a singleton. In this case, Xy* is 

similar (upto a diagonal similarity with positive diagonal entries) to 

• (xi x-i ••• xn \ 

: Ji + --- + j - n = l,i-, > 0 > . 

.Xi x2 • • • X J 

p 
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