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ABSTRACT

Paper-based user manuals that provide assembly and disassembly instructions often do so
with a combination of diagrams supported with textual information that clarifies how to
perform the tasks. Mobile devices are emerging as a multimedia platform for providing
on-demand training due to their portability. Mobile devices have limited screen size; as a
result, the text instructions associated with the diagrams can produce clutter and
occlusion on the screen. Also, too much information if fed through a single sensory
channel (visual) may result in excessive cognitive load on the working memory of the
human brain, thus hindering the learning process. In this work, two user studies were
conducted to investigate the tradeoffs of using text, voice, and a combination of both
modalities on the learning experience in a just-in-time mobile learning scenario. In such a
scenario end-users are managing two very visual tasks at the same time; i.e., the primary
task of carrying out the assembly/disassembly job and the secondary task of learning how

to perform the task.
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CHAPTER1 INTRODUCTION

1.1 MOTIVATION

It is becoming customary to digitize the bulky paper maintenance manuals and assembly
instruction documents used in aircraft maintenance and manufacturing facilities. This
digitization also provides an opportunity for the integration of video simulations for
training. As this research is a part of the “Dalhousie Boeing Mobile Graphics” project,
the interest was to dynamically adapt the content of the maintenance manuals to various
devices, including large displays, desktop displays, and mobile devices [1]. In particular,
with the use of mobile devices, technicians can access this detailed digital data (i.e.,
maintenance manuals) while engaged in on-demand learning as they perform their tasks
on-site. A number of applications (e.g., Autodesk Inventor Publisher Mobile Viewer) are

available for mobile platforms such as Android and iOS.

Wearable computing and the use of augmented reality and virtual reality based
applications has been proposed for classroom training programs at aircraft maintenance
training schools (e.g., [2]). However, when on-demand learning is required (i.e., a quick
refresher for how to do a specific job) during the everyday maintenance cycle, the use of

Head-Mounted Displays (HMDs) will not be as practical as mobile devices.

The main drawback of using mobile devices is that they have small display size so as to
maintain the portability of the device [3]. Hence, including a lot of textual instructions
within a maintenance manual can result in clutter and occlusion. Furthermore, a
maintenance technician performing a task on-site has to look at the manuals, learn from
it, and then implement the gained knowledge to accomplish the task. This division of
visual attention between the screen and task at hand can affect their efficiency. These
issues led us to consider the role of audio in training materials. Audio as an output
modality has been an integral part of computer based training. Clark and Mayer [4] state
that using audio rather than on screen text to convey associated instructions with graphics
can lead to an increased ability of users to grasp the understanding. This is because the

cognitive load of the user gets divided into two channels i.e., visual and auditory.



This work was started considering the tradeoffs of using the modalities of text and audio
for delivering instructions to accompany the instructional diagrams. Reading text requires
continuous visual attention of the person reading it, but with audio instructions one
doesn’t have to look at screen. Thus, the modality of audio may allow the mechanics to
focus on the assigned task in the real world as they learn about the details of how to
perform the job as there is no need to gaze at the screen continuously and try to
comprehend [5]. That being said, processing lengthy audio instructions could be difficult
as it requires cognitive effort [4]. If the real world task to be accomplished is complex,
much more detailed information is needed to be conveyed. In such a case just using audio
may not suffice. A multimodal approach i.e., using both text and audio, may be more
appropriate as the user can refer to the text instructions on the screen if he or she wasn’t

able to understand the audio.
1.2 RESEARCH PROCESS

Two controlled lab studies were conducted to evaluate audio, text and audio-text as
output modalities for viewing multimedia content on mobile devices in a just-in-time
learning situation, where participants were asked to perform mechanical tasks based on

the knowledge that they gathered via referring to the digital manual provided.

After running the first study we analyzed the data collected and found that for the
LEGO™ robot assembly tasks participants felt that the textual and auditory instructions
provided weren’t necessary to complete the tasks. Therefore, in order to complete the
work we devised computer hardware disassembly tasks (study 2) for which the textual
instructions were necessary in addition to the action diagrams to carry out the tasks

successfully.

For both the studies, at the end of each output modality condition the participants
answered a brief questionnaire. After the session each participant was interviewed so as

to collect feedback.



1.3 RESEARCH QUESTIONS

With digital multimedia content (consisting of step-by-step action diagrams) being
provided over mobile devices in a just-in-time learning context, the goal of our study was

to get answers for the following research questions.

1.) Does the chosen form of output modality (text, audio and text-audio) affect the overall

efficiency of a user carrying out a mechanical task while referring to the mobile manual?

2.) Does the introduction of audio as an output modality option decrease the amount of
time spent by the user looking at the screen (visual attention) when referring to a training

manual and carrying out a mechanical task simultaneously?

3.) Does the expertise of the user impact the efficiency and the amount of time spent
referring to a training manual (secondary task) while carrying out the mechanical task

(primary task)?

4.) Does the instruction length impact the efficiency and the amount of time spent by the
user looking at the screen (visual attention) when referring to a training manual and

carrying out a mechanical task simultaneously?
1.4 RESEARCH CHALLENGES

The objective of this research was to find out the best possible modality or a combination
of modalities to support learners in a mobile just-in-time learning scenario while they are

carrying out mechanical tasks such as assembly or disassembly of parts.

While working towards this objective we faced a lot of challenges. For instance we had to
come up with a combination of complex learning and implementation tasks which
required considerable visual attention, so that we can test the impact of modalities and the
results of the study could be generalized to a variety of contexts and populations. Our
primary motivation was to support aircraft maintenance technicians by discovering the
best possible ways to deliver multimedia maintenance manual content over mobile
devices in an industrial setting. Ideally, we would have used an existing maintenance

manual, digitized it, created versions with the text changed to audio alone or a



combination of audio and text, and then evaluated it with aircraft mechanics doing real
world installation tasks. But we did not have access to an aircraft maintenance facility, to
their actual tasks, or to their staff; therefore we decided to use an abstraction and came up
with complex LEGO™ Mindstorm robot kit installation task (study 1) and computer
hardware repair task (study 2) so that we could conduct the study in a lab environment.
While developing the prototype we took into account the small screen size of the mobile
devices and the limited availability of visual attention, cognitive capabilities and hands

while multitasking.
1.5 CONTRIBUTION

This work is built upon the principles of cognitive load theory. We took three new factors
into account that we studied in this work — the mobile platform, just-in-time scenario and
the “learning & performing a mechanical task” context. Although, the Cognitive Load
Theory principles apply to the desktop form factor, we were focused on investigating if
the effects such as the spatial split-attention effect are valid for mobile devices as well?
An initial poster publication of this work was presented at Graphics Interface 2012; it
highlighted the need to investigate the effect of text, voice, and a combination of both
modalities on the learning experience in on-demand learning [38]. The attendees
provided us with their valuable feedback, which helped us refine our prototype with the
inclusion of action diagrams i.e., a diagram that provides the functional information about

the object via directional arrows.
1.6 THESIS ORGANIZATION

This thesis is divided into five chapters. Chapter 2, Related Work, discusses the related
work in the areas of multimedia instructional design, cognitive load theory and mobile
interface design Chapter 3, Study One: LEGO™ Robot Kit Assembling, presents the
research questions, study design, development of the digitized instructional content, data
collection methods, and the outcomes of the first controlled lab study. Chapter 4, Study
Two: Computer Hardware Disassembly, presents the modified mechanical tasks and

summarizes the results of the second study. Chapter 5, Conclusion, Limitations and



Future Work, summarizes the conclusions derived from the user studies, some limitations

of the user studies, potential future work and the contributions of this research.



CHAPTER 2 RELATED WORK

This chapter reviews the previous research done in the areas of multimedia instructional
design, cognitive load theory and mobile interface design. The existing research describes
how multimedia content helps in the learning process. In this chapter I present how just-
in-time mobile learning is different than classroom training (as the context varies), the
difference between the two scenarios — “learning & problem solving” and “learning &
performing a mechanical task”™. I also discuss why there is a need to evaluate the effect of
the modality of audio on learning in a just-in-time mobile learning environment (i.e.,

when the learner is performing an actual real world mechanical job as he is learning).
2.1 MULTIMEDIA INSTRUCTIONAL DESIGN

Multimedia (i.e., presenting the information using a combination of content delivery
formats such as text, graphics, video and audio etc.) has been an integral part of
education. Research supports the fact that multimedia content when presented with
appropriate media selection results in learning gains [4, 6, 7 & 8]. The most common
examples of multimedia instructions that we see in practice are - online learning and
computer-based training (CBT). The inclusion of multiple modes of instruction delivery
increases the level of enthusiasm of the learner, hence engaging the learner at a much
greater magnitude [7]. Therefore, it is justified that most of the instructors make use of
PowerPoint slides as they can include images, animations, and related videos in the
instruction material. In their paper, Baboo and Lobo [8] mentioned that - “trainees
generally remember more of what they see than of what they read or hear and more of
what they hear, see and do than what they hear and see”. This statement is illustrated in

the form of a diagram (refer figure 1).

There is no doubt about the fact that e-learning has emerged as a substitute to classroom
learning, hence supporting on-demand learning. Numerous universities across North
America offer online courses. Instructional materials can be provided over the web and
may contain interactive video tutorials. In their paper, Zhang et al. concluded that video
tutorials enabled effective individual learning as the content could be accessed randomly

i.e., the user can play or pause, go back and forth to a segment of the video tutorial with



minimized lookup time [9]. It is easier and faster to browse through an interactive video
tutorial when looking for a particular set of instruction as compared to browsing through

a textbook [9].

20% of what they

Figure 1 Learner’s remembering capacities according to Baboo and Lobo [8]
2.2 MOBILE LEARNING: IT IS DIFFERENT FROM CLASSROOM LEARNING

Mobile learning or M-learning enables individualized learning which can be delivered to
the user anytime and anywhere. The use of portable devices like tablets and smart phones
has enabled the end user to take the learning from a fixed location such as a classroom to
wherever the learner wants to go. Thus, the context in which mobile learning happens is

unpredictable.



Figure 2 Depicting a scenario for an aircraft maintenance mechanic

For instance in an industrial setting, the user could be in an awkward posture (refer figure
2). He may be on a ladder or crouched, lighting conditions may vary and there could be

background noise as well [10].

Also, the user may be present in different social settings (e.g., with a group of peers or
alone). The context can also change the extent of user’s visual attention on the mobile
device. A good example would be looking for directions on Google map rendered on
one’s smartphone while on the go. One would not like to constantly gaze at the mobile
map as they need their visual attention to be on the path so that they know where they are
going. Luca Chittaro points out in his paper that when designing mobile interfaces for
such peculiar contexts the designers should try to minimize the interactions between the

mobile device and the end user [11].



Figure 3 An arm worn mobile device [12]

Figure 3 illustrates how an ABB technician uses an arm-worn mobile device while
carrying out day to day maintenance operations. This allows the service technician to
make use of both his hands when not interacting physically with the device, as opposed to

if he holds it in one of his hands [12].

The context has a direct impact on the available motor and cognitive abilities that the
end-user can utilize to carry out a particular task. Thus it is idealistic to design
multimodal interfaces for mobile devices, so as to reduce the cognitive work load and the
attention and distraction issues. Multimodal interfaces go beyond the conventional way of
providing input and receiving output from a computer system. Interactions could be touch
based, gesture based, voice based etc. Thus a voice-based input mechanism may reduce
the use of hands to command the system and a voice-based output mechanism may

considerably reduce the amount of visual attention needed on the interface.



Figure 4 Inspectors running a series of checks on an aircraft cockpit using a tablet device.
2.3 DESKTOP VS MOBILE

Apart from the fact that mobile devices have limited processing power and less available
screen real estate, there is a significant difference between how a user interacts with a
mobile device as compared to the desktop systems. For instance tablets and smart phones
do not have physical mouse and keyboard, instead input is usually provided via touch

sensitive screen and an on-screen keyboard.

The development of multimedia content and multimodal interfaces can help overcome the
hardware limitations that mobile devices have. Also, combining different modalities can
be beneficial when designing mobile interfaces for certain contexts. For example, if a
user is at a meeting or at a conference, message notifications received on a smart phone
can be conveyed via a haptic stimuli (vibration alert) instead of a beeping sound which

would cause a disturbance [11].

The visual output is limited when displayed over mobile devices. This is attributed to the
small screen size [13]. Therefore, audio could be used as a second modality to convey

the information without taking anymore space on the screen.

10



Figure 5 Different screen form factors — desktop, tablet and smartphone
2.4 JUST-IN-TIME LEARNING

Just-in-Time learning (JIT), as the name suggests, is providing a quick fix to a problem
when it is needed [14]. Elaborating further, you learn something when you are in a
condition where you learn how to do a task and then implement it immediately. It could
be achieved via different sources. For instance a mechanic on the factory floor could
learn how to perform a particular task by reading an instruction manual while on the job
or can learn with the help from his or her colleague, which is called on-the-job training.
This enables the learner to get trained when they desire and not months before they are
actually going to perform. It may reduce the need for conducting refresher training
sessions as the learner has just acquired the knowledge to accomplish the task and is
highly unlikely to forget the perceived information. This Just-in-time learning can be
related to the case of an aircraft maintenance routine. The maintenance personnel look for
defects to be fixed in the cabin logbook and then gather the relevant tools and printed
manuals and head to the hangar to perform the job. The technicians refer to the manuals

as they carry out the repair procedure [15].

Researchers have studied the effect of JIT (Just-in-time) training in other situations as
well. Drews et al. [16] used JIT graphical training in an emergency situation, where
inexperienced participants had to perform cardiopulmonary resuscitation (CPR). They

found out that JIT is more efficient as compared to conventional paper-based classroom

11



training. Also, in his work, Pinson [17] mentioned that JIT is most effective in situations

where the task description is clearly defined.

JIT training delivered using mobile platforms and services may also save time and
money, as it eliminates the need of human (instructors) and other resources (e.g.,

classroom teaching material); which is a must in an in-class training methodology.

' '!3;‘\': : / S, o :
T L e -
Visual 1 4])) - )
Channel Auditory

Channel

Figure 6 Cognitive channels — Visual and Auditory
2.5 COGNITIVE LOAD AND THE MODALITY OF AUDIO

Cognitive load is defined as the measure of the amount of information that has to be
processed by the working memory of the human brain during learning activities. Clark
and Mayer discussed in their book that learning is increased whenever audio is used
instead text when presenting the instructional information related to a particular graphical
representation [18]. Thus, narrating the instructions divides the cognitive load into two
separate cognitive channels i.e., diagram through the visual and audio through the
auditory (refer figure 6). Clark and Mayer [18] suggested this recommendation as they
described that learners may overload their visual channel while processing both the
diagram and the associated text. Also, they introduced the concept of memory support via
on-screen text. They specified that if the instruction is complex, then the learner might

forget it if it is only presented via audio, as the audio once narrated is not present

12



anymore. Whereas, text could stay on-screen while the visual is there and hence could be

referred to again.

Previous studies have compared the effects of textual instructions, spoken narration, and
a combination of spoken narration with text, in a computer-based multimedia learning
environment. Moreno and Mayer [19] conducted a study where the participants were
presented with an animation illustrating the process of lightning formation. The pictures
were complimented with on-screen text in one case and with concurrent narration for the
second case. Then the participants were asked questions about the process. The
participants in the concurrent narration group provided twice as many correct solutions as
compared to the participants in the on-screen text group. Thus, they concluded that
people learn more when instructions explaining pictures are presented as audio rather

than text.

In another study, Mayer et al. [20] provided the students an interactive experience. The
animations used in the learning material explained how an electric motor works. The
animation was presented in two forms, one with on-screen instructions and the other
without the on-screen instructions and had audio instructions instead. The group with the
animation-audio combination performed better on a test given after the animations were

played as compared to the group which had animation-text combination.

Moreover, these animations were controllable by the students, i.e., they were able to stop
and start it at any time as per their convenience. Also, the animations were segmented in
small sections and each section explained a specific function of the electric motor. Mayer
et al. [20], thus also concluded that students were able to learn even better when they had

control over the animation.

These studies [19, 20] only concluded that a person's problem solving capacity could be
enhanced by the introduction of audio. But, it has never been evaluated that whether the
replacement textual instructions with audio could be helpful for just-in-time training,
where the learner while learning from an instructional set also performs a mechanical

task. Thus, makes use of the acquired knowledge in practice.
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2.6 WORKING MEMORY

The instructional material may get more difficult to comprehend if the material has very
specific instructions. For instance, the use of technical terms in instructional manuals or

the use of mathematical formulas can increase the cognitive load on the learner.

Multimedia Content Working Memory Long-Term Memory
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> Sounds Verbal Model i
rior
| Knowledge
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Schema)
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Images Pictorial Model

Figure 7 The Working Memory Model by Mayer [21]

The human brain utilizes the working memory to store a limited amount of temporal
information for a short duration to be processed (refer figure 7). Also, the Long-term
memory of a human is capable of storing comparatively larger amount of information for

a lengthier time [22].

Sweller et al. [23] mentioned that the learner can actively be aware of only the
information currently being processed by the working memory. Also, the working
memory can only handle a small piece of information for a short duration of time [24].
Apart from information processing, working memory is also responsible for comparing

and organizing information slices [25].

According to the cognitive architecture of the working memory as explained by Baddeley
[26], the pictorial & textual information gets processed by the visual channel and the
audio instructions get processed by the auditory channel. Thus, the instructional material
when presented as a combination of both modalities can avoid reaching the working
memory threshold of the human brain, hence avoiding cognitive overload. Smith et al.
[27] referred to it as off-loading the extraneous information from the visual path to the
auditory.
14



2.7 SPLIT ATTENTION EFFECT

Another phenomenon exists in multimedia learning called the split-attention effect. When
the learners are provided with two or more related sources of information (spatially) they
have to make a switch from one source to the other so that they could maintain a link
between the two sources [28]. For instance, when a picture is described with associated
text, the learner has to constantly split his or her attention in-between the visual and the
related text so as to learn what the visual represents. This may result in hindered learning
if the instructional material is not spatially integrated. However this theory may not hold
true for mobile devices as the screen size for smart phones and tablets is already very
small as compared to desktop screens. Thus, there is very minimal spatial separation
between the diagram and the associated text, and integration is thus achieved (refer figure

8). Placing the text under the visual instead embedding it with the diagram helps reduce

onscreen clutter [29].
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{
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Figure 8 Comparison of magnitude of spatial attention split: Desktop Vs Tablet
2.8 IS ADDITIONAL INFORMATION ALWAYS REDUNDANT?

Sweller et al. [30] mentioned that if different modalities are used to convey the same
information, then that information may become redundant and might not be used to learn.
But, this might not hold true when the information to be learned is very complex. For

instance, a complex diagram illustrating how to perform a mechanical disassembly task is
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presented to the learner, textual or audio instructions elaborating the diagram has to be
presented as the information can only be understood conjunctively. It is thus,
recommended to have associated information in form of text or audio, as the diagram
alone is not sufficient to tell the whole story. It may also enable the learners to selectively
switch their attention in-between the three available sources of information (diagram, text
and audio) as per their convenience and they may grasp different pieces of information

from different modalities.
2.9 EXPERTISE LEVEL OF THE LEARNER

The ability of the learner to grasp the information presented in the instructional material
also depends on the learner’s experience in that domain [31]. Reimann and Chi [32]
explained a schema-based approach. They mentioned that learners who have expertise in
a particular area are able to find patterns and can easily connect related information from
different sources of information, as they become familiar with the schematics. Thus they
can overcome the limitations of the limited working memory available. But, it has not
been investigated that what would be the modality preference for the expert learner in a

just-in-time learning scenario.

2.10 THE CONCEPT OF MOTOR CONTROL, PRIMARY AND SECONDARY
TASKS

We can define motor control as the ability of a person to perform coordinated movements
using their body parts. It also requires the coordination of a number of sensory inputs e.g.
visual and touch. For instance, if someone wants to perform a simple task of pausing a
video running on a tablet device, he or she has to first see and identify which area to
press, then sensing the movement of one’s own hand movement towards the screen,
feeling one's finger to touch the desired area on screen, and finally sensing that one has
actually tapped the screen. Thus motor skills of a person come into play while performing

even the easiest mechanical task.

In a just-in-time learning and implementation context, the learner has to perform two
tasks: the primary task of performing the mechanical job, which requires motor skills and

the secondary task of learning how to do the job using the instructional material (i.e., the

16



manual). Both the tasks require a fair amount of visual attention. The modality of voice
may allow the learner to focus on the assigned mechanical task in the real world as they
learn about the details of how to perform the job as there is no need to constantly gaze at

the screen and try to comprehend from the textual information [5].

In a recent field experiment carried out by Jensen et al. [33], it was found that the number
of eye glances at the GPS visual display decreased with the introduction of voice output
as the medium for delivering navigation instructions. However, it is not clear whether this
finding will generalize to just-in-time learning in our task domain, as the chance of
accomplishing the primary task successfully depends upon how well you have learned the
secondary task (i.e., learning how to do the job). Our task domain differs from the case of
GPS navigation systems as a driver knows the primary task already (i.e., he knows how
to drive); he just wants the navigation instructions. Therefore, we anticipate a more

extensive switch in visual attention when learning is underway.
2.11 SUMMARY

Based on the related work, as described in this chapter, we believe that the following
factors might impact the effectiveness of the output modality (text, audio and a

combination of both) for just-in-time training while accomplishing a mechanical task:

e The length of the instructions (for both the mediums - textual and auditory)
e The mechanical expertise level of the person carrying out the mechanical task

e The work setting in which the person is carrying out the mechanical task
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CHAPTER 3 STUDY ONE: LEGO™ ROBOT KIT ASSEMBLING

This research study is part of a larger project which is investigating how to support
aircraft mechanics with mobile devices while carrying out maintenance and repair
operations. We ran two user studies that investigated the tradeoffs of using text, audio,
and a combination of both modalities on the learning experience in a just-in-time mobile
learning environment when the end-users are managing two tasks at the same time (i.e.,
primary task of carrying out the maintenance job, the secondary task of learning just-in-

time about how to perform the job).

As we did not have access to the aircraft mechanic population, we created an abstraction

of an assembly task using LEGO™ Mindstorm robots.
3.1 RESEARCH QUESTIONS

As discussed in the related work section of this document there are several pros and cons
of using text, audio, and a combination of both modalities in learning new material. Table

1 summarizes the major advantages and disadvantages of using various modalities.

Table 1 Advantages and disadvantages of instruction modalities

Text Only Voice Only Multimodal

Advantages Advantages Advantages

Text stays on screen (long | Cognitive load gets divided | Choice between voice and

instruction can be text: If miss voice, have text

processed)

No visual attention

and vice-versa.

Disadvantages

Disadvantages

Disadvantages

May cause on screen clutter

and occlusion

Demands visual attention

Confusion or mishearing

Processing long voice

instruction may be difficult

Competing modalities

More controls to deal with
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With digital multimedia content (consisting of step-by-step action diagrams) being
provided over mobile devices in a just-in-time learning context, the goal of our study was

to get answers for the following research questions.

1.) Does the chosen form of output modality (text, audio and text-audio) affect the overall

efficiency of a user carrying out a mechanical task while referring to the mobile manual?

2.) Does the introduction of audio as an output modality option decrease the amount of
time spent by the user looking at the screen (visual attention) when referring to a training

manual and carrying out a mechanical task simultaneously?

3.) Does the expertise of the user impact the efficiency and the amount of time spent
referring to a training manual (secondary task) while carrying out the mechanical task

(primary task)?

4.) Does the instruction length impact the efficiency and the amount of time spent by the
user looking at the screen (visual attention) when referring to a training manual and

carrying out a mechanical task simultaneously?
3.2 RECRUITMENT AND STUDY POPULATION

The investigators obtained an approval from the Social Sciences & Humanities Research
Ethics Board at Dalhousie University to meet the ethical and safety requirements for

research involving human participants [see Appendix G].

Twenty four participants were recruited, as substantial feedback was required to get a
strong qualitative sense of user’s efficiency and accuracy patterns. All participants were
recruited by email announcements through Notice Digest and through the Faculty of
Computer Science mailing list [see Appendix A]. Recruitment posters were also
distributed on Dalhousie University’s