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Abstract

Molecular Imaging is a powerful asset to a range of disciplines, allowing for precise,

noninvasive, longitudinal imaging of a myriad of biological processes. Magnetic res-

onance (MR) molecular imaging offers the ability to perform longitudinal studies

of molecular interactions with excellent contrast, high resolution deep within tissue,

without the use of radionuclides.

With the emergence of molecular imaging, the number of contrast agents tar-

geting specific molecular or cellular processes has dramatically expanded. However,

molecular imaging studies are still limited to qualitative analysis of a single agent,

either requiring multiple imaging sessions, or expensive multi-modal equipment to

image more than one agent. Simultaneous quantification of multiple contrast agents

on a single modality would dramatically improve the research potential of molecular

imaging studies.

Magnetic resonance fingerprinting (MRF) offers a novel MR imaging methodology

that can generate multiple parameter maps simultaneously while allowing for greatly

accelerated acquisition times. While previous studies have shown that information

gathered using MRF can separate two contrast agents administered simultaneously in

vitro, it has not yet been demonstrated that MRF can quantify the two agents most

commonly used in molecular imaging studies: Gadolinium and superparamagnetic

iron oxide (SPIO), the latter of which imposes the additional requirement of T ∗
2

mapping.

The objective of this project is to develop and apply an implementation of MRF

which includes sufficient T ∗
2 mapping to quantify SPIO labelled cells and a Gadolin-

ium contrast agent preclinically in vivo, in 3D, within an acceptable scan time of

approximately 20 mins. Dual quantification of these two agents in vivo would allow

for studies mapping complex molecular interactions, such as immunotherapy drug

location and cell death maps, simultaneously.
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Chapter 1

Introduction

Since its inception, magnetic resonance imaging (MRI) has become an invaluable

tool used broadly throughout the medical field. Its non-invasive nature, coupled

with superior soft-tissue visualization and lack of ionizing radiation, positions it as

a powerful technique with a wide array of applications. Despite being iterated on

for over 40 years, MRI continues to find new uses as other fields of science develop.

Molecular imaging is one such field, in which MRI enables longitudinal studies of

molecular interactions with excellent contrast, high resolution deep within tissue, and

without interfering with the biological processes of interest. Continued development

of MRI is critical to further enhance applications such as cell tracking in immunology

studies.

In this work, we present a set of improvements to the novel MRI sequence, mag-

netic resonance fingerprinting (MRF), with direct application to cellular quantifica-

tion and imaging. Beginning with an introduction to molecular imaging, cell tracking,

and the background theory behind MRI, we will then demonstrate that MRF is a tech-

nique which can be modified to include T ∗
2 sensitivity, and can be utilized to quantify

two separate MR contrast agents in a single scan. We will conclude with an in vivo

demonstration of MRF’s value to immunological studies, showing quantification of

two separate contrast agent labelled cellular processes imaged simultaneously.

1.1 Molecular Imaging

The human body is an immensely complex system; an intricate arrangement of cells,

proteins, and a myriad of processes and molecular interactions. If one is to understand

these structures and processes, the proper tools are required to gain insight. While

in vitro studies can provide valuable information as to the mechanics of cells and

proteins, in vivo studies provide context such as recruitment and migration patterns

[1], allowing us to truly understand behaviour on a cellular level. It is therefore critical
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for researchers to have access to quantitative, non-invasive methods of molecular

imaging, that can be utilized repeatedly over extended periods of time [2].

Molecular imaging can be performed using several different imaging modalities,

each with its strengths and weaknesses. Optical imaging methods, such as fluorescence

or bioluminescence, are broadly defined as an imaging discipline which measures light

released by administered agents. These techniques offer inexpensive high sensitivity

and specificity [3] but are limited to small depth imaging, due to the low tissue

penetration of light restricting the types of studies that can be performed without

invasive surgery [4].

Computed tomography (CT) relies on x-rays attenuating through a material pro-

portional to its atomic number, providing anatomical information. This modality has

high sensitivity and resolution, strong penetration depth, and low cost; however, it

involves the use of ionizing radiation and offers poor soft-tissue contrast. Molecular

imaging, though infrequent, can be performed with CT via the introduction of a high

atomic weight contrast agent [5], for example, the introduction of gold nanoparticles

designed to bind to prostate-specific membrane antigen [6].

Positron emission tomography (PET) or single-photon emission computerized to-

mography (SPECT) introduces radionuclides and produces images through detection

of the ionizing radiation. This methodology provides extraordinarily high sensitivity

and specificity and, due to the small amount of radionuclide required, cellular imaging

is achievable without altering the biological function of the cells [7]. PET and SPECT

are powerful tools for molecular imaging when compared to conventional anatomical

modalities [5], but provide limited resolution with no anatomical context, necessi-

tating multimodal imaging, while also producing ionizing radiation. One example of

molecular imaging with PET is the metabolization of the glucose analog 2-18F-fluoro-

2-deoxyglucose (18F-FDG), enabling visualization of glucose-hungry physiology such

as tumours.

MRI is a modality that can image at high resolution deep within tissue, offers

excellent soft-tissue contrast, and allows the measurement of a myriad of physiological,

biochemical, and metabolic processes without the use of ionizing radiation. While

MRI does not boast the molar sensitivity of PET it is still a valuable tool for cellular

imaging, as it is noninvasive, non-radioactive, and capable of imaging and tracking a
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Figure 1.1: Imaging extent of commonly used modalities based on popular use [8].
Each provides a different scope of information, popularising the use of multiple modal-
ities in molecular imaging studies.

number of cellular ranges and behaviours of interest to researchers.

The various weaknesses of these techniques may be eliminated via a combina-

tion of multiple instruments. Referred to as multimodality molecular imaging, these

attempts to combine two or more of these methods have allowed for both high res-

olution and high sensitivity hybrid images to obtain more comprehensive accurate

information, and now play a critical role in both preclinical and clinical research.

With the emergence of multimodality molecular imaging, the number of available

contrast agents has dramatically increased, leading to agents able to produce a strong

signal in two modalities simultaneously. One such agent is 64Cu-super paramagnetic

iron oxide (SPIO), which can be detected with both PET and MRI. [9], as well as a

wealth of agents for singular modalities targeting many different mechanisms, such

as proteins [10], cell receptors [11], and other molecular species in MRI [12].

However, multimodality imaging has its drawbacks, including specialized hard-

ware, the introduction of radioactivity, and potentially no inherent co-registration. A

technique that could provide quantitative molecular imaging for multiple agents in a

single modality would improve the speed, lower complexity, and reduce the cost of

future studies while providing information critical to answer the more elusive molecu-

lar questions. It would also add significant value to multimodality imaging if a single

technique alone could detect multiple agents at once. With its varied methods of

generating contrast and quantifying signal, MRI is a prime candidate for multiple

agent quantification.
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1.2 MR Imaging

MRI involves the manipulation of an object’s natural magnetic properties to produce

signals, providing exquisite detail about anatomy and function. When a sample is

placed in a strong magnet, the ubiquitous hydrogen atoms within the sample align,

creating a net magnetic vector that lines up with the field. By introducing additional

energy, in the form of radio waves, this net magnetization will be perturbed. As it

returns to equilibrium (relaxes), the signal is emitted, which provides information

about the surrounding tissue.

The relaxation is measured in two ways: the time required to restore the equilib-

rium magnetization signal, and the time until the excited signal is lost. Equilibrium

restoration is referred to as T1, and decay of excited signal is known as T2 or T
∗
2 . Each

of these has an associated relaxation rate, which are referred to as R1/R2/R
∗
2, and

are the reciprocal of each respective relaxation time.

MRI is a tremendously flexible imaging modality; by altering the types, number,

and order of the RF and field gradient pulses introduced to the tissue, MRI can

emphasize or suppress the signal emitted, creating images that highlight anatomy or

function of interest.

Unfortunately, MRI has low sensitivity compared to other techniques. This is due

to signal not being produced by all targeted atoms in the body, but the population

difference between spins parallel and antiparallel to the field, which is small at room

temperature. Contrast agents can allow for the targeting of biological mechanisms of

interest, with studies showing that contrast agent enhanced MRI can detect a single

cell [13].

There are several MRI contrast agents commercially available for molecular imag-

ing studies, all of which have their benefits and drawbacks. An ideal contrast agent

would be biocompatible, be non-toxic, provide stable contrast with high sensitivity,

provide a clear enhancement from the background signal, and allow for long term

studies, by not diluting with cell proliferation or transferring to other cells. A con-

trast agent with all of these features does not currently exist [14], as a lack of cell

proliferation dilution would require a self-replicating contrast agent. One potential

solution is reporter gene imaging, which uses genetic manipulation to specifically

combine with molecular probes containing imaging biomarkers. However, currently,
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the same dilution problem occurs, as an exogenous contrast agent is still required for

sufficient sensitivity. Gene reporter imaging’s primary downside is the complexity of

the genetic manipulation required to enable it. [15].

Of the many contrast agents available, three of the most common for molecular

studies are iron oxide, gadolinium (Gd), and fluorine. Iron oxide nanoparticles are

one of the most common for preclinical studies, due to being readily consumed by

professional phagocytic cells with no conjugation to additional compounds, and iron

oxide’s relaxation effect far exceeding most other agents, boosting sensitivity. The

preferred iron oxide nanoparticle for in vivo studies is SPIO.

1.2.1 Molecular MR Imaging

While contrast agents are responsible for producing signal in vivo, they must be tar-

geted to molecular processes of interest. By attaching the signal agent to a targeting

moiety, a ‘smart’ contrast agent can be produced, which only expresses signal at the

biological mechanism of interest. This was first demonstrated in 1997, where water

molecule exchange with an inner Gd+3 molecule was activated via cleaving by the

β-galactosidase enzyme [16]. Since then, countless novel chelates have been designed

which can target and track a number of different molecular processes which lack the

specificity for MRI detection but are abundant enough to be targeted by MRI con-

trast agents. One example is the use of Gd agents to target collagen, which is highly

regulated under healthy circumstances, but in the presence of disease states such as

cancer and fibrosis become deregulated. Collagen-binding Gd agents have been used

to detect a myriad of issues in animal models, including fibrosis of the liver [17], lung

[18], and pancreatic cancer [19].

Many probes have demonstrated effective mapping of chemotherapy and radiation

therapy-induced cell death. For instance, the caspace 3 sensitive nanoaggregation

MRI (C-SNAM) contrast agent probes for caspases 3 and 7, executioner proteins

responsible for the coordination of apoptosis events [20]. To facilitate molecular MR

imaging, this probe cyclizes and self assembles into nanoparticles in the presence

of these enzymes, amplifying the signal and overcoming the low sensitivity issues

associated with MRI.
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Similarly, other Gd probes have attempted to image the early onset of apop-

tosis via sensitivity to the expression of the plasma membrane phospholipid phos-

phatidylserine, expressed on the surface of apoptotic cells [21]. The abundance of

apoptosis-targeted contrast agents is due to a lack of good prognostic indicator of

treatment outcome.

Gd’s effective transverse relaxation is an order of magnitude smaller than iron-

based agents, requiring higher concentrations for imaging. However, studies have

demonstrated successful MR Gd imaging with concentrations as low as 50 ug/mL

[22]. One of the benefits of Gd is that the ligand structures to which it is bound can

also be tagged with fluorescent compounds, providing additional cellular information,

or verification data. Unfortunately, Gd is not biocompatible, and little is known about

potential toxicity after dechelation, particularly inside cells [23]. Internalized Gd also

exhibits a lower R1 relaxivity, due to water not easily passing through the endosome

membrane where the Gd resides, requiring even greater cell loading for detectability

[24].

Other contrast agents such as Mn have been shown to have comparable imaging

capabilities to Gd [25, 26], and SPIO molecular targeting probes have been utilized

in a range of targeting probes, including cardiovascular diseases [27], and apoptosis

[28].

1.2.2 Cell Labelling for MR Imaging

As well as targeting and imaging molecular processes, contrast agents can image the

biodistribution of cells, via internalization or attachment to the cells of interest.

Two of the most popular contrast agents for use in cellular MRI are 19F and

SPIO. 19F cell labelling provides background-free imaging and does not alter cell

viability, division, or phenotype when cell labelling, and fluorine-rich perfluorocarbon

emulsions have been specifically designed to be endocytosed by non-phagocytic cells

[29]. Similarly, SPIO’s dextran coating allows straightforward attachment of ligands

and relevant functional groups, enabling imaging of small numbers of cells for up to

several weeks, depending on the size of the contrast agent [30].

Both these contrast agents have their own drawbacks. 19F is not endogenous to

the body, and so produces much less signal than traditional 1H imaging, while also
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requiring bespoke RF coils to achieve similar NMR sensitivity. SPIO’s high magnetic

susceptibility can lead to MR artefacts, provides a negative contrast, and deposition

has been shown to last for up to 11 months, limiting repeated studies [31]. Despite

this, iron-based contrast agents are currently the best candidate for cellular imaging,

as their transverse relaxivity far exceeds any other element.

In situ injections of these contrast agent are an option, but this limits the types

of studies available, as they will only be easily internalized by macrophages. For non-

phagocytic or slowly dividing cells, potentially toxic concentrations would be required

for efficient cell labelling. As such, a cohort of different techniques providing a more

delicate and precise labelling methods have been developed.

Non-specific direct labelling is the most straight forward approach, whereby the

label is added to a culture dish containing the cells. The efficacy of this technique

is highly dependent on cells of interest; antigen-presenting cells such as dendritic

cells and phagocytic cells like macrophages have no trouble internalizing the contrast

agent in this manner. However, other cell types may not perform as well [32]. In

mixed cell populations, the contrast agent will be taken up by a variety of endo-

cytic cells. The benefits of nonspecific direct labelling are in its simplicity, with no

additional compounds or manipulations required, enabling even in vivo labelling in

specific situations.

Non-specific indirect labelling seeks to improve uptake of contrast agents via the

introduction of a transfection agent. This method takes more time and effort than

direct cell labelling but improves the efficacy of indirect labelling for all cell types.

Care must be taken to limit the toxicity of the transfection agent. Many different

transfection agents exist, each with its pros and cons. Non-specific indirect labelling

also includes some more novel and creative mechanisms, such as electroporation,

where utilizing electric pulses to create a potential difference across cells leads to the

opening of pores [33].

Specific labelling allows for the targeting of specific cells in a mixed population.

This is performed using a targeting vector, which is attached to the contrast agent.

The vector serves to seek out the cell of interest, binding only to the target cell. Rel-

ative to relying on the endocytic mechanisms of cells used in non-specific labelling,

specific labelling increases efficiency and allows the targeting of specific cells. This
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requires knowledge of not only the chemical linkages that will target the cells of in-

terest but also the exclusion of bonds which may attach to more than just the cells of

interest. Care must also be taken as targeting and attaching to a cell may change its

biological behaviour. It is also beneficial for the targeting vectors to include mecha-

nisms to improve contrast agent internalization after the attachment has occurred to

decrease the risk of later detachment.

The primary drawback of all cellular labelling is the loss of the agent due to

cell differentiation, transfer to macrophages engulfing dead cells, or specifically for

SPIO, a hypointense signal at the injury site due to ferritin deposition caused by

microbleeds. These all lead to false-positive MRI data. Most experiments are verified

by performing histological studies, such as Prussian blue straining for SPIO-based

studies, to correlate with MRI data and eliminate false positives [34].

The majority of labelling applications are in cellular therapies, where donor cells

are introduced in an attempt to repair tissue, attack tumours, or enhance the immune

response. One example is stem cell therapy studies, where undifferentiated cells allow

for valuable studies into disease, drug testing, and other therapies. A popular emerg-

ing use for stem cells is for use in regenerative medicine, where complex biological

injuries are treated via transplant of the appropriate type of stem cells for their heal-

ing potential. The cells must be honed to an injury site after implantation in large

quantities to ensure successful treatment, making in vivo cell tracking of stem cells

essential for the development of these therapeutic regimes. Using MRI, neural stem

cells labelled with Gd have been shown to allow visualization of cell migration [35],

stem cells labelled with a ferritin agent have been quantified post injection [36], and

the use of both Gd and SPIO agents in the same study has allowed for a distinction

between alive and dead stem cells in vivo [37].

Cellular imaging has also enhanced the field of cancer research. While cancer

detection has traditionally been performed using imaging, the ability to image specific

cells can provide valuable information on the longitudinal molecular mechanisms, as

well as providing information on the effectiveness of treatment[38].
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1.3 Cancer, Immunotherapies, and Cancer Imaging

1.3.1 Immunotherapies

Immunotherapies aim to manipulate the body’s innate and adaptive immune system

to invoke a therapeutic effect. Our immune systems are very intricate and powerful

systems adapted over the course of millions of years to protect human bodies; the

combined actions of both the innate system, providing rapid response, and the adap-

tive system, with its tremendous specificity and memory, defend us from the many

invaders entering our body every day.

It has been theorized since the early 1900s that the immune system has a part

to play in fighting cancer [39], and since that time much evidence has confirmed

this. This includes the ability for cancer to spontaneously enter remission without

treatment, tumour-specific cytotoxic T cells at the tumour site of the draining lymph

node, and the increased occurrence of certain cancers in immunocompromised patients

[40]. Immunotherapy is now viewed as one of the more precise cancer treatments

and is considered a cornerstone for recovery, alongside surgery, chemotherapy, and

radiation therapy.

However, for the immune system to mount an effective attack against cancer,

many complicated and intricate parts must follow a chain reaction. The local innate

system must activate dendritic cells, which process tumour-specific antigen material

and migrate to the lymph nodes. The dendritic cells present the antigen, activating

specific cytotoxic T cells, which travel to the tumour site. These killer T cells must

seek out matching major histocompatibility complex 1 (MHC-1) presentation on the

surface of cells, puncture the cancer cell and deliver their cytotoxins.

Unfortunately, disruption at any stage will result in an ineffective response with

the tumour remaining intact, and tumours typically have additional mechanisms to

suppress the immune response of patients, allowing evasion of an effective immune

response. These include induction of regulatory T cells, which act to suppress the

tumour-specific T cells [41], impairing the function of dendritic cells via inactivation

[42], and MHC-1 loss, either by structural defects of presentation loss, or immuno-

suppressive cytokine production [43].

Immunotherapies can offer many ways to increase the likelihood of a successful
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defence. These can include the mass introduction of a tumour specific antigen to

a system, aiming to improve the chances of antigen-presenting cell activation [44];

or surgical removal of T cells, followed by in vitro activation, and reimplantation

[45]. Both of these techniques can serve to bolster a specific step of the process, and

consequently the strength of an immune response.

1.3.2 Cancer and Cellular Imaging

Cellular imaging has allowed exploration of the deposition of these immunotherapies,

while also determining the fate and metastatic potential of tumour cells [46], further

improving efficacy. This is important, as adoptive cell immunotherapies have been

shown to deliver a relatively low amount (1-10%) of the antigen-presenting cells to

the relevant lymph node [47], so by studying the injection sites, delivery timings, and

concentrations, delivery methods designed to maximize deposition to the draining

lymph node can be found.

Despite the abundance of immunotherapy research being conducted, the clinical

translation of immunotherapies has not been as effective as hoped for [48]. Tradi-

tional indicators of therapeutic success such as tumour size neglect metastases, and

take several weeks to react to an effective treatment [49], leading to volume measure-

ments providing a poor prognostic indicator of treatment outcome. It is critical that

better tools be developed for reliable and early assessment of treatment efficacy for

immunotherapies.

Cellular imaging using MRI offers a chance to noninvasively measure the size,

location, metabolism and viability of cells in tumours due to its high sensitivity,

and has proven to be capable of tracking cancer cells from arrest to metastasis [50].

Cellular MRI also offers the ability to verify other cell tracking modalities; one study

reported that iron-loaded cellular MRI could be used to visualize growth differences

between näıve and luciferase-expressing breast cancer cells, demonstrating that the

engineered cells formed tumours at a reduced rate, and highlighting the need for extra

care when considering gene reporter imaging for metastatic cancer studies [51].

Cellular imaging can also facilitate the tracking of the immune cells involved in

the immune response, such as regulatory T cells, or myeloid-derived suppressor cells,

which are recruited by cancer cells during cancer therapies, and negate the effects
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of treatment [52]. Monitoring these suppressor cells during tumour growth provides

information critical to successful immunotherapy, and migration and location patterns

during active therapy can provide valuable insight into optimal treatment regimes

[38]. A recent study labelled CD8+ cytotoxic T cells, regulatory T cells, and myeloid-

derived suppressor cells with SPIO to monitor and measure migration during delivery

of an immunotherapy in tumour-bearing mice [38]. Cellular MRI demonstrated that

treatment caused a decrease in the recruitment of suppressive cells and an increased

cytotoxic T lymphocyte (CTL) recruitment to the inguinal lymph nodes.

Even though cellular MRI is a valuable tool for better understanding the biolog-

ical mechanisms of immunologic response via tracking of individual populations of

immune cells, two limitations still hinder the complexity of immunotherapy studies:

the qualitative nature of cell tracking, and the restriction to the visualization of a

single process per modality.

1.4 Cell Tracking and Quantification

1.4.1 MR quantification

Despite MR cellular detection being available for over 20 years, improving methods

to include quantification of cells has proven challenging. While cell detection can be

modified to provide semi-quantification, often this relies on assumptions that com-

promise the accuracy of the results.

A common method of approximating quantification is assuming that signal in-

crease/decrease when a contrast agent is introduced is proportional to the number

of cells in a given location, allowing for a technically simple implementation. This

requires segmentation of the area of interest, which can be performed either manu-

ally or automatically. Each method has its benefits, with manual segmentation being

more appropriate for large bulk regions containing contrast agents, and automatic seg-

mentation providing more accurate data for more labour-intensive small clusters of

contrast agents which may not be immediately obvious during manual segmentation.

A mixture of the two methods can often provide the best results [53].

As one of the most popular cellular contrast agents, many studies have investi-

gated the signal-based techniques for SPIO labelled cells. Semi-quantification of SPIO
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labelled dendritic cells has been demonstrated by measuring the mean signal void vol-

ume and mean fractional loss [54], but more recent studies have shown that dendritic

cells migration paths to target lymph nodes may be affected by SPIO loading.

The choices of sequence for this are wide, as most gradient recalled echo (GRE)

sequences offer sensitivity to T ∗
2 due to the lack of a 180◦ radiofrequency pulse, and

therefore no dephasing compensation for magnetic field inhomogeneity. GRE se-

quences exist in two rough categories: incoherent, where magnetization is spoiled

after acquiring the signal, and coherent, where the signal is instead allowed to persist

into the next excitation, leading to a steady-state buildup [55]. Most sequences used

for T ∗
2 weighted images are either incoherent GRE or modifications of GRE, where

sequence parameters are tailored to provide T ∗
2 contrast.

Similarly, with Gd, semi-quantification can be performed by measuring the dif-

ference of signal in areas with and without Gd. Signal based semi-quantification has

been used to investigate the effect of contrast agents on mitochondrial respiratory

function and cell viability in human neurons [56], and it has been demonstrated that

a gadolinium contrast agent can be quantified between 5 × 103 – 1 × 106 µg/mL by

using signal-based techniques [22].

Gd uptake is typically faster than that of SPIO, so it is often appropriate for the

‘without Gd’ signal to be an image from before the Gd was administered [57]. This

is not to suggest that longitudinal studies are not possible with Gd, as it has been

shown that some Gd contrast agents can be detected in vivo up to 10 days after

injection [24].

These signal-based techniques have drawbacks; for example, there must be enough

signal present to determine concentrations. Both Gd and SPIO have the potential

to spoil a signal within a few milliseconds in high enough quantities, so signal based

techniques are limited by the minimum TE achievable. This is particularly true of

SPIO, as the negative contrast leads to low specificity.

To combat this, positive contrast methods for SPIO have been proposed, which

aim to suppress the background signal, producing signal enhancement at the location

of the cells of interest. These can be implemented in several ways, including exploiting

the signal enhancement next to the off-resonant singularity point to map B⃗0 offset for

low angle balanced steady-state free precession (bSSFP) [58], imaging gradients for
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field compensation [59], and off-resonant associated echo-shift in k-space [60]. How-

ever, these are typically even more of an indirect measurement, as these techniques are

not imaging the actual regions containing SPIO. Positive contrast SPIO also doesn’t

provide information on anatomy like conventional GRE or spin-echo sequences do.

19F semi-quantitative cellular imaging has also been used in a variety of studies,

including T cell and macrophage infiltration timelines [61], dendritic cell migration

patterns [62], and subcutaneous transplanting optimization [63]. While many 19F

studies claim to be quantitative, due to the specificity of the 19F signal and the inclu-

sion of a calibration phantom, the sensitivity of 19F studies doesn’t enable imaging of

a smaller number of cells. To provide a more realistic range of cell numbers, a more

sophisticated method is required.

1.4.2 Relaxometry

The second type of quantification technique relies on spatially resolving relaxation

parameters. As the relaxation rate of a given voxel scales linearly with contrast agent

concentration, this allows for more accurate mapping of contrast agents, provided

that the loading rate of the cells is known. This has been demonstrated many times

for both Gd [64, 65] and SPIO [66, 67].

Relaxation mapping is traditionally performed by repeated measurements with

varying inversion times for T1 or echo times for T2. This allows for the sampling of

signal decay at different time points, allowing for fitting to a parameterized model.

For T1, this relaxation is the return to longitudinal equilibrium, and for T2 and T ∗
2 ,

this is a transverse dephasing of the spins. All of these behaviours can be fit to an

exponential relationship if enough time points of the signal are collected.

Gadolinium agents primarily induce T1 enhancement, and so the most appropriate

sequences are T1-weighted spin-echo imaging. T1 relaxometry using inversion recovery

or saturation recovery spin-echo sequences has been demonstrated to provide maps

appropriate for Gd concentration quantification [64], however, it has also been shown

that Gd+3 ions inside large molecules behave more similarly to T2 weighted agents,

where a T2 weighted spin-echo sequence would provide a more accurate measurement

[35]. Therefore, under circumstances such as Gd+3 cell uptake, T1 mapping alone does

not always provide a complete description of the contrast agent concentration [68], but
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quantitative heatmaps of T1 relaxation times strongly correlate to Gd concentration

[69].

For SPIO mapping, either T2 or T ∗
2 can be used. Most GRE sequences will be

sensitive to T ∗
2 , as the lack of a 180◦ radiofrequency pulse does not provide dephasing

compensation.

For measuring T2, single echo sequences can be used, but are not as efficient

as employing multiple spin-echo techniques, such as a Carr-Purcell-Meiboom-Gill

(CPMG) sequence, which vastly reduce scan times. Unfortunately, rudimentary spin-

echo sequences have problems associated with RF field inhomogeneities, and so are

not suitable for SPIO mapping without considerable artifacts. This can be addressed

by sequences like Gradient Echo Sampling of the Free Induction Decay and Spin Echo

(GESFIDE), which incorporates a train of gradient echoes into a spin-echo sequence,

sampling both dephasing and rephasing signals, allowing for simultaneous T2 and

T ∗
2 mapping, despite this not being the initial reason for its design [70]. MR phase

gradients have also demonstrated the ability to quantify SPIO nanoparticles [71].

SPIO has additional complications when quantifying using relaxometry. These

include susceptibilities that arise at air-tissue boundaries contributing to T ∗
2 , cell

proliferation leading to an unmeasurable dilution in the loading rates, and indistin-

guishable T ∗
2 between free and loaded cells, as well as living or dead cells loaded with

iron oxide particles. Similarly to Gd, some of these issues can be surmounted with

access to further relaxometry maps, with T2 mapping providing additional separation

between loaded and free SPIO [72].

These techniques require sampling of many time points to accurately quantify

contrast agents. The theoretical maximum amount of contrast agent that can be

measured is limited by the minimum TE that can be obtained, which is ultimately a

hardware limitation.

Relaxometry methods of quantifying contrast agents are inherently more accurate

than signal-based methods, as they don’t require estimation of contrast agent volumes.

They are however still mostly limited to a single relaxation rate parameter, and

therefore restricted to the quantification of a single contrast agent at once. Even

then, local tissue composition and behaviour can introduce errors, which could be

corrected with access to simultaneous relaxometry maps for different parameters.
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1.5 The Need for Dual Contrast Agent Quantification

Given the complexity of the systems studied using cellular quantification, it is often

beneficial to combine two cell tracking methods simultaneously, either to use one tech-

nique as a validation to the other or to provide additional information about a related

secondary cellular mechanism. While performing cellular quantification with MRI,

secondary tracking methods such as PET can be used alongside the tracking of SPIO

loaded cells, but this requires a multi-modal hardware setup. In cases where these

are not available, repeat experiments are necessary to gain additional information,

targeting separate mechanisms each time. This added step reduces the effectiveness

of studies, as immune behaviour has been shown to vary even between clonogenic

mice of the same strain [17].

If instead, two MR contrast agents could be utilized simultaneously, not only

would the efficacy of studies be improved, but overall scan times could be decreased,

as well as the number of subjects required for studies. However, to separate two

contrast agents, more than one parameter map must be obtained simultaneously, and

in a time-frame which captures the labelled molecular dynamics.

Multiparameter mapping of relaxivities has been attempted for over a decade,

but none have seen widespread adoption due to the resulting complications that

arise. bSSFP has been utilized to provide T1 and T2 mapping simultaneously, via

fitting parameters to an analytical expression modelling monoexponential decay [73],

but these models do not account for slice profile deviations, off-resonance effects, B1

inhomogeneity, or finite RF excitation, and so several corrections are required which

can up to triple the scan time to longer than imaging individual maps [74].

Another method for multiparameter mapping is quantification of relaxation times

and proton density by twin-echo saturation-recovery turbo-field echo (QRAPTEST),

which allows for simultaneous quantification of T1, T2, and proton density in a single

sequence [75]. QRAPTEST was designed to be for clinical use, but as a gradient-echo

sequence, it was found to be too sensitive to susceptibility effects, leading to blurring

at the edge of tissue with longer echo times. QRAPTEST’s maximum excitation angle

is also limited to less than 8◦, limiting the maximum range of mapping. This design

was iterated on to provide a spin-echo sequence with no excitation angle limitations

(QRAPMASTER) and forms the basis of the magnetic resonance image compilation
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(MAGiC) sequence [76].

Several other examples of such sequences exist, including the gradient echo sam-

pling of FID and echo (GESFIDE) method to jointly measure T2 and T ∗
2 by acquiring

both FID as well as spin-echo signal [77], a multi-echo MP2RAGE allowing simulta-

neous 3D mapping of T1, T
∗
2 , and susceptibility [78], and the triple echo in the steady

state (TESS) method, enabling rapid relaxometry using an iterative golden section

search algorithm [79]. However, all of these sequences have difficulty with further ac-

celeration. More niche methods have been developed, such as a myocardial infarction

dual quantification technique which relies on rapidly switching between T1 and T2

mapping segments of a sequence based on ECG triggers [80, 81], but until recently no

sequence has provided flexible, reliable, and fast multiparametric mapping sufficient

for dual contrast agent quantification.

1.5.1 Magnetic Resonance Fingerprinting

MRF is a novel acquisition and reconstruction strategy that can generate multiple

parameter maps simultaneously [82]. Unlike other multiparameter mapping methods,

MRF has proven to be robust to undersampling artifacts [83], allowing for greatly

accelerated acquisition times.

MRF relies on pseudorandom variation of sequence parameters, such as echo time,

repetition time, and flip angle, throughout acquisition, leading to a constantly evolv-

ing signal instead of approaching steady state. The specifics of how the parameters

are varied is not critical to the function of MRF sequences, but studies have shown

that certain patterns increase sensitivity to desired relaxation rates [84]; what matters

is that the pseudorandom variation is known.

The produced signal is by itself useless, but its dynamics are well described by the

Bloch equations for a balanced steady state free precession (bSSFP) type sequence

[82], or by extended phase graphing (EPG) for a steady state free precession (SSFP)

type sequence [85]. Using one of these models, along with the known parameter

variation, it is possible to create a simulation of expected signal evolutions for any

values of relaxation parameters. A collection of such signals for a range of relaxation

rates is known as a ‘dictionary’. By comparing the signal produced at each voxel to

the dictionary, we can find the best match, and therefore provide an estimation of all
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the relaxation rates at this point that were included in the model.

MRF is accurate when acquiring T1 and T2 maps using both SSFP and bSSFP

implementations, with bSSFP sequences providing higher signal-to-noise ratio (SNR),

but at the cost of off-resonance artifacts and a lack of sensitivity to T ∗
2 [87]. bSSFP

has the added complication of requiring off-resonance calculations within the dictio-

nary simulation, leading directly to an increase in dictionary size by two orders of

magnitude. As the size of the dictionary directly affects post-processing time, SSFP

can, therefore, be processed 100x faster. Fast matching algorithms have been pro-

duced to attempt to circumvent this, but as these algorithms also can be applied

to SSFP dictionaries, dictionary generation and searching remain slower for bSSFP

sequences [88].

As a basis for MRF, SSFP is not without its drawbacks. It has lower SNR, which

is less desirable especially on single-channel preclinical machines used in immunology

studies, but makes up for this with increased sensitivity to T ∗
2 , as well as a much

smaller dictionary. Due to unbalanced gradients, the more complicated EPG model

is required for dictionary simulation. However, this increase in complexity does not

come at the cost of computation time.

MRF traditionally adopts a variable density spiral readout to capture the center

of k-space while providing acceleration factors of up to 48x, resulting in a minimal

compromise to data integrity, albeit on multichannel coils [89]. However, Cartesian

readouts still see niche use, such as in the implementation of regularly incremented

phase encoding (RIPE), where phase encode lines are incremented at each frame,

leading to improved imaging of respiratory and cardiac motion [90].

More recently, there has been an increased interest in further accelerating MRF

sequences to allow for larger area coverage, or finer resolution, in a given timeframe.

This has led to the development of 3D MRF, where the greater SNR efficiency of 3D

sequences is utilized to accelerate acquisition times. This was first attempted with

a stack-of-spirals approach, where acceleration was gained through undersampling

in the partition-encoding direction [91], introducing additional complications, such

as the need for B1 correction to accurately measure parameters, and an increase to

motion sensitivity, but demonstrating a large SNR efficiency gain of traditional 2D

MRF.
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Figure 1.2: Fingerprint matching concept [86]. A signal from each voxel is compared
to all entries of different tissue types within the dictionary. The highest correlation is
taken to be the best representation of that voxel, and so the parameter values used to
create that dictionary entry are assigned to that voxel. When repeated for all voxels,
multiple parameter maps are produced in a single scan.
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This design has been further iterated upon by introducing parallel imaging, with

the addition of either a Sliding Window approach [92], or with the introduction of

deep learning to lower the length of pseudorandom parameter variation required for

a suitable match [93], and while these provided further acceleration, both of these

studies relied on having access to multiple channel coils.

More novel 3D trajectories have also been proposed in the pursuit of sequence

acceleration. A multi-axis spiral projection imaging approach has been proposed [94],

due to its centroidal interleaves leading to decreased motion sensitivity. This resulted

in a disk of interleaves rotating around each plane in turn, leading to a spherical

k-space able to achieve fast quantitative imaging for a whole-brain scan. Another 3D

trajectory proposed is pseudorandom cartesian sampling in the through-plane, with

each readout being assigned a different static TE value, in an attempt to improve

robustness to imperfection in the imaging gradients and off-resonance effects [95].

MRF’s fast and powerful multiple parameter map acquisition allows for the pos-

sibility of quantifying multiple contrast agents simultaneously using MRI. Previous

studies have shown that T1 and T2 maps acquired using MRF can separate two con-

trast agents, demonstrating that Gd and Mn contrast agents in various mixed con-

centrations can be separated and quantified in vitro to a high degree of accuracy [96].

Unfortunately, due to the prevalence of SPIO in cellular immunotherapy studies, this

implementation would lack the required T ∗
2 sensitivity for dual contrast cell tracking.

Traditionally, most MRF sequences measure T1 and T2 parameter maps, but there

is increasing interest in MRF including T ∗
2 quantification. Initial methods focused

on TE variation, such as the inclusion of a sinusoidally varying TE appended to a

traditional MRF sequence [97], or adding periodic SPGR sections to the sequence,

with rapidly varying TE [98]. Recently there have been some more creative solutions,

such as quadratic phase MRF, which varies the sequence phase and expands the

dictionary with a Lorentzian distribution to simulate T ∗
2 effects [99]. However, T ∗

2

adapted MRF has yet to be shown to allow for the simultaneous quantification of

SPIO labelled cells and a second agent. The development of such a sequence will

form the basis of the proposed research.
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1.6 Project Overview and Hypotheses

The objective of this project is as follows: To develop and apply an implementation

of MRF which includes sufficient T ∗
2 mapping to quantify SPIO labelled cells and a

gadolinium contrast agent in vivo, in 3D, within a preclinically acceptable scan time

of approximately 20 mins. Dual quantification of these two agents in vivo would

allow for studies mapping complex molecular interactions, such as immunotherapy

drug location and cell death maps simultaneously.

The implementation of MRF is described in Chapter 3. Chapter 4 covers the

introduction of TE modulation to provide T ∗
2 sensitivity to MRF, and applies this in

vitro to demonstrate dual contrast quantification of both a Gd and SPIO agent simul-

taneously. Pilot in vivo data is also included, highlighting the need for acceleration

to apply this technique in biological studies.

Chapter 5 tackles the acceleration problem posed in the previous section, but

introducing modifications to T ∗
2 MRF that provide the required speed increase for in

vivo application. Finally, Chapter 6 demonstrates T ∗
2 MRF’s ability to provide dual

contrast quantification in vivo, in a biologically appropriate time frame.



Chapter 2

Theory

2.1 Nuclear Magnetic Resonance

Any in-depth discussion of the mathematical background of MRI must first start

with a description of the phenomenon of Nuclear Magnetic Resonance (NMR). Atomic

nuclei are inherently quantum mechanical in their nature; observing a singular nucleus

will result in an observation which has a discrete set of possibilities. However, while

observing large collections of nuclei the measurement will often appear continuous

at this macroscopic level, referred to as ensemble behaviour. Nonetheless, while a

classical description of NMR is often sufficient for use in MRI, 1H atoms are spin
1

2
particles exhibiting quantum mechanical behaviour. Therefore, we will begin with a

brief description the quantum mechanics behind NMR, followed by the more intuitive

semi-classical description.

2.1.1 Quantum Mechanical Description

In a quantum mechanical framework, nuclei have an intrinsic angular momentum, or

spin. This spin S⃗ generates a proportional magnetic moment

µ⃗ = γS⃗ (2.1)

where γ is the gyromagnetic ratio of the nucleus in question. For MRI, this is

almost always the 1H nucleus, with γ = 2.68× 108 rad/s/T.

For the purposes of NMR, we are interested in how these spins behave and interact

in a strong magnetic field. In a magnetic field B⃗0, this magnetic moment has energy

E = µ⃗ · B⃗0 (2.2)

By combining equations 2.1 and 2.2, and noting that the Hamiltonian operator

corresponds to the total energy of the system, when we constrain the B⃗0 field to the

21
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z-axis we can write the Hamiltonian of the nucleus as

H = −γB0Sz (2.3)

where Sz is the z component of the spin matrix. For spin
1

2
particles, the spin

operators are the Pauli spin matrices

Sz =
ℏ

2

(

1 0

0 −1

)

where ℏ is the Planck’s constant, divided by 2π. The z Pauli spin matrix has

two eigenstates, which can be thought of as corresponding to if the magnetic moment

is parallel or anti-parallel to the B⃗0 field. When inspecting the eigenvalues of the

Hamiltonian in equation 2.3, we obtain 2 distinct energy levels

E↑ = −ℏγB0/2

E↓ = +ℏγB0/2

with the ‘spin-up’ state parallel to the B⃗0 field having a lower energy, while the

anti-parallel ‘spin-down’ state is a higher energy. This discrete energy level splitting

is referred to as Zeeman Effect [100].

Figure 2.1: Energy level diagram of a spin 1/2 particle in external field. This quan-
tization is referred to as the Zeeman Effect.

Transition between these two states can therefore be caused by either the emission

or absorption of a photon of discrete energy ν, such that

∆E = ℏγB0 = ℏω0 (2.4)

where ω0 is known as the Larmor frequency. Thus in the quantum mechanical

description of NMR, the Larmor frequency describes the energy needed to transition

between energy states for a nucleus.
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The distribution of spins between the high and low energy states, also known as

spins anti-parallel or parallel to the external magnetic field, is related to the thermal

energy of the system, with the equilibrium state seeing a slight bias towards the low

energy. This is described by a Boltzmann distribution

N↓

N↑

= exp(−∆E/kBT ) (2.5)

where T is the temperature, and kB is the Boltzmann constant (1.38×10−23 J/K).

For a room temperature experiment in an external field strength of 3T, the difference

between the population of parallel and anti-parallel spins is 1 for every 1 million nuclei.

Altering these variables can lead to an increase in population difference, which can

be valuable for nuclei with a lower γ value, or when imaging nuclei not endogenous

to the system.

The quantum mechanical framework can lead on from here to provide descriptions

for the relaxation mechanics of NMR, but for our purposes it is only important to

recognize that NMR is indeed a quantum mechanical process. Thankfully, a semi-

classical description of phenomena such as relaxation is far more intuitive, and so the

bulk of this work will rely on this description.

2.1.2 Semi-classical Description

In the semi-classical description of NMR, protons are visualised as precessing balls.

As the protons carry charge, this precession induces a magnetic field, and so in this

framework, protons can be thought of as tiny bar magnets with magnetic moment µ⃗,

as illustrated in Figure 2.2.

The magnetic moment of the proton is related to the angular momentum L⃗ by

the gyromagnetic ratio γ

µ⃗ = γL⃗ (2.6)

In the absence of a magnetic field, the system is in thermal equilibrium, and so these

bar magnets are randomly oriented. However, when placed in a magnetic field B⃗0,

these bar magnets experience a torque τ⃗

τ⃗ = µ⃗× B⃗0 (2.7)
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Figure 2.2: Semiclassical model of a protons magnetic moment µ⃗. The precession of
a proton creates a magnetic field which can be thought of as a bar magnet. When
placed in an external magnetic field B⃗0, the magnetic moment µ⃗ experiences a torque
τ⃗ .

This alignment is not perfect, instead leading µ⃗ to precess aligned to the magnetic

field at a constant angle θ, analogous to a gyroscope in a gravitational field. As the

angle θ is held constant, τ⃗ changes direction but not magnitude, so the same can be

said for the resulting angular momentum L⃗

τ⃗ =
dL⃗

dt
⇔ dL⃗ = τdt (2.8)

and therefore L⃗ can be thought of as tracing a circle of radius Lsinθ, in units of

angular momentum [101], visualized in Figure 2.3.

We can calculate the frequency of precession of L⃗, as the speed of precession (in

units of angular momentum per time) is given by τ⃗ in Equation 2.8,

f =
1

time
=

′speed′

′distance′
=

τ

2πLsinθ
(2.9)

Combining Equations 2.7 and 2.9, we find that the precession frequency can be

written

f =
µB0

2πL
(2.10)

and substituting in µ⃗ from Equation 2.6, we arrive at
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Figure 2.3: Angular momentum L⃗ of NMR. As τ⃗ is a constant magnitude, this is also
true of L⃗, allowing for the derivation of the Larmor frequency.

fLarmor =
γ

2π
B0 (2.11)

or, as it’s more commonly written, noting that ω = 2πf

ω0 = γB0 (2.12)

Analogous to the quantum mechanical description, we arrive at the Larmor fre-

quency, which in the classical description is the frequency of precession for a given

field strength. For MRI, the Larmor frequency of a proton in a 3 Tesla magnetic field

is approximately 128 MHz.

While the presence of an external field produces a small net magnetization, with-

out careful and deliberate manipulation this is immeasurable. The goal is to measure

the net magnetization M⃗ and its evolution via the application of a secondary mag-

netic field. Thus the interest of the observer is not the Larmor precession of M⃗ , but

the additional behaviour during excitation and relaxation.

This excitation is performed by successive applications of a smaller magnetic field

B⃗1. However, prior to discussing this mathematically, it is convenient to introduce a

coordinate system that suppresses the Larmor precession from the visualization and

equations, greatly simplifying conceptualization.

We introduce the rotating frame, a coordinate system in which the z-axis stays

aligned with the traditional laboratory z-axis, but the x and y axes are rotated at the



26

Figure 2.4: Visualization of the rotating frame. (a) Laboratory frame of reference.

When a secondary field is applied perpendicular to the B⃗0 field at the Larmor fre-
quency ω0, net magnetization M⃗ precesses down towards the x-y plane. (b) Rotating
frame of reference, where the x-y plane precesses at frequency ω0. This simplifies the
visualisation of an on resonant B⃗1 field, while removing the Larmor precession from
the M⃗ dynamics.

precessional frequency ω0 of the protons. In this rotating frame, the Larmor precession

of the net magnetization M⃗ is completely removed. If a secondary magnetic field B1

rotating at ω0 (also referred to as ‘on resonance’) were applied perpendicular to the

external B⃗0 field, the laboratory frame of reference would observe M⃗ precessing at a

wider and wider angle. However, in the rotating frame both the B⃗1 field and M⃗ are

simplified, as both are no longer rotating relative to the x’ and y’ axes. A visualization

of this is demonstrated in Figure 2.4.

In the rotating frame, the effect of B⃗1 on the magnetization M⃗ will precess about

the axis of the B⃗1 field at a frequency of γB1. The angle at which M⃗ will have rotated

in time t is given by the equation

θ = γB1t (2.13)

B⃗1 is several orders of magnitude smaller than the B⃗0 field, and is often only

applied on the order of milliseconds to rotate the net magnetization into the desired



27

orientation. As B⃗1 is applied at a Larmor frequency in the radio band of the electro-

magnetic spectrum (for conventional B⃗0 field strengths), this is also often referred to

as a radio frequency (RF) pulse.

The equations of motion for the net magnetization M⃗ can be written

dM⃗

dt
= γM⃗ × B⃗0 (2.14)

which, in a static external field B⃗0 which is oriented in the z direction become

dM⃗x

dt
= γM⃗y × B⃗0

dM⃗y

dt
= −γM⃗x × B⃗0

dM⃗z

dt
= 0 (2.15)

When combined with a relaxation component, these form the basis for the Bloch

equations, which describe the behaviour of a net magnetization as a function of time.

2.1.3 Relaxation and Measurement

NMR is performed by the selective excitation and subsequent relaxation of the net

magnetization within the static external field. While at equilibrium, the component

of magnetization parallel to the external field, Mz, is maximal. This is referred to

as longitudinal magnetization. The component of the magnetic moment in the x-y

plane, Mxy, is referred to as the transverse magnetization, and at equilibrium is 0,

as the vector components of magnetization are equally distributed in the transverse

plane.

Application of a secondary field B⃗1 perturbs this equilibrium, transferring lon-

gitudinal magnetization into the transverse plane, allowing the measurement of the

resulting electric field through a suitably tuned receiver. The signal produced during

the net magnetization’s return to equilibrium is referred to as a free induction decay

(FID), and its behaviour with respect to time can convey properties of the tissues

of interest. This FID is an oscillating signal and so is more easily displayed as a

frequency spectrum, which is obtained through a Fourier transform:

S(ω) =

∫ ∞

−∞

s(t)e2πiωtdt (2.16)

The resulting frequency spectrum imparts information on the magnetic environ-

ment of the sample. If a sample contains a homogeneous environment for the protons,
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Figure 2.5: Illustration of a composite signal, similar to an expected FID without
decay. The Fourier transform allows for extraction of a spectrum in the frequency
domain, which is far more useful for NMR analysis.

a single peak at the Larmor frequency will be extracted. However in reality, differ-

ent atomic species will be shielded from the the external field by their own electron

clouds, leading to slightly different Larmor frequencies. These slight differences create

a spectrum indicative of the characteristics of the scanned sample, the basis of NMR

spectroscopy.

The FID will decay in two distinct ways, return to longitudinal equilibrium, and

loss of transverse phase coherence. These two decay types each have an associated

time constant, and are fundamental to MRI.

Return to longitudinal equilibrium is caused by individual spins releasing their

energy into local tissue, known as spin-lattice relaxation. This is dependent on the

molecular structure and arrangement of the local area, and results in an exponential

growth in the Mz component of magnetization. The time for 63% of the longitudinal

magnetization to recover is known as the T1 relaxation, and from a fully transverse

magnetization ensemble is expressed as the following differential equation

dMz

dt
=

1

T1

(M0 −Mz) (2.17)

with M0 the maximum longitudinal magnetization, and t is time. This differential

equation has the solution
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Figure 2.6: Example pulse sequence for the extraction of T1 data of a sample. (a) A
180◦ RF pulse is applied to move the magnetization into the -z plane. (b) After some
time, the net magnetization with have undergone some return to equilibrium. (c) A
90◦ pulse brings the net longitudinal magnetization into the transverse plane, where
it can be measured.

Mz(t) = M0[1− exp(−t/T1)] (2.18)

T1 is shortest in systems where the vibrational frequencies are closest to the res-

onant frequency, typically solid and slowly moving structures, as this makes for the

most efficient energy transfer into the lattice.

One method to determine T1 is demonstrated in Figure 2.6. The magnetization is

initially inverted against its equilibrium position by a 180◦ RF pulse. The magnetiza-

tion is then given time to partially return to equilibrium, referred to as inversion time,

or TI. A 90◦ RF pulse then moves the longitudinal magnetization into the transverse

plane, allowing for measurement by the receiver coil. By performing this sequence in

series with different values for TI, results can be fit to Equation 2.18 to find a value

for T1.

Transverse magnetization decay is the dephasing of a coherent precession signal

within the x-y plane. At equilibrium the transverse magnetization is uniformly spread

360◦, however the addition of a short RF pulse will temporarily bring the individual

spins into phase, creating a net transverse magnetization M⃗xy. This is the magneti-

zation oscillation that induces current in the receiver, leading to a measurable FID.

With time, the shared phase of M⃗xy decays, reverting to a net transverse magnetiza-

tion of 0. The time in which the maximal transverse magnetization takes to decay to

37% signal is known as T2, and is related to M⃗xy by the following differential equation
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Figure 2.7: Types of relaxation experienced by a magnetic spin ensemble in an ex-
ternal field. Mz returns to longitudinal maximum after being knocked down, whereas
M⃗xy decays back to 0 net magnetization. Each has an associated time constant, T1

and T2 respectively.

dM⃗xy

dt
= −

1

T2

M⃗xy (2.19)

with the following solution

M⃗xy(t) = M0exp(−t/T2) (2.20)

where M0 is the signal produced from transverse magnetization coherence, and t

is time. Both of these equations are expressed in the rotating frame.

Transverse magnetization decay is due to magnetic inhomogeneity within the sam-

ple, leading to individual spins precessing at slightly slower or faster than the Larmor

frequency via a spin-spin interaction. This field inhomogeneity effect is obscured by

fast or rapid molecular motion, so liquids often have a long T2 time when compared

to solids or large molecules.

Transverse decay can be broken down into intrinsic and extrinsic components.

Intrinsic inhomogeneity refers to the local spin-spin interaction causing dephasing,

while extrinsic sources of dephasing include external field inhomogeneities or the

introduction of a high Z element into the sample. The transverse decay including

all of these components can be viewed as the ‘effective’ T2, and is referred to as T ∗
2 .

These two are related by

1

T *
2

=
1

T2

+
1

Tinhom

(2.21)
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Figure 2.8: Spin echo sequence. (a) A 90◦ pulse brings the magnetization into the
transverse plane. (b) T ∗

2 decay occurs, dephasing the magnetization. (c) A 180◦

pulse flips the transverse magnetization. (d) An echo is formed, as the T ∗
2 effects are

temporarily negated, leading to an accurate measurement of T2.
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Figure 2.9: CPMG sequence. By repeated application of a 180◦ pulse, a train of spin
echoes can be induced, with their amplitudes decaying as a function of T2.

Measurement of T2 therefore requires pulse sequences that intentionally reverse

the effects of T ∗
2 . Once such method is shown in Figure 2.8, the spin echo, where

after an initial 90◦ pulse to shift magnetization into the transverse plane, dephasing

occurs according to T ∗
2 . After time t, a 180◦ pulse flips the magnetic moments in the

x-y plane. Magnetic moments that have precessed further out of phase will now be

further away from the point of echo formation, whereas slower precessing spins will

be nearer. After another t, an echo will be formed, which results in a reading for the

T2 decay only. These 180◦ pulses can be applied in succession in what is known as a

spin echo train. This is visualized in Figure 2.9, where spin echoes are continuously

generated by alternating between a 180◦ flip and a readout of the magnetization every

subsequent t. This is known as a CPMG sequence, named after its inventors, Carr,

Purcell, Meiboom, and Gill [102].

These two relaxation types can be utilised simultaneously to provide more com-

plex sequences with mixed T1 and T2 contrast. One example is the stimulated echo,

demonstrated in Figure 2.10, where after beginning similarly to a spin echo pulse

sequence, a 90◦ RF pulse shifts the T ∗
2 dephased magnetic moments into the longitu-

dinal axis, causing subsequent relaxation to be primarily driven by T1. The sequences

used in this work, SSFP and bSSFP, are other examples of mixed T1 and T2 contrast,

and will be discussed in further detail in a later section.
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Figure 2.10: Stimulated echo sequence. (a) A 90◦ pulse brings the net magnetism
into phase in the transverse plane, similar to a spin echo sequence. (c) After T ∗

2

dephasing, a second 90◦ pulse is applied, flipping the dephasing magnetic moments
into the longitudinal plane. (d) Relaxation in the longitudinal plane is dominated by
T1 relaxation. (f) After a third 90◦ pulse, the resulting echo is based on both T1 and
T2.

2.1.4 The Bloch Equation

The differential Equations 2.14, 2.17, and 2.19 can be combined to provide a gener-

alized equation for bulk magnetization in the presence of a magnetic field including

its relaxation terms. This was first proposed by Felix Bloch in 1946 [103].

dM

dt
= γM⃗ × B⃗0 +

1

T1

(M0 −Mz)−
1

T2

M⃗xy (2.22)

This is known as the Bloch equation, and provides a description of the return

to equilibrium, given the external field is aligned with the z-axis. In the case of a

constant external field, the cross product produces three component equations as seen

previously in Equation 2.15.
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dMx

dt
= ω0My −

Mx

T2

(2.23)

dMy

dt
= −ω0Mx −

My

T2

(2.24)

dMz

dt
=

M0 −Mz

T1

(2.25)

where M0 is the equilibrium magnetization along the z axis. The solution for these

equations can be found be introducing the integrating factors Mx = mxexp(−t/T2)

and My = myexp(−t/T2)

Mx(t) = e

−t

T2 [Mx(0)cosω0t+My(0)sinω0t] (2.26)

My(t) = e

−t

T2 [My(0)cosω0t−Mx(0)sinω0t] (2.27)

Mz(t) = Mz(0)e

−t

T1 +M0

(

1− e

−t

T1

)

(2.28)

To fully model NMR behaviour it is also necessary to mathematically describe

perturbation of the magnetization with an RF pulse. To this end, it is often more

convenient to express the Bloch equations with operator matrices, such that Equation

2.22 becomes















Mx(t)

My(t)

Mz(t)

1















= X















Mx(0)

My(0)

Mz(0)

1















(2.29)

where X is can be replaced with any of the three following operators
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Tt =



















−
1

T2

0 0 0

0 −
1

T2

0 0

0 0 −
1

T1

M0

T1

0 0 0 1



















(2.30)

Pt =



























cosω0t sinω0t 0 0

−sinω0t cosω0t 0 0

0 0 1 0

0 0 0 1



























(2.31)

RF α
θ =



























cos2θ + sin2θcosα cosθsinθcosα −sinθsinα 0

cosθsinθ − cosθsinθcosα sin2θ + cos2θcosα cosθsinα 0

sinθsinα −cosθsinα cosα 0

0 0 0 1



























(2.32)

Where Tt, Pt, and RF α
θ are the operators for relaxation, precession, and RF

excitation respectively. The θ and α terms in Equation 2.32 are the angle of excitation

α from the arbitrary angle θ from the x-axis on the x-y plane, as shown in Figure

2.11. Note that the fourth dimension is a result of transforming the affine equation

in 3D to a linear equation, to include the
M0

T1

term in Equation 2.30.

This form allows for easy simulation of net magnetism in an static external field,

including relaxation, precession, and RF excitation. Often precession is neglected as

the rotating frame is used. These operators can be applied together, allowing for

efficient calculation of an expected state given starting conditions. For example, the

magnetization of a CPMG sequence at time of the first spin echo can be written
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Figure 2.11: Angles of the RF pulse operator in the Bloch Equations. θ is the angle
of excitation from the arbitrary angle θ from the x-axis on the x-y plane

M⃗(t) = Tt RF π Tt RF
π/2
π/2

⃗M(0) (2.33)

where the order of the operators is read from right to left. The number of suc-

cessive applications of operators is limited by the complexity of the sequence to be

modelled, or more likely the computing power of the machine processing the simula-

tion.

2.1.5 Extended Phase Graph Model

While the Bloch equations offer a valuable starting point to simulating NMR be-

haviour, there are more complicated behaviours which are neglected in the process.

The Bloch equations treat magnetization within the external field as a single isochro-

mat, when in reality it is an ensemble of isochromats. As a result, the Bloch equations

struggle to accurately simulate NMR signals which are not returned to equilibrium

before the next excitation, as well as a number of other parameters including systems

with high diffusion. Bloch equation simulations can overcome this by including many

isochromats in the simulation and averaging the results, but the elegance of the solu-

tions are quickly lost, where ensemble data sets are time consuming to produce, and

resulting data is visually unclear as to when and which type of echoes are occurring.

For most applications, the Bloch equations are a sufficient approximation to observed

behaviour, but are insufficient for this work.
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Figure 2.12: Visualisation of isochromat dephasing from an initially coherent mag-
netization. The 12 representative isochromats dephase linearly with time, leading to
complete loss of coherent magnetization. However, further application of a gradient
leads to a greater spread of isochromats when compared to the first point of complete
dephasing. Subsequent full turns, known as higher order configuration states, are not
captured with traditional rotation operator algorithms used for modelling the Bloch
equations. EPG allows these higher order configuration states to be accounted for in
a computationally efficient manner.

Extended Phase Graphing (EPG) offers a powerful and computationally efficient

alternative for simulating sequences under such conditions without needing to solve

the Bloch equation for thousands of isochromats. EPG is effectively a method of

tracking the dephasing of isochromats which occur during application of a gradient,

such as to spatial encoding, or spoiler gradients, which will be discussed in the next

section. The following derivations can be found in [85].

To fully capture the higher spatial frequency components of a dephased isochromat

ensemble, EPG begins by defining the equation of motion for a single isochomat of

magnitude M⃗ at a position r⃗ from the center on-resonant isochromat. This can be

visualised by imagining the off resonance isochromats winding a helix, where the

isochromat at the bottom of the helix is the on-resonant isochromat, and the helix is

spread along the direction of the gradient, as visualized in Figures 2.12 and 2.13 A.
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This yields the following equations of motion

Mx(r⃗) = Mcos

(

γr⃗

∫ t

0

G⃗(t′)dt′
)

= Mcos(k⃗r) (2.34)

My(r⃗) = Msin

(

γr⃗

∫ t

0

G⃗(t′)dt′
)

= Msin(k⃗r) (2.35)

where the phase angle is defined as ϕ(r⃗) =
∫ t

0
γG⃗(t′)r⃗dt′ as shown in Figure 2.13 B,

and the final step relies on noting that G⃗ and k⃗ are related by k⃗ =
2π

γ

∫ t

0
G⃗(t′)dt′. k⃗ is

shown to represent a quantitative measure of dephasing, as seen in a previous section

on k-space. We see that a dephasing gradient generates time-dependent harmonic

magnetization components along the spatial axes, which can instead be written as

complex magnetization components

M+(r⃗) = Mx(r⃗) + iMy(r⃗) = M⃗eiϕ(r⃗) = M⃗eik⃗r⃗ = (M−)
∗ (2.36)

M−(r⃗) = Mx(r⃗)− iMy(r⃗) = M⃗e−iϕ(r⃗) = M⃗e−ik⃗r⃗ = (M+)
∗ (2.37)

In this notation, M+ and M− are shown to be complex conjugates of each other,

and from Figure 2.13 B can be shown to be related by M+ leading to M− via a 180◦

refocusing pulse in the x-axis, This allows us to model refocusing pulses within this

framework as a complex conjugate operation.

We are interested in modelling the net magnetization, or sum of all isochromats in

the gradient direction. This is equivalent to the integral
∫

Meik⃗r⃗d3r in the continuous

limit, where we expect several different orders of dephasing to be present, and can be

written as follows

F̃+(k⃗) =

∫

V

(

Mx(r⃗) + iMy(r⃗)

)

e−ik⃗r⃗d3r =

∫

V

M+(r⃗)e
−ik⃗r⃗d3r (2.38)

⇐⇒ Mx(r⃗) + iMy(r⃗) = M+(r⃗) =

∫

V

F̃+(k⃗)e
ik⃗r⃗d3k (2.39)

i.e., transverse magnetization can be interpreted as a sum of complex helices with

different wave vectors k⃗ This abstract concept is visualized in Figure 2.14. In effect,

this means that magnetization in this framework is defined in ‘configuration states’
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Figure 2.13: Mathematical definition of a single isochromat dephasing from an ini-
tially coherent magnetization. A) An ensemble of isochromats along a generalized 1D
axis where a gradient is being applied winds isochromats into a helix configuration.
Here r⃗ can be visualised as the distance from the on-resonance isochromat, which is
in this helix is assumed to be at the bottom. The pitch of the helix is related to
the gradient strength and time applied. B) Top-down view of the transverse mag-

netization vector M⃗ , which can allow for a change of basis to complex coordinates,
simplifying the equations of motion.
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Figure 2.14: EPG allows for expression of transverse magnetization in terms of k⃗,
corresponding to configuration states F̃+(k⃗). These configuration states allow for an
elegant method of keeping track of higher order dephasing.



41

linked to the dephasing coordinate k⃗, where gradient dephasing can be defined by

evolution of these configuration states.

While this demonstrates how EPG can mathematically define gradient effects of an

ensemble, we still must define RF pulse application, outside of the already mentioned

180◦ pulse. The mathematics of this, originally published as partition state method,

were later referred to as phase graphing. It is the previously defined configuration

states that ‘extend’ this original interpretation.

Phase graphing relies on utilizing the rotation matrices derived from the Bloch

Equation in the complex transverse magnetization basis shown in Equations 2.36 and

2.37. This is accomplished by defining a set of similarity matrices to move between

the two reference systems such that









Mx

My

Mz









S
−−⇀↽−−
S−1









M+

M−

Mz









(2.40)

S =









1 +i 0

1 −i 0

0 0 1









(2.41)

S−1 =
1

2









1 1 0

+i −i 0

0 0 2









(2.42)

therefore, matrices analogous to the Equations 2.30 - 2.32 rotation matrix can be

defined for the complex basis using linear algebra

Tx(α) =











cos2
α

2
sin2α

2
−isinα

sin2α

2
cos2

α

2
+isinα

−
i

2
sinα +

i

2
sinα cosα











(2.43)
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Tz(θ) =









e+iθ 0 0

0 e−iθ 0

0 0 1









(2.44)

Here it is important to note that due to S not being a unitary matrix, Tx no

longer possesses the properties of a rotation matrix, and instead should be thought

of as a RF pulse matrix. Equations 2.43 and 2.44 can be combined to provide a more

generalised RF pulse solution for any RF angle θ, rather than assuming an x-axis

rotation.









M+

M−

Mz









+

= Tz(θ)Tx(α)Tz(−θ)









M+

M−

Mz









−

(2.45)

where - and + are used to denote the before and after magnetization. This provides

precisely the same solution as Equations 2.30 - 2.32 derived from the Bloch equations,

but for complex basis magnetization. Equation 2.45 is critical to EPG, as it demon-

strates that applying an RF pulse to magnetization results in a superposition of 3

components of magnetization: dephasing transverse M+, rephasing transverse M−,

and longditudinal Mz, known as Woessner decomposition, or the partitioning effect,

demonstrated in Figure 2.15. This effect is responsible for the creation of stimulated

echoes discussed in Figure 2.10, and provides an intuitive explanation for why lower

flip angles lead to less refocusing of transverse magnetization.

If the formalism of phase graphing is combined with configuration states, we arrive

at EPG, expanding configuration states to include Mz

F̃+(k⃗) =

∫

V

(

Mx(r⃗) + iMy(r⃗)

)

e−ik⃗r⃗d3r =

∫

V

M+(r⃗)e
−ik⃗r⃗d3r

⇐⇒ Mx(r⃗) + iMy(r⃗) = M+(r⃗) =

∫

V

F̃+(k⃗)e
ik⃗r⃗d3k (2.46)

F̃−(k⃗) =

∫

V

(

Mx(r⃗)− iMy(r⃗)

)

e−ik⃗r⃗d3r =

∫

V

M−(r⃗)e
−ik⃗r⃗d3r

⇐⇒ Mx(r⃗)− iMy(r⃗) = M−(r⃗) =

∫

V

F̃−(k⃗)e
ik⃗r⃗d3k (2.47)
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Figure 2.15: Visualization of the partitioning effect defined in Equation 2.45. An
isochromat undergoing an RF pulse splits into a superposition of 3 distinct parts:
dephasing transverse M+, rephasing transverse M−, and longditudinal Mz. This
demonstrates how RF pulses refocus magnetization is imperfect, leading to potential
stimulated echoes.

Z̃(k⃗) =

∫

V

Mz(r⃗)e
−ik⃗r⃗d3r

⇐⇒ Mz(r⃗) =

∫

V

Z̃(k⃗)eik⃗r⃗d3k (2.48)

Equations 2.46 - 2.48 define a reference system in which configuration states F̃+,

F̃−, and Z̃ can be used to represent all magnetization components, defining a rotator

operator algorithm which can concisely predict behaviour of isochromat ensembles

while accounting for the partitioning effect. Here, F̃+(k) represents dephasing trans-

verse magnetization similar to M+, and can be visualised as a right-handed helix

with integer k turns. Similarly, F̃−(−k) represents rephasing magnetization in the

transverse plane, not unlike M−, represented as a left-handed helix. Z̃ still represents

longitudinal magnetization, but due to the complex nature of Fourier transformation,

is now represented as a complex component, despite always being a real value. This

new reference system has the following dependencies

(

F̃+(k⃗)
)∗

= F̃−(−k⃗) (2.49)

(

Z̃(k⃗)
)∗

= Z̃(−k⃗) (2.50)

These are used frequently when writing EPG simulations. Equation 2.50 ensures

that the longitudinal magnetization information contained in Z̃(k⃗) is always real, and



44

represented by the pair of complex configuration states Z̃(k⃗) and Z̃(−k⃗) which can

be visualised as two helices rotated counter to each other. Similarly to M+, M−, and

Mz, we can express the configuration states in EPG in a way that mathematically

demonstrates the effect of RF pulses on the current magnetization state.
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−

(2.51)

with the operator being identical to the one seen in Equation 2.43, as Fourier

transformation is linear. Equations 2.46 - 2.48 and 2.51 represent the mathematical

core of RF pulse calculations in EPG, and are the building blocks from which EPG

simulations are created for MRF. Figure 2.16 relates how we traditionally refer to RF

pulses relating to bulk magnetization to the EPG methodology, where RF pulses on

isochromat ensembles exchange populations between different configuration states.

For example, In EPG processes such as storage or stimulated echoes can be seen

as exchanging populations between the complex configuration states of F̃−(−k⃗) and

Z̃(k⃗).

Importantly, coherent states within this formalism always have k⃗ = 0. For Z̃(0),

this is the equilibrium magnetization that we see prior to any RF pulses being applied.

The F̃ (0) is the state of an isochromat ensemble that is freshly excited, or an echo

state. This is the most important part about using the EPG formalism: echoes only

form when an F̃ (0) state appears. All other configuration states are fully dephased,

as they have been defined as such, and therefore will not contribute to echo intensity

or phase. Calculation of the magnitude and phase of the emerging F̃ (0) state will

reveal the echoes intensity and phase respectively. Note here that we can use F̃ (0)

without the + and - distinction between dephasing and rephasing due to Equation

2.49.

It is also worth mentioning that while configuration states can have any value of

k⃗, in practice it is often sufficient to use integer values, a condition which is especially

true to periodic MR sequences where EPG is most likely employed. To this end, most

literature regarding regarding configuration states will use the notation F̃k, F̃
∗
−k, and

Z̃k, for F̃+(k⃗), F̃−(−k⃗), and Z̃(k⃗) respectively, sometimes altogether dropping the
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Figure 2.16: Visualization of RF pulse effect on configuration states in EPG. RF
pulses calculated by the operator in Equation 2.51 redistribute population of the su-
perposition of configuration states. This process is traditionally described using terms
such as excitation or storage. Configuration states with a k value other than zero are
said to be incoherent states, where the net magnetization is 0 due to configuration
state representing an integer number of turns in the dephasing of the isochromat en-
semble they represent. Configuration states with k=0 are coherent states, with Z̃(0)
representing the fully relaxed magnetization, and F̃ (0) representing either freshly ex-
cited magnetization, or echoes. Thus EPG is a powerful tool to find F̃ (0) states which
we know will be echoes.
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tilde notation used to highlight that F̃ is defined in Fourier space. For this work, we

will continue to use the notation used in Equations 3.27 - 3.29 and 3.32 when referring

to EPG.

With EPG now briefly defined, we can use these configuration states to define

operators analogous to Equations 2.30 - 2.32 which allow for a simulation of non-

balanced sequences.

T (θ, α) =











cos2
α

2
e2iθsin2α

2
−ieiθsinα

e−2iθsin2α

2
cos2

α

2
ie−iθsinα

−
i

2
e−iθsinα

i

2
eiθsinα cosα











(2.52)

E(T1, T2, t) =









exp(−t/T2) 0 0

0 exp(−t/T2) 0

0 0 exp(−t/T1)









(2.53)

S(∆⃗k) : F̃ (k⃗) → F̃ (k⃗ + ∆⃗k), Z̃(k⃗) → Z̃(k⃗) (2.54)

Where T (θ, α) is the operator for a RF pulse of angle α from an arbitrary angle

θ away from the x-axis on the x-y plane. E(T1, T2, t) is the relaxation operator for

time interval t, and S(∆⃗k) is the dephasing operator if the gradient is defined by

∆⃗k = γr⃗
∫ t

t′=0
G⃗(t′)dt′. k = 0 configuration states requires an additional relaxation

term to account for magnetization recovery towards equilibrium.
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(2.55)

2.2 MRI

2.2.1 K-space and Spatial Encoding

While NMR provides the basis for MRI, there are important steps required to move

from the spectra to spatially resolved images. This section focuses on how we can de-

liberately manipulate the NMR phenomenon to provide the required spatial encoding
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needed for MRI. To this end, we must introduce the concept of magnetic field gra-

dients (G). As previously discussed, the precession frequency of spins in a magnetic

field are related to the magnetic field strength. Therefore, if the field strength were

to change with respect to position, the precession frequency would be dependent on

physical location within the magnetic field. One of the most simple examples would

be a field that varies linearly with a single dimension:

Gz =
dB0

dz
(2.56)

While this example only encompasses a single dimension, it is possible to linearly

vary field strength in 3 dimensions separately. These gradients are manifested via

several sets of current carrying wires within the imaging apparatus, known as gradient

coils. This leads to each point in space having a different precession frequency, and

therefore the amount of signal at a given frequency represents the amount of material

located at a specific region. In one dimension, the signal measured can be expressed

as the following integral

s(t) =

∫ ∞

−∞

ρ(z)eiω(z)tdz (2.57)

where ρ(z) is the density of spins, and z is the spatial location. As we are varying

the magnetic field gradient linearly with z, this becomes

s(t) =

∫ ∞

−∞

ρ(z)eiγGztzdz (2.58)

This allows us to introduce a new quantity, k, which is defined as

kz =
γGzt

2π
(2.59)

and allows us to combine variables t and Gz into a single quantity which represents

spatial frequency, known as k-space. As a function of kz, the signal Equation 2.22 is

written as

s(k) =

∫ ∞

−∞

ρ(z)ei2πkzzdz = F [ρ(z)] (2.60)
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which is to say, this variable change arranges the signal equation in a form rec-

ognizable as a Fourier transform of ρ(z). Therefore, the inverse Fourier transform of

the signal measured in k-space is the density function in image space.

F−1[s(k)] = ρ(z) (2.61)

This can be extended to 3D with the more general definition of k⃗ as

k⃗ =
γG⃗t

2π
(2.62)

and ρ(r⃗) as

ρ(r⃗) =

∫ ∞

−∞

s(k⃗)e−i2πk⃗·r⃗dk⃗ (2.63)

A summary of the relationship between the different domains of MRI are visualised

in Figure 2.17.

Magnetic field gradients are typically applied in three very specific ways to give

us three different dimensions of separability, which will be discussed in to next few

sections.

2.2.2 Slice Select Gradients

The first way in which field gradients are used are slice select gradients. Unsurpris-

ingly, this allows for excitation of a selected slice of the material being imaged. This

is performed by using a shaped RF pulse, which excites frequencies over a specific

bandwidth (BW), during an applied gradient. This RF pulse is typically sinc shaped,

as the Fourier transform of an RF pulse defines its frequency response, and the Fourier

transform of a sinc function is rectangular, allowing for a uniform excitation response

between the boundaries of the area of interest.

The frequency of spins parallel to a gradient have a variance in frequency according

to

f(z) = f0 +
γ

2π
Gzz (2.64)

By varying the strength of the gradient, and the frequency and duration of the

RF pulse, we are able to selectively control the slice being excited, as shown in Figure
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Figure 2.17: Relationship between the domains relevant to MRI. A spatially depen-
dent magnetic gradient creates a Larmor frequency which also varies in space. This
can be measured as an NMR signal, which when inverse Fourier transformed gives a
spatially resolved image of the object.

2.18.

∆z =
2πBW

γGz

(2.65)

It is important to note that a slice select gradient must be accompanied with

a secondary component to reverse the decoherence effects on the spins during the

application of said gradient. This is typically a gradient in the opposite direction

with equivalent amplitude applied for half of the time the slice select gradient was,

applied post slice selection.

2.2.3 Frequency Encoding

Secondly, we have frequency encoding. This refers to applying a magnetic field gra-

dient during collection of the FID. As previously seen, the application of a gradient

causes spins to precess at different frequencies dependent on position. Therefore, ac-

quisition of an FID which a gradient is applied will not collect a single point of data,

but instead a line of data.

This is easiest to visualize by thinking of gradients as moving the position of
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Figure 2.18: Application of a shaped RF pulse during gradient application allows for
selective slice excitation. By changing the duration and frequency of the pulse, the
slice thickness can be altered.

collected data within k-space, such that

∆kx =
γ

2π
Gxtx (2.66)

where tx is the time a gradient has been applied for. Therefore, the application

of a gradient during acquisition can be seen as ‘sweeping’ through k-space, allowing

the collection of single line of data. Thus this gradient is often known as a readout

gradient.

Similarly to a slice select gradient, it is often necessary to apply additional gra-

dients both before and after the readout gradient, as to either prepare or restore

the phase coherence of the sample after acquisition. While a preparation gradient is

common in Cartesian MRI data collection (i.e. data is collected in straight lines in

k-space), modifications to sequences can include additional gradients. One such ex-

ample is a rewinder gradient seen in a bSSFP sequence, an additional gradient added

after the readout gradient to balance the net gradient area of a sequence, effectively

recentering the measured position in k-space after an acquisition window.

While the movement through k-space can be considered continuous throughout

the acquisition tacq, the collection of data is divided discretely in time, known as
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the dwell time ∆td, so that the total number of data points acquired is defined as

N = tacq/∆td. Thus the FOV in the readout gradient direction can be defined as

FOVx =
1

∆tdGx

=
N

tacqGx

(2.67)

An important consideration is that the FOV must be larger than the size of the

object being imaged, else wrapping artefacts will occur.

2.2.4 Phase Encoding

Finally, we have phase encoding gradients. These are gradients which are applied

prior to the acquisition of data. If frequency encoding can be thought of as moving

through a line of k-space during acquisition, then phase encoding shifts the position

of that line prior to readout.

This is achieved via the introduction of a gradient perpendicular to the readout

gradient and slice select gradient

∆ky =
γ

2π
Gyty (2.68)

However, unlike the readout gradient, the phase encode gradient is only on for

a fixed amount of time τPE. This leads to an ensemble where at the end of the

gradient application all spins share an equivalent frequency, but the phase is spatially

dependent.

ϕ = γGyτPEy (2.69)

Unlike frequency encoding, phase encoding is performed in discrete steps, with

the number of step defined as

N = 2
|Gmax

y |

∆Gy

(2.70)

where Gmax
y is the maximum gradient amplitude, and ∆Gy is the gradient step

size. Thus, the FOV in the phase encode direction can be defined as

FOVy =
1

τPE∆Gy

=
N/2

τPE|Gmax
y |

(2.71)
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Figure 2.19: Visualization of k-space trajectories using frequency and phase encoding.
(top) Via the application of a gradient during the acquisition window, known as a
frequency encode or readout gradient, the acquisition occurs along a line of k-space
(blue). (middle) In practice, it is often better to collect longer lines of k-space at once,
and so prior to a readout gradient, a secondary lobe of opposite magnitude equal to
half of the gradient area allows for the acquisition to begin at the edge of k-space
(red). (bottom) Introducing another gradient channel orthogonal to the readout, a
gradient prior to readout can alter the ky coordinate of the readout line (orange).
Some sequences also require the use of rewinder gradients to re-center the k-space
acquisition point, reverting the phase and frequency encoding by balancing out the
gradient areas in every channel (green, purple)
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A visualization of frequency and phase encoding as it pertains to moving through

k-space can bee seen in Figure 2.19.

2.2.5 MRI Pulse Sequences

Similar to NMR, acquisition of data in MRI is performed by a discrete series of ma-

nipulations, referred to as a pulse sequence. These include the previously mentioned

RF excitation trains which give rise to specific types of echoes and magnetization

recoveries, but with the added complexity of localized acquisition over a 3D space.

This sections purpose is to briefly cover MRI pulse sequence diagrams, as well as the

nomenclature used when discussing the specification of an MRI sequence.

An example of a gradient echo pulse sequence diagram is shown in Figure 2.20.

This shows execution of the various components of a sequence along a time axis,

running from left to right. While the time axis will span the entirety of the sequence

of interest, only a single repetition time (TR) is visualized, referring to a single

application of the readout gradient. This is signified by the phase encoding gradient

channel showing multiple gradient strengths at a single time point, as this is often

the only change with each successive TR. Additional features may accompany the

TR section of the sequence, such as a preceding magnetization preparation module.

RF pulses are often labelled with their corresponding flip angle and Cartesian axis

(e.g. 30x), shorthand for the nominal angle which the B⃗1 field will drive the bulk

magnetization vector about said axis. While sometimes omitted, the echo time TE

may also be present on the pulse sequence diagram, denoting the time between an

RF excitation and the resulting FID.

2.2.6 Non-Cartesian Trajectories

Up until this point is has been assumed that data collection is Cartesian, i.e. that

singular straight lines of k-space are collected once per TR, but this is an inefficient

method due to how data is stored within k-space. The centre of k-space contains low-

frequency spatial information responsible for image contrast, while the peripheral

regions contain high spatial frequencies responsible for sharp edges and fine detail.

Either one of these areas can be undersampled, leading to artefacts specific to the

region chosen. If the centre of k-space is undersampled, resulting images will suffer
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Figure 2.20: Visualization of a gradient echo pulse sequence diagram. Typically
showing a single TR, these diagrams show the gradient timing for each individual
channel required to generate an image.
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from loss of the overall contrast of the image, while undersampling of the periphery

can lead to less sharp edges, but is in general much more robust to undersampling.

It is for this reason that k-space trajectories often seek to maximize central k-

space data collection while choosing to undersample high frequency information. An

example of the effects of undersampling is shown in Figure 2.21.

One of the first attempts to optimize k-space trajectories was to rotate the acqui-

sition lines to form a radial pattern. This is traditionally performed from the centre

of k-space, however it is also possible for radial acquisitions to to be performed from

one side of k-space to the other through the centre, similarly to back projections in

CT. The equation for a radial trajectory in k-space is given by

r(t) = kxcos(ωt) + kysin(ωt) (2.72)

where r(t) is the position of the trajectory at time t, kx and ky are the x and y

components of the wave vector, and ω is the angular frequency. One of the additional

benefits of radial MRI besides a higher sampling of the centre of k-space is that by un-

coupling the frequency and phase encode from specific directions, frequency and phase

specific artefacts do not propagate along a single axis. Additionally, the oversampling

of the centre of k-space at regular intervals can be exploited to detect and correct

motion. While radial MRI was supplanted as an acceleration technique by spin-warp

imaging, radial artefact suppression is still used today for imaging specimens with

periodic motion, such as in cardiac imaging.

Traditionally, as radial MRI is not a Cartesian technique, raw data collected from

k-space is not in an appropriate state for use of efficient Fast Fourier Transform

(FFT) algorithms. To overcome this, data must be ‘regridded’, an iterative process

in which the data is morphed onto a Cartesian coordinate system. This has become

less of an issue with both the development of the non-uniform Fourier transform

(NUFFT)/radial Fourier transforms, and computational power drastically improving

since the 1980’s, allowing for iterative regridding processes to be completed in seconds.

Another non-Cartesian trajectory, and one more pertinent to this work, are the

use of spiral waveforms. There are two main types of spiral trajectories that can be

used: Archimedean and variable density.

Archimedean spirals have a constant separation between the turns of the spiral.
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Figure 2.21: Demonstration of the importance of the centre of k-space. A) Fully
sampled reconstruction of k-space, where the collection of all data results in a high
quality image with no visible artefacts. B) By removing the inner 25% of k-space,
we see the the image is completely destroyed, showing the importance of the lower
frequencies of k-space for most of the information within the image. The remaining
high frequency data remains, and so does information regarding the the edges of
the image. C) When we reverse the process and remove 75% of the high frequency
data, the image remains intact, while blurred. Thus when choosing to undersample
a trajectory, it is critical to prioritize the central, low frequency k-space.
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Figure 2.22: Example of three of the non-Cartesian trajectories commonly used in
MRI. (Left) Radial trajectory maximises the collection of central k-space by successive
rotation of a readout throughout the centre of k-space. (Middle) Spiral trajectory uses
sinusoidal gradient waveforms to rotate at in increasing distance from the central
point. (Right) Variable density spiral trajectory, focusing acquisition on the central
region of k-space.

This means that the spacing between each point in k-space is constant, which makes

the reconstruction process simpler. However, the constant spacing can also lead to

uneven sampling of k-space, which can result in spiral specific artefacts and reduced

image quality.

Variable density spirals, on the other hand, have a non-uniform spacing between

the turns of the spiral. This means that the spacing between each point in k-space is

varied, which can improve the overall sampling of k-space and reduce image artefacts.

However, the non-uniform spacing can make the reconstruction process more difficult,

which can increase reconstruction times and computational requirements, but are not

often an issue with the processing power of modern computers.

Both Archimedean and variable density spirals have their advantages and disad-

vantages. In general, Archimedean spirals are better suited for fast imaging applica-

tions, such as functional MRI or real-time imaging, while variable density spirals are

better suited for high-resolution imaging, imaging of complex anatomies, or highly

undersampled datasets.

We begin with defining an Archemidean spiral mathematically, where k⃗ will be

trace a uniformly spaced spiral in k-space. The x and y components of k⃗ are as follows
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kx =| k⃗ | cosθ (2.73)

ky =| k⃗ | sinθ (2.74)

with θ is defined as

θ =
2πn

t
f(t) (2.75)

where n is the matrix size, f(t) is the frequency, and t is time. To create an

Archemidean spiral, k⃗ must follow

| k⃗ |=
θ

2πFOV
(2.76)

Noting that k⃗ and G⃗ are related by the following equation

k⃗ =
2π

γ

∫ t

0

G⃗(t′)dt′ (2.77)

the gradients required to trace an Archemidean can be solved, leading to the

following equations

Gx =
θ̇

γFOV
[cosθ − θsinθ] (2.78)

Gy =
θ̇

γFOV
[sinθ + θcosθ] (2.79)

The limiting factor for the shape and speed of a spiral trajectory is Gmax, the

maximal amplitude capable by the system, and the rate of change of Gmax, referred

to as the slew rate. The slew rate is the limiting factor while imaging the centre of

k-space, while the maximal amplitude is the limiting factor in the periphery. Thus

the gradient waveforms are often both slew and amplitude limited to remain within

the limits of the gradient amplifiers.

Variable density spiral gradient waveforms can be defined similarly, but often

include an exponential term to scale the distance between successive rotations in

k-space. A generalized variable density spiral waveform containing both slew and

amplitude limiting can be written
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Gx(t) = Gmaxcosθcos(2παt)exp(−βt2) (2.80)

Gy(t) = Gmaxsinθcos(2παt)exp(−βt2) (2.81)

where α is the gradient slew rate, and β is the rate of change of the gradient

amplitude with time.

Spiral trajectories require the same regridding techniques used for radial acquisi-

tion, while having its own unique complications. Spiral trajectories are more sensitive

to motion artefacts as they sample less evenly throughout k-space, as well as increased

sensitivity to field inhomogeneities. However, when compared to radial trajectories, a

spirals longer single readout leads to a faster data collection as well as higher spatial

resolution. Variable density spiral also offers the ability to ‘tune’ the rate of under-

sampling in the lower/higher spatial frequencies by adjusting the density function,

leading to more customization for the specific application.

2.3 MRI Contrast Agents

Contrast agents have been a core part of MRI since the 1980s, with gadopentetate

dimeglumine, marketed as Magnevist, becoming the first contrast agent clinically

approved by the U.S. Food and Drug administration in 1988 [104]. Today, a myriad

of contrast agents are available for use in MRI. Contrast agents intentionally modulate

the magnetic properties of the protons being measured by MRI, with how and where

that modulation occurs being down to the chosen contrast agent. While care must be

taken for the biological safety of the patient via choice of contrast agents which are

non-toxic, contrast enhanced MRI has been shown to greatly enhance the capabilities

of MRI.

For MR images, the contrast which is seen is dependent on the aforementioned

relaxation values, T1, T2, and T ∗
2 , as well as proton density, all of which can be

highlighted by performing sequences which highlight the contrast of interest. While

some illnesses of interest may display differences in one of these relaxation values

between healthy and pathological tissue, there are many conditions which do not lead

to a morphological change, where the introduction of a contrast agent may elucidate

the physiological difference.



60

MR contrast agents are typically defined by their relaxivites r1 and r2, or the

strength at which they will affect the relaxation values of surrounding tissue, expressed

in mM−1s−1. Mathematically, these can be represented as

R1,obs = R1,tissue + r1 · [A] (2.82)

R2,obs = R2,tissue + r2 · [A] (2.83)

R∗
2,obs = R∗

2,tissue + r∗2 · [A] (2.84)

where R1,tissue, R2,tissue, and R∗
2,tissue are the intrinsic relaxations of the tissue

with no added contrast agent, R1,obs, R2,obs and R∗
2,obs are the measured relaxations

of the tissue in the presence of the contrast agent, and [A] is the concentration of the

contrast agent.

The ratio between r1 and r2 often determine whether the agent is defined as a T1

or T2 weighted agent, with T1-weighted agents typically having a high
r1
r2

value. Other

types of contrast agents exist, such as chemical exchange saturation transfer (CEST)

agents, reduce the water proton signal through a chemical exchange site. These will

not be discussed in detail in this work.

Initial contrast agents were designed with this goal; through an intravenous bolus

injection, reach the site of interest and improve contrast to the tissue of interest.

These non-specific contrast agents still see use in areas such as MR angiography, and

via in vitro labelling, can even enable MR cellular imaging.

2.3.1 T1 Contrast Agents

T1 contrast agents create a dipole-dipole interaction between the agent and the sur-

rounding protons, which is described in the Solomon-Bloembergen-Morgen theory

[105]. Qualitatively, the agents local magnetic field provides a relaxation pathway

for the surrounding protons. The specific characteristics of this interaction can be

defined by the parameters exchange correlation time τm, rotational correlation time

τr, and diffusion correlation time τd.

The exchange correlation time τm refers to the time scale on which the contrast

agent’s magnetic properties fluctuate. When the exchange correlation time is long,
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the paramagnetic ions in the contrast agent interact with water molecules in the sur-

rounding tissue for a longer duration, which leads to a greater effect on the relaxation

times and, therefore, stronger contrast. The exchange correlation time is dependent

on the size and shape of the contrast agent, as well as the nature of the paramag-

netic ions used. The rotational correlation time τr refers to the time scale on which

the contrast agent undergoes rotational motion around its axis. When the rotational

correlation time is long, the contrast agent rotates slowly, resulting in a more pro-

longed interaction with water molecules in the surrounding tissue. This prolonged

interaction leads to a greater relaxation effect, which translates to stronger contrast

in the image. The diffusion correlation time τd refers to the time scale on which the

contrast agent undergoes translational motion within the tissue. When the diffusion

correlation time is long, the contrast agent moves slowly, resulting in a more pro-

longed interaction with water molecules in the surrounding tissue. This prolonged

interaction leads to a greater relaxation effect, leading to stronger contrast in the im-

age. Diffusion correlation time is particularly important in diffusion-weighted MRI,

which measures the diffusion of water molecules in the tissue. Contrast agents that

have a long diffusion correlation time can interfere with the diffusion measurements

and can lead to errors in the interpretation of the diffusion data. τm, τr, τd are all tied

to the contrast agent being used, with small ions tending to rotate and diffuse faster,

leading to shorter diffusion correlation times and weaker contrast. Thus creating new

contrast agents with desirable τm, τr, τd values is an active field of study.

For T1, Gd based contrast agents are still the most commonly used clinical contrast

agent used with 1H radiofrequency coils [106]. Structurally, Gd+3 ions are either

attached to elongated molecular ligands which wrap around them, or trapped in the

cavity of a cage-like structure, referred to as linear or macrocyclic agents respectively

[107]. Over 30% of all clinical MRI scans utilize Gd contrast agents, increasing lesion

detection and improving disease characterization for a variety of pathologies [108].

2.3.2 T2/T
∗
2 Contrast Agents

T2 and T ∗
2 agents can affect nearby relaxation values via the same paramagnetic

contribution, but T2 and T ∗
2 agents also produce superparamagnetic relaxation on

a scale which typically contributes the majority of the transverse relaxation. Of
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particular interest to this work are superparamagnetic contrast agents constructed of

iron oxide nanoparticles, known as SPIO.

When ferromagnetic material particles are sufficiently small, typically less than

100 nm, the magnetization can be approximated as a single magnetic moment. At

this size, the energy required for magnetization reversal is close to the thermal energy

at room temperature, so the magnetic moment will randomly flip direction with

no external field applied. If the time between direction change, known as the Neel

relaxation time, is less than the measurement time for the magnetization, then the

net moment is zero due to the fluctuation, and these nanoparticles are said to be

super paramagnetic.

Super paramagnetic materials behave much like paramagnetic ones, but with

much higher magnetic susceptibility. Paramagnetic behaviour in super paramag-

netic nanoparticles occurs below the Curie temperature, while in most ferromagnetic

materials this paramagnetic behaviour occurs above the Curie temperature. Super

paramagnetic materials also exhibit no hysteresis effect when responding to a mag-

netic field. This is directly related to the size of the particles, and so it is possible to

define a critical size in which super paramagnetism is reached for magnetic materials.

The coercivity, or the ability to not become demagnetized in a magnetic field, of super

paramagnetic materials is 0.

SPIO are commercially available and composed of biodegradable iron oxide crys-

tals typically coated in dextran. These are specified by the size of the particle; 10-50

nm particles are referred to as ultra-small super paramagnetic iron oxide (USPIO),

or sometimes monocrystalline iron oxide nanoparticles (MION) if a single iron oxide

crystal is at the core. ‘Standard’ SPIO particles are defined as having a diameter

of 50-100 nm, and above 300 nm they are typically referred to as microparticles of

iron oxide (MPIO). SPIO is easily detectable via electron microscope [109], has been

generally shown to not alter cell behaviour and dynamics [110, 111], is biocompati-

ble, non-toxic and, beneficially for cellular imaging, the T2/T
∗
2 ratio for SPIO changes

when compartmentalized.

SPIO contrast agents affect the transverse relaxation, stemming from the magnetic

susceptibility difference between the SPIO and the surrounding tissues, causing a loss

of phase coherence. The resulting signal is seen as a void in conventional T2 weighted
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imaging.



Chapter 3

Implementing MRF

3.1 Introduction

MRF’s high robustness to undersampling and novel acquisition method provide a

promising foundation for multi-parameter mapping, with a scan time greatly outper-

forming conventional quantitative methods. Due to this, MRF has become an actively

researched area of MR, with over 700 dedicated publications in the last decade. MRF

is easy to conceptualize and understand, highly adaptable to a specific requirement,

and the verbose nature of its post-processing pipeline leaves much room for optimiza-

tion.

The core concept of MRF that differs from other imaging methodologies is the gen-

eration of unique signal evolutions for different tissue properties. While this is similar

to the idea behind relaxometry, where multiple time points are collected throughout

an ensemble’s return to equilibrium, MRF operates in a way which the resulting signal

is indicative of more than one relaxation time.

Thus, the fundamentals of MRF are concerned with how to generate these unique

signals for each tissue type, and how to distinguish the resulting signals to decipher

the corresponding parameters. Research in MRF broadly falls into two categories:

providing sensitivity to a new tissue property, or improving the constraints to the

methodology, typically speed. This chapter covers the initial implementation of MRF

with T1 and T2 sensitivity on a preclinical system.

3.1.1 Signal Acquisition

The sequence MRF is based on is somewhat arbitrary, provided it is sensitized to

the tissue properties of interest; originally these were T1 and T2, which both continue

to be included in most implementations. MRF was originally designed for bSSFP

sequences, and most implementations continue to use either balanced or non-balanced

64
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SSFP.

SSFP is a gradient recalled echo sequence where successive excitation pulses are

phase coherent, TR is approximately equal to or less than T2, and the resulting phase

accumulated steady state is not spoiled. These conditions are met if the gradient area

does not change between successive TR windows, and successive excitation pulses

contains the same phase (or alternate with each application). BSSFP is a special

instance of SSFP, with the additional requirement that the net gradient area between

successive instances of TR is zero.

If these conditions are met, a steady state of longitudinal and transverse mag-

netization will be achieved, containing two transverse parts. The first is a FID-like

signal which decays after each applied excitation, and the second is an echo formed

just prior to the next excitation. The strength of these components can be calculated

with the following expressions, with the full derivation being provided by Freeman

and Hill in 1971 [112]

SSFPFID = M0tan

(

α

2

)

(

1−
(E1 − cosα)(1− E2

2)
√

p2 − q2

)

(3.1)

SSFPecho = M0tan

(

α

2

)

(

1−
(1− E1cosα)(1− E2

2)
√

p2 − q2

)

(3.2)

where

E1 = e−TR/T1 E2 = e−TR/T2

p = 1− E1cosα− E2
2(E1 − cosα)

q = E2(1− E1)(1− cosα)

that is, SSFP sequences have a weighting which is both T1 and T2 dependent,

ideal for MRF.

Despite being a GRE sequence, SSFP’s two-component signal has some properties

that differ from conventional GRE, primarily contrast behaviour in the resulting

images. GRE sequences typically produce a predominantly T1 weighted image, where

SSFP will image fluid more brightly and provide less overall contrast. This is due to

spoiled GRE removing the long T2 signal each TR, where the SSFP-echo component
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Figure 3.1: SSFP and bSSFP pulse sequences. Gradient channels are slice select,
phase, and readout respectively. bSSFP sequences must precede gradients with a
’dewinder’ gradient, so that the resulting net gradient for each channel is zero (bot-
tom)
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Figure 3.2: SSFP FID and echo components. SSFP’s traverse magnetization is made
up of two components, a FID-like decay after an excitation is applied, and an echo
forming prior to the next excitation (top). An anti-parallel phase coherence of the RF
pulses leads to a slightly different transverse magnetization profile, where successive
signal is sign-alternated with each TR.
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will preserve the longer relaxation times. This also means the SSFP has a much

higher SNR than traditional GRE sequences.

If the conditions for bSSFP are met, the FID and echo peaks will converge at the

same TE. The resulting signal is dependent on the whether the sign of the RF pulse

is alternated for each TR or not

bSSFPalt = M0sinα
1− E1

1− (E1 − E2)cosα− E1E2

e−TE/T2 (3.3)

bSSFPnoalt = M0sinα
1− E1

1− (E1 + E2)cosα + E1E2

e−TE/T2 (3.4)

with sign alteration leading to a greater signal, it is often the preferred method for

bSSFP. When compared to bSSFP, SSFP offers less SNR due to not coalescing the

FID and echo components of the steady state. Unfortunately, the phase dependent

nature of the resulting signal for bSSFP is highly susceptible to signal loss via accrual

of phase shifts, as is often the case in MRI. This generates banding artefacts which

need to be accounted for in the dictionary of an MRF sequence, adding an additional

dimension. Therefore, bSSFP for MRF can provide higher SNR, with the trade-off

of greater post processing time and dictionary size.

To create an MRF sequence, traditional sequences must be modified to inten-

tionally and temporarily disturb the steady state, producing a signal indicative of the

imaged tissue. This is achieved by modulation of sequence parameters, providing flex-

ibility of design so long as the resulting variation is sensitive to the tissue of interest,

while preserving sufficient SNR. MRF traditionally varies both the repetition time,

and the flip angle of the sequence to achieve a T1 and T2 sensitivity, although there

are many examples of additional variations to sensitize to a novel tissue parameter.

3.1.2 The MRF Dictionary

The signal acquired from an MRF sequence is meaningless until paired with a simu-

lation database. Referred to as a dictionary, these are constructed using the known

parameter variation of a sequence, and a model for spin behaviour and signal evolu-

tion. The resulting dictionary dimensions are dependent on the number of imaging

frames of the corresponding sequence, and the number of properties the dictionary is

modelling.
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Figure 3.3: Representation of bSSFP signal vs the phase accrual for successive TRs.
Cycling the phase of the RF excitation pulse by π radians each TR results in strong
on-resonance signal (solid line), with a band occurring at ±π. Not cycling the phase
(dashed line) results in an on-resonance band, with maximum signal occurring at ±π.
Either method is therefore highly susceptible to banding artefacts, as unintentional
phase accrual is common in MR sequences.

Regardless of the method used to generate the dictionary, the signal from each

voxel must be paired with its best matching dictionary counterpart, allowing for as-

signment of parameter values for said voxel. Matching relies on finding the highest

vector-dot product of the voxel signal and a dictionary entry, a process which scales

temporally with dictionary size. With a single in vivo study imaging multiple mice

at multiple time-points, dictionary matching processing times can quickly scale un-

controllably. For this reason, fast dictionary matching has been a focus of MRF

research.

Several options exist[88], but one with universal application for MRF is singular

value decomposition (SVD). MRF signals and the dictionary entries are sparse, and

SVD provides a method in which to greatly compress the meaningful information of

such datasets, leading to vastly improved post processing times for MRF.

SVD relies on a simple principle: expressing a sparse dataset in a configuration

which allows for utilization of a low rank approximation, containing sufficient data

necessary to accurately represent the original dataset concisely. This is performed by

expressing the original dataset as a product of three matrices in the following way
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Figure 3.4: Visual demonstration of how any dataset can be represented as the prod-
uct of three matrices, with the middle matrix containing only diagonal values of
descending size.

X = UΣV
T (3.5)

where U is an m x m orthogonal matrix, V is an n x n orthogonal matrix, and

Σ is an m x n diagonal matrix of increasingly vanishing entries from top to bottom.

Matrices U and V are referred to as the left and right singular vectors respectively,

while the values within Σ are referred to as singular values. A visual example of this

can be seen in Figure 3.9.

The factorization of Equation 3.7 leads to the equivalent expression

X =

min{m,n}
∑

i=1

σiu⃗iv⃗i (3.6)

where σi is the singular value in Σ at index [i, i ], u⃗i is the i ’th column of matrix

U , and v⃗i is the i ’th row of matrix V
T . This is to say that X can be expressed as

a sum of positive rank-1 matrices or vectors, with U and V providing said vectors,

and Σ providing scaling factors.

While this true for all matrices X, it is only of value when X is sparse, allowing

for low-rank approximation. By definition, Σ contains a diminishing set of values

along its diagonal; each increment of i in Equation 3.8 will provide a smaller value

for σi. In a sparse dataset, σi can rapidly approach values approximating 0 in as little

as 10 indices, leading to large components of both U and V which are effectively
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Figure 3.5: A rank 2 approximation of dataset X. by removing all by the first
few columns/vectors of the singular vectors, SVD can greatly compress large sparse
datasets.

multiplied by 0, adding nothing to the summation in Equation 3.8. Thus we can

introduce a rank-k approximation to X, Xk, such that

X ≃ Xk = UkΣkV
T
k (3.7)

where Uk is the first k columns of U , V T
k is the first k rows of V T , and Σk is the

first k rows/columns of Σ.

Rank-k approximation can compress large sparse datasets by over 99%, and with

careful appropriate choice of k, can approach a high approximation of a lossless com-

pression technique. However, the value of k must be appropriately chosen to not

degrade the dataset.

3.2 Methods

3.2.1 Sequence Design

A variable density spiral trajectory was used to fully sample k-space in 64 interleaves.

Each interleaf sampled 923 points with a 5 µs dwell time, resulting in a 5 ms acqui-

sition window. Dephasing of at least 2π radians was achieved with an unbalanced 3

ms crusher gradient in the slice-select direction as a spoiler between each completed

1000 TR signal acquisition. Each completed 1000 frame segment was appended with

a 0.5 s delay, which, while insufficient relaxation time to return spins to thermal
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Figure 3.6: (left) Spiral SSFP pulse sequence. This differs from a Cartesian sequence
due to the lack of a slice select channel, instead moving in two dimensions during
acquisition. (right) k-space trajectory for proposed sequence.

equilibrium, has been shown in previous studies to still allow robust accurate match-

ing once the system has reached a ‘stationary fingerprint response’, bypassing the

assumption of a relaxed initial spin state in dictionaries, and drastically improving

scan times[113]. Maximum gradient strength and maximum slew rate were set to 91

mT/m and 200 T/m/s respectively. Slew rate was limited to 66% of the hardware

maximum to improve image quality.

The total acquisition time for a full set of 1000 imaging frames each containing

a single rotating interleaf is approximately 15 seconds, which is repeated 64 times to

acquire a total of 64 interleaves per imaging frame, fully sampling k-space with a total

scan time of approximately 20 mins. Each of the 64, 1000-frame interleaf sets were

rotated by 360°/64 relative to each other, while individual imaging frames rotated by

7.5° during acquisition.

Often the first step in MRF sequence design is to determine a variation regime

which maximizes parameter map accuracy. Three of the most common parameter

variations are shown in Figure 3.7. The first is a simple Gaussian noise addition to

a baseline value for each parameter, the second is a sinusoidal ramping up and down

of the value from 0. The third is 1D Perlin noise, originally designed for providing

graphical texture variation without overstressing limited GPUs for use in CGI in
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Figure 3.7: Example parameter variations for MRF sequence generation.

the early 90s[114]. It has since been used for its simplicity to implement and high

customization, offering a middle ground between the smoothness of a sinusoidal ramp,

and Gaussian noise.

To assess various sequence designs sensitivity to parameters, a study similar to one

previously analysing sequence encode capability was designed [115]. The intention is

to determine both the length and type of sequence variation which leads to the most

distinct signals for given T1 and T2 values. The combinations of parameter variation

tested can be seen in Table 3.1. A basic dictionary was generated for each of the 9

combinations of parameter variation, and a Monte Carlo simulation was implemented

to assess the encode capability of each sequence. This was performed by random

selection of the same dictionary entry for each sequence variation. Gaussian noise

was added to the chosen entries (SNR of 4), which was then rematched back the

the respective dictionary. Matching was performed with entry lengths of 50 - 1000

in steps of 50 to assess if fingerprint length affected matching accuracy. This entire

process was repeated for 1000 times, and the average percent error for T1 and T2 was

measured for each variation of parameters.

3.2.2 Dictionary Design

The following equation described the evolution of the magnetization vector at each

TR:

M⃗(t) = PTR−TE TTR−TE ACQ PTE TTE RF FA
±π

⃗M(0) (3.8)

where T, P, and RF are the Bloch operators for relaxation, precession, and RF
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TR Flip
1 Perlin Perlin
2 Perlin Sinusoidal
3 Perlin Gaussian
4 Sinusoidal Perlin
5 Gaussian Perlin
6 Sinusoidal Sinusoidal
7 Sinusoidal Gaussian
8 Gaussian Sinusoidal
9 Gaussian Gaussian

Table 3.1: Variations used for the Monte Carlo simulation for encode capability test-
ing. Patterns refer to those shown in Figure 3.6.

excitation respectively, and ACQ is the acquisition window. Note that this equation

is for a single TR iteration, and does not include additional actions or end-of-interleaf

dephasing.

However, as this sequence is non-balanced, EPG provides a more elegant simu-

lation for dictionary entries. Equation 3.8 can be written in analogous terms for an

EPG simulation

Ω(t) = E(TE − TR) S(TE − TR) T (±π, FA)E(TE) S(TE)Ω(0) (3.9)

where T, E, and S are the RF pulse, relaxation, and dephasing operators respect-

fully, defined in Equations 2.52 - 2.54. This was used to construct the dictionaries in

this work. The primary difference is that in EPG, the operators act on Ω, a matrix

containing the three base states for each dephasing order, rather than components of

magnetization, allowing for an elegant method of tracking higher order dephasing.

Ω =









F̃0 F̃1 F̃2 F̃3 F̃4 F̃5 ...

F̃ ∗
0 F̃ ∗

−1 F̃ ∗
−2 F̃ ∗

−3 F̃ ∗
−4 F̃ ∗

−5 ...

Z̃0 Z̃1 Z̃2 Z̃3 Z̃4 Z̃5 ...









(3.10)

Despite not including T ∗
2 sensitivity yet, the dictionary built for this thesis is

generated as a 4 dimensional dictionary containing T1, T2, and T ∗
2 . T ∗

2 entries were

set equal to T2, and were not included in the EPG simulation. The primary purpose

of the addition of this length 1 dimension was to allow for future T ∗
2 additions to
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not require a dictionary redesign. Without reshaping, this dictionary scales with

increased resolution in the following way:

D = NT1
∗NT2

∗NT ∗

2
∗Nimagingframes (3.11)

Figure 3.9 (left) demonstrates the redundancy of this dictionary shape. Prior to

simulation, nonsensical parameter combinations such as where T2 > T1 are removed.

Conceptualizing a dictionary as a series of 3D data cubes, this removal leaves a

substantial corner of each cube empty. If we instead rearrange the dictionary as

follows:

D = [NT1
×NT2

×NT ∗

2
] ∗ [3 +Nimagingframes] (3.12)

where the individual dimensions for parameters were concatenated, and three

additional columns, referred to as Ddir, are created, we can greatly decrease dictio-

nary size. These three new columns act as a directory address to each entry, by

labelling their associated parameters. This transformation also utilises MATLAB’s

parallel processing and matrix multiplication, and is also a necessary step for SVD

acceleration. Figure 3.9 (right) provides a visualisation of the optimized dictionary

architecture.

It is important to strike a balance between the possible accuracy of a dictionary

and its size. While the perfect dictionary would contain relaxation time variation with

an infinitely small step size, this is not realistic. Thus we must define a dictionary

resolution for each relaxation time.

The constructed dictionary in this work originally used a linear step size for all

relaxation values over the ranges T1 = 10-4000 ms, T2 = 5-1000 ms. This led to a

dictionary with over 300,000 entries, with unnecessarily high resolution around the

larger values. While this size would be acceptable for traditional MRF, we have to

account for future T ∗
2 addition, which would scale dictionary size to over 3 million.

Changing to an incremental step size which increases at higher parameter values

greatly decreased dictionary size while still allowing for larger values to be modelled.

After removing the nonsensical entries, the final dictionary size is ∼60,000 entries, or

600,000 entries with future T ∗
2 addition.
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Figure 3.8: Visualization of 4D MRF dictionary at creation, and the 2D dictionary
transformation for use/storage. When modelling for multiple parameters, dictionary
dimension increases, leading to data which is both difficult to conceptualise and pro-
cess. Note that while the 4D dictionary in this image is visualised as cubes, prior to
simulation, nonsensical entries are removed, such as where T1 < T2. Therefore these
3D cubes visualized along a 4th axis contain some entirely empty corners. When
translating to a 2D dictionary, redundancy is shifted to the parameter columns where
they can be removed. These columns, labelled Ddir, contain all permutations of pa-
rameter combinations.
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Figure 3.9: Visualization of T1 and T2 dictionary resolution. A larger step size is used
between higher values of each parameter.



78

MRF post-processing contains two seperate areas in which SVD can improve both

processing speed and digital storage space. The first is the raw FID data prior to

reconstruction, and the second is reconstructed data matching to the dictionary. For

the former, SVD application has an expected yield of ∼50% increase in processing

speed for the proposed method. For the latter, modest application of SVD could

improve both matching times and storage needs by over 90%. The primary focus

then, was applying SVD to the dictionary matching process.

To apply SVD to the dictionary, it was necessary to reshape the data into the form

X in Equation 3.5, which was achieved by cleaving the parameter map directory Ddir

from the matrix and storing the parameter information separately.

Appropriate choice of rank for SVD is critical; too large a value restricts accelera-

tion, but too few degrades results. To assess the effect of rank on the resulting images,

dictionaries with rank ranging from 5 to 30 were generated, as well as a dictionary

with no SVD acceleration included. Phantoms containing MnCl2 were created and

imaged using the MRF sequence (64 x 64, 30 mins). Prior to dictionary matching,

SVD was retrospectively applied to the regridded MRF signal with various ranks

ranging from 5 - 30. SVD Dictionaries were used to match their respective MRF

signals, and the resulting T2 maps were compared to the non-SVD dictionary map.

T2 was chosen as the metric for SVD sensitivity as the values are much closer in the

dictionary, and therefore more likely to be degraded compared to T1.

3.2.3 Parameter Map Generation

While optimizing sequence variation for sensitivity and dictionary for speed are im-

portant, it is also necessary to demonstrate that the implementation of MRF can

provide accurate parameter maps. Figure 3.10 shows the final iteration of parameter

evolution chosen for this MRF version. Here, both Perlin and sinusoidal variation are

utilized, as well as brief periods with 0◦ flip angle serve to increase T1 accuracy.

A phantom set doped with various concentrations of MnCl2 in 8% gelatin was cre-

ated and imaged using fully sampled spiral MRF. The concentrations can be found

in Table 3.2. To verify the accuracy of MRF parameters, T1 and T2 MRF maps (FOV

35 Ö 35 Ö 1 mm FOV, 128 Ö 128 resolution) were compared to conventional methods

for bulk quantification. Bulk T1 measurements were made using an inversion recovery
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1 2 3 4 5
Concentration (mM) 0.025 0.05 0.1 0.2 0.4

Table 3.2: Concentrations for phantoms containing MnCl2 in 8% gelatin.

Figure 3.10: MRF Parameter Variation. Flip angle variation is performed via 5
sinusoidal ramps of varying height, with periods containing no flip angle to increase
T1 sensitivity. TR is defined by a 1D Perlin variation between 10 and 14 ms.

spin-echo sequence, with TI varying from 0.1 to 6.4 s in 7 steps, leading to an acquisi-

tion time of 30 seconds. Bulk T2 measurements were made using a spin-echo sequence,

with a TE varying from 0.05 to 0.5 s in 10 steps, for a total acquisition time of 30

seconds. Results were compared using Lin’s concordance correlation coefficient[116].

3.3 Results + Discussion

3.3.1 Sequence Design

Figure 3.11 shows the results of the Monte Carlo simulation to determine the sequence

variation with the most sensitivity to parameter changes. The two best performing

sequence variations, Perlin TR/Perlin flip, and Perlin TR/sinusoidal flip are shown, as

well as Gaussian TR/Perlin flip as a representative of a less well performing sequence.

The other 6 sequence variations are not shown for clarity, but all perform roughly
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Figure 3.11: Results of parameter variation tests. Of the nine parameter variation
combinations testing, here are the results for the three with the lowest error. In
general, any addition of Gaussian variation was outperformed by sets where it was
not present.

equivalent to Guassian TR/Perlin flip, as shown in Table 3.3. In general, we see that

the addition of Gaussian variation degrades sensitivity of the MRF sequence; with

the except of Guassian TR/Perlin flip, non-Gaussian sequences outperform Gaussian

sequences in error percentage in every case. We also see that T1 error is minimized by a

Perlin TR/Perlin flip pattern, but T2 error was minimized in the Perlin TR/sinusoidal

flip sequence. This may suggest that the optimal sequence configuration for this

implementation contains both Perlin and sinusoidal sections of variation to maximize

both T1 and T2 sensitivity, or support that T1 sensitivity is improved when 0◦ flip is

included throughout the sequence. Lastly, we note that at above 350 iterations of

TR, increasing the fingerprint length of single pattern provided no parameter accuracy

increase. This data therefore may support switching to a new sequence variation every

300 frames to increase parameter accuracy.
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TR Flip T1 Error (%) T1 std (%) T2 Error (%) T2 std (%)
Perlin Perlin 0.131 0.0527 0.024 0.0115
Perlin Sinusoidal 0.112 0.048 0.037 0.01
Perlin Guassian 0.165 0.0561 0.059 0.017
Sinusoidal Perlin 0.176 0.0614 0.048 0.017
Guassian Perlin 0.181 0.076 0.062 0.021
Sinusoidal Sinusoidal 0.168 0.0691 0.055 0.02
Sinusoidal Guassian 0.199 0.074 0.069 0.027
Guassian Sinusoidal 0.207 0.078 0.072 0.03
Guassian Guassian 0.238 0.09 0.082 0.032

Table 3.3: Monte Carlo Results using 350 frames of fingerprint data. Figure 3.11
shows that results stabilize at approximately this point.

3.3.2 Dictionary Design

Figure 3.12 and show the results of SVD tests for our implementation of MRF. The

primary focus for application of SVD was the dictionary matching process, to greatly

increase matching times and dictionary storage size. As expected, we find that low-

ering the rank of the SVD dictionary degrades results, increasing the nRMSE of T2

maps when compared to the no-SVD results. We also find that above rank 17, SVD

implementation has no effect on results. As we are expecting to include T2∗ sensitivity

in the future, a rank-25 SVD was chosen to be sufficient acceleration, without danger

of too closely approaching a value which may affect data fidelity. Rank-25 SVD re-

sulted in a 95% improvement to both speed and storage. Application of rank-25 SVD

took approximately 5 mins, which reduces matching times from 2 hours to 5 mins.

Dictionary storage space was reduced from 2 GB to 10 MB, and while the initializa-

tion of an SVD dictionary can take up to 2 hours, this process is only performed a

single time.

3.3.3 Parameter Map Generation

Figure 3.13 shows the results for the parameter map validation for spiral SSFP MRF.

When compared to conventional values, both T1 and T2 show excellent agreement,

with Lin’s concordance correlation coefficient [116] CCC values exceeding 0.99. Visu-

ally, we find that T1 tends to slightly underestimate when compared to gold standard

inversion recovery, but still shows robust scaling from 300-1800 ms, a similar scale to
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Figure 3.12: SVD rank effect on parameter map accuracy. Matching results started
to deviate from the standard matching at under a rank of 20.

that found in preclinical imaging. When moving forward, including inversion recovery

at the start of each interleaf may help to more accurately capture T1 dynamics.

3.4 Conclusion

In this chapter, we have outlined the requirements to successfully generate parameter

maps using an MRF sequence based on SSFP with a spiral readout. After a brief

introduction to the underlying theory behind MRF sequences and their dictionaries,

a method was laid out to implement MRF on our preclinical system. This included

a Monte Carlo simulation to help elucidate the best TR/flip angle variation for pa-

rameter sensitivity, as well as dictionary acceleration using SVD, and validation of

parameter map accuracy.

Sequence TR/flip angle variation results showed that 1D Perlin variation offered

the lowest error in parameter values in general, while Gaussian variation offered the

highest error percent. It was also found that sinusoidal flip angle variation may

increase T1 variation, but that this may has also been related to the 0◦ sections

included in the sinusoidal pattern. Lastly, results showed that after around 350 frames

of the same pattern, longer sequences did not increase the accuracy of matching.
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Figure 3.13: Parameter validation for T1 and T2 spiral SSFP MRF.
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SVD results showed that above rank-17, dictionary matching results were not de-

graded when compared to non-SVD dictionary matching, and that a 95% acceleration

in dictionary matching speed and size could be achieved with this method. Finally,

parameter map validation tests against gold standard bulk measurements showed that

this implementation of MRF can accurately map both T1 and T2, and while slightly

underestimating T1, CCC values for both parameters exceeded 0.99, showing excel-

lent matching. This provides a strong foundation on which to build a dual contrast

MRF sequence with T ∗
2 sensitivity on.



Chapter 4

Simultaneous Dual Quantification of Contrast Agents

The contents of this chapter were published in https://doi.org/10.1016/j.mri.2021.03.017

4.1 Abstract

Purpose: Develop a magnetic resonance fingerprinting (MRF) methodology with

R∗
2 quantification, intended for use with simultaneous contrast agent concentration

mapping, particularly gadolinium (Gd) and iron labelled cytotoxic lymphocytes.

Methods: Variable-density spiral SSFP MRF was used, modified to allow vari-

able TE, and with an exp(-TE·R∗
2) dictionary modulation. In vitro phantoms con-

taining SPIO labelled cells and/or gadolinium were used to validate parameter maps,

probe undersampling capacity, and verify dual quantification capabilities. A C57BL/6

mouse was imaged using MRF to demonstrate acceptable in vivo resolution and signal

at 8x undersampling necessary for a 25-minute scan.

Results: Strong agreement was found between conventional and MRF-derived

values for R1, R2, and R∗
2. Expanded MRF allowed quantification of iron-loaded cy-

totoxic lymphocytes. Results were robust to 8x undersampling and enabled recreation

of relaxation profiles for both a Gd agent and iron labelled cells simultaneously. In

vivo data demonstrated sufficient SNR in undersampled data for parameter mapping

to visualise key features.

Conclusion: MRF can be expanded to include R1, R2, and R∗
2 mapping required

for simultaneous quantification of gadolinium and SPIO in vitro, allowing for potential

implementation of a variety of future in vivo studies using dual MR contrast agents,

including molecular imaging of labelled cells.

85
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4.2 Introduction

MR contrast agents are routinely used for the detection of pathological changes with

high sensitivity and specificity by enhancing the contrast between healthy and un-

healthy tissue[117]. Due to MRI’s excellent contrast and resolution deep within soft

tissue and its non-invasive nature, it is also uniquely suited to quantifying contrast

agents in vivo, by using the linear relationship between agent concentration and the

relaxation rate of the surrounding tissue[118]. Imaging different time points as an

agent moves through a system can, therefore, highlight migration patterns of indi-

vidual agents, making MRI an excellent tool for tracking cells labelled with contrast

agents.

MRI-based cellular imaging can yield valuable information about the localization

of crucial immune cell subsets, and has been used by several groups to follow adoptive

transfer of immune cells that are used as a therapy or to track macrophages[119, 120,

109]. However, immune cell tracking to explore non-cell-based therapies is still in its

infancy, and many of the challenges of MRI cellular tracking have still yet to be ad-

dressed. In this rapidly developing field, it is critical that MR cell tracking techniques

be improved to increase the efficacy of cell tracking studies, improve quantification

capabilities, and decrease financial costs and scan times.

In recent years, the range of available contrast agents being developed has rapidly

expanded, in particular for molecular imaging studies, where advances within the

field have allowed for contrast agent targeting of specific molecular species[120, 109,

12, 121]. This diversity in options has led to increasing interest in not only imaging

but quantifying multiple contrast agents simultaneously. Multi-parametric MRI using

two or more forms of contrast (whether endogenous or exogenous agents) offers more

molecular information without trade-offs of increased time or resources.

Unfortunately, simultaneous quantification of two contrast agents requires a method

that provides multiple relaxation maps within a time frame narrow enough to capture

the dynamics of the mechanism of interest. Few sequences fulfil these requirements

since conventional methods of mapping R1 or R2 rely on sampling at multiple points

during signal evolution [73, 75], which is a time-consuming process, both preclinically

and clinically.

Magnetic resonance fingerprinting (MRF) offers a novel imaging methodology that
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can generate multiple parameter maps simultaneously[82], with the additional benefit

of being robust to undersampling artifacts[83], allowing for greatly accelerated acqui-

sition times. MRF traditionally measures R1 and R2 parameter maps, and previous

studies have shown that R1 and R2 information gathered using MRF can separate

two contrast agents (a Gd-based agent and a Mn-based agent) administered simulta-

neously in vitro, providing concentration estimations[96].

Recently there has been an emergence of MRF including R∗
2 quantification, either

by phase manipulation[99] or TE variation[97, 98]. However, simultaneous concentra-

tion estimation of an R∗
2 weighted contrast agent (such as SPIO) and an R1 agent has

not yet been demonstrated. The additional challenges when attempting to quantify

R∗
2 agents are related to their nature as “negative” contrast agents, whereby increased

concentrations decrease the signal magnitude, creating difficulties in acquiring suffi-

cient signal for a dictionary match. In this paper, we propose a method for accurately

estimating concentrations of an R1 and R∗
2 agent simultaneously in vitro.

The goal of this study was to develop an MRF methodology that included R∗
2

quantification, and assess its capabilities for preclinical concentration mapping of

two contrast agents present simultaneously. Accurate mapping of R1, R2, and R∗
2 was

demonstrated with a similar degree of confidence to previous methods. In vitro, both a

gadolinium agent and SPIO loaded cytotoxic lymphocyte (CTL) concentrations were

shown to be measured simultaneously, and the effects of undersampling capacity on

resulting parameter maps were evaluated. Finally, MRF was applied in vivo, to act

as a pilot study, demonstrating the potential feasibility of this technique to provide

sufficient resolution and signal within a 30-minute scan.

4.3 Methods

All studies were performed on a 3T preclinical scanner (Agilent, Santa Clara, CA),

with a quadrature RF coil. Experiments involving the use of mice were carried out

following protocols approved by the University Committee on Laboratory Animals

at Dalhousie University, Halifax, NS, Canada. All mice were housed at the IWK In

Vivo Animal Care Facility with food and water ad libitum under filter top conditions.

Reconstruction and matching were performed in MATLAB (The MathWorks; Natick,

MA), on a virtual machine with 200 GB memory and 24 CPUs running on a Linux
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enterprise cluster.

4.3.1 Pulse Sequence Design

The proposed acquisition strategy, shown in Figure 4.1, is based on a gradient spoiled

Steady-State Free Precession (SSFP) type sequence with varied TR, TE and flip angle

(FA) for 1000 imaging frames. An adiabatic inversion pulse is used at the start of

the sequence to improve R1 sensitivity. The sequence can be split into 3 segments,

as shown by the divided parts of Figure 4.1B. In the first segment, TR, TE and FA

are held constant, to allow for traditional steady-state restoration for a total of 200

frames. The second segment contains 1D Perlin variation[114] of TR between 16

and 20 ms, and a FA Perlin noise pattern between 20 - 60°, with 2 areas where no

FA is applied. This section lasts for 400 iterations, and during this time TE is held

constant. In the final section, FA is held constant, while TE is varied sinusoidally

increasing from 5 to 10 ms. The TE variation sensitizes the sequence to R∗
2 effects.

A variable density spiral trajectory was used to fully sample the centre of k-space in

8 interleaves, and the outer areas of k-space in 64 interleaves. Each interleaf sampled

923 points with a 5 µs dwell time, resulting in a 5 ms acquisition window. Dephasing

of at least 2π radians was achieved with an unbalanced 3 ms crusher gradient in the

slice-select direction as a spoiler between each completed 1000 TR signal acquisition.

Each completed 1000 frame segment was appended with a 0.5 s delay, which, while

insufficient relaxation time to return spins to thermal equilibrium, has been shown in

previous studies to still allow robust accurate matching once the system has reached

a ‘stationary fingerprint response’, bypassing the assumption of a relaxed initial spin

state in dictionaries, and drastically improving scan times[113]. Maximum gradient

strength and maximum slew rate were set to 91 mT/m and 200 T/m/s respectively.

Slew rate was limited to 66% of the hardware maximum to improve image quality.

The total acquisition time for a full set of 1000 imaging frames each containing

a single rotating interleaf is approximately 15 seconds, which is repeated 8 times

to acquire a total of 8 interleaves per imaging frame per slice, fully sampling inner

k-space with a total scan time of approximately 2 mins. Each of the 8 1000-frame

interleaf sets were rotated by 360°/8 relative to each other, while individual imaging

frames rotated by 7.5° during acquisition.
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Figure 4.1: MRF sequence details. A, Acquisition sequence for SSFP MRF indicating
approximate RF pulse and gradient timings. B, flip angles (FA) and TE/TR for each
imaging frame. Red lines show the transitions between different parameter regimes,
increasing the sensitivity of the sequence. C, Variable density spiral trajectory for a
single interleaf.
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4.3.2 Dictionary Design

A dictionary-based on the Extended Phase Graphing (EPG)[85] framework was used

to estimate R1, R2 and R∗
2 from the data following reconstruction. SSFP’s lack

of sensitivity to off-resonance signal allows such behaviour to be neglected in the

dictionary[87], reducing the dictionary size and enabling faster processing.

After R1 + R2 dictionary generation, R∗
2 decay was simulated by scaling the

signal according to the echo time at each TR by via the equation exp(-TE·R∗
2). The

dictionary was calculated over values of R1 = 0.25-100 s−1, R2 = 1-200 s−1, and R∗
2

= 4-1000 s−1, all with an increment of 5% per step. Illogical entries were removed,

such as entries where R1 > R2. The dictionary was approximately 600,000 entries,

taking around 15 minutes to construct.

Dictionary matching was performed by calculating the maximum dot product of

the signal with each dictionary entry. The largest product was taken to represent

the closest match, providing an estimation of R1, R2, and R∗
2 within approximately

2 minutes per slice for a 64 x 64 image.

4.3.3 Parameter Map Validation

Phantoms were prepared which contained either ProHance (Gadoteridol; Bracco

Imaging) and/or CTLs labelled with SPIO. CTLs were isolated from female C57BL/6

mice (6-8 weeks old, pathogen-free) obtained from Charles River Laboratories (St.

Constant, PQ).

For cell isolation, inguinal, axial, brachial, and mesenteric lymph nodes (LNs) were

removed from C57BL/6 mice. CTLs were isolated as previously described[38]. Nine

days after isolation, CTLs were washed and incubated with Molday IONTM Rho-

damine B SPIO (75 µg/mL; 30 nm, BioPal Inc, Worchester, Massachusetts, USA),

hereafter referred to simply as SPIO, at a density of 4 million cells/mL in cRPMI

supplemented with IL-2 (100 U/mL) for 22 hours. Labelled cells were washed thor-

oughly in 1XPBS and resuspended in 1XPBS before adding gelatin and manganese

chloride (Sigma, 0.05 mM concentration) during phantom preparation. Gadolinium

(ProHance) was also added to some tubes. For single-agent tubes, 10 phantoms were

prepared with concentrations ranging from 0.05 – 8.75 million cells/mL, suspended

in 8% gelatin in 5 mm NMR tubes. For dual agent tubes, gadolinium concentration
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I a
1 2 3 4 5 6
0.54 0.36 0.27 0.21 0.17 0.135
I b
1 2 3 4 5 6 7 8 9 10
0.1 0.25 0.5 1 3 5 7.5 10 15 17.5
I c
1 2 3 4 5 6 7 8 9 10
0.45 0.4 0.35 0.3 0.25 0.2 0.15 0.1 0.05 0
0.125 0.25 0.5 1.25 2.5 3.75 5 6.25 7.5 0
I c (cont.)
11 12 13 14 15
0.2 0 0.2 0.4 0.3
1.25 1.25 7.5 7.5 7.5

Table 4.1: Composition of all phantoms. I a, Gadolinium doped phantoms used to
demonstrate the undersampling capacity of MRF. I b, SPIO-loaded cell phantoms,
demonstrating concentration mapping using MRF in Figure 4.5. I c, Dual contrast
phantoms. This set was also doped with 0.05 mM of MnCl2 to achieve more biologi-
cally relevant relaxivities.

ranged from 0.05 – 0.5 mM, ascending, and the number of cells ranged from 0.125 –

7.5 million/mL, descending (see Table 4.1).

To verify the accuracy of MRF parameters, R1, R2, and R∗
2 MRF maps (FOV 35

Ö 35 Ö 1 mm FOV, 128 Ö 128 resolution) were compared to conventional methods

for bulk quantification. Bulk R1 measurements were made using an inversion recov-

ery spin-echo sequence, with TI varying from 0.1 to 6.4 s in 7 steps, leading to an

acquisition time of 30 seconds. Bulk R2 measurements were made using a spin-echo

sequence, with a TE varying from 0.05 to 0.5 s in 10 steps, for a total acquisition

time of 30 seconds. R∗
2 maps were acquired using a TurboSPI sequence[122] (128 Ö

128 matrix, 30 Ö 30 Ö 10 mm FOV, 15 mm slab excitation, ETL = 8, TE/TR =

8/250 ms, echo spacing = 8 ms).

4.3.4 Undersampling Capacity

To evaluate the undersampling capabilities of the MRF sequence, data from the pa-

rameter map validation experiment was retrospectively undersampled by factors of

2, 4, 8, and 16. A single slice was acquired (FOV 20 Ö 20 Ö 1 mm FOV, 128
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Ö 128 resolution), and R1, R2, and R∗
2 maps were generated via dictionary match-

ing. Parameter estimation was compared with fully-sampled data, both visually, and

quantitatively by calculating the normalized root mean squared error (NRMSE). A

pixel-wise correlation was performed on the resulting parameter maps, both for phan-

toms containing SPIO and ProHance, as well as those containing only ProHance, to

verify undersampling capacity for a variety of scenarios.

4.3.5 Cellular Concentration Map Validation

Single Agent

MRF was performed with 8x undersampling to expedite scan times (FOV 35 Ö 35 Ö

1 mm FOV, 128 Ö 128 resolution). Concentration maps were created by the use of

the well-established concentration-dependent linear model[118]:

R∗
2 = R∗

2,0 + r∗2[A] (4.1)

R∗
2,0 is the relaxation rate in the absence of iron-loaded cells, r∗2 is the relaxivity

of the cells, and [A] is the cellular concentration. To validate cellular concentration

mapping, an average of the central 5 x 5 voxels for each phantom was compared to

known values. CCC and linear regression fits were used to determine how well the

estimate matched the known values over a range of concentrations.

Dual Contrast Agents

To assess MRF’s ability to quantify two contrast agents simultaneously, the phan-

toms containing both ProHance and CTLs labelled with SPIO were used. Parameter

estimation maps were found using MRF (FOV 35 Ö 35 Ö 1 mm FOV, 64 Ö 64 reso-

lution), and concentration maps were created using these maps, via an expansion to

the linear relaxation model[97]

R1 = R1,0 + r1A[A] + r1B[B] (4.2)

R∗
2 = R∗

2,0 + r∗2A[A] + r∗2B[B] (4.3)
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where [B] is the concentration of the second agent, in this case Gadolinium, and r1B

and r∗2B are the magnetic relaxivities of the second agent. The ProHance r1 relaxivity

value was taken from the literature[123]. The relaxivity values of the CTLs, as well

as r∗2 for ProHance, were calculated by comparing conventional R1 and R∗
2 values of

phantoms containing fixed amounts of the other contrast agent. These concentration

maps were compared to the known concentration values after masking was applied

using a threshold based on the strength of the match to the best dictionary entry for

each pixel.

4.3.6 In Vivo Experiments

For in vivo tests a C57BL/6 mouse was imaged. The mouse was anesthetized using

an induction dose of 3% isofluorane and maintained at 1.5-2%, with temperature

and breathing rate monitored during all experiments. Breathing rate was maintained

between 60-100 breaths per minute, and internal temperature at around 37 °C via

forced warm air.

To demonstrate in vivo feasibility of this technique, the mouse was imaged using

MRF, as well as an R2-weighted scan (TE=6.3 ms, ETL = 8) for anatomical reference.

MRF was undersampled 8x to produce 128 Ö 128 Ö 8 images in 25 minutes and T1,

T2 and T ∗
2 maps were generated for a representative slice.

4.4 Results

4.4.1 Parameter Map Validation

Figure 4.2A, B shows the comparison between R1 and R2 values acquired by con-

ventional methods and by MRF. These show an excellent match, with CCC values

exceeding 0.94. Figure 4.2C, which demonstrates the match between conventional

and MRF R∗
2 values, is also very good, albeit less than R1 and R2, with a CCC of

0.88. MRF appears to slightly underestimate R∗
2 values below 50 s−1 and marginally

overestimate R∗
2 values over 100 s−1, as compared to the TurboSPI estimate.
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Figure 4.2: Parameter map validation of MRF extended for R∗
2, using phantoms with

both SPIO and ProHance. The correlation between MRF parameter estimations
and the gold standard (bulk relaxation rate measurements) for R1, R2, and R∗

2 are
shown in (A), (B), and (C), respectively. The equations correspond to the linear
regression fit. Error bars represent the standard deviation of the inner 5 x 5 area of
each phantom.

4.4.2 Undersampling Capacity

Data from various undersampling factors R are shown in Figure 4.3. As undersam-

pling is increased, more artifacts are seen within the images, and in each voxels

corresponding fingerprint signal. Despite this, R1 and R2 maps are robust to this

undersampling and yield values similar to fully-sampled data.

Figure 4.4 A, B, C show the correlation between 5 individual randomly selected

voxels from the inner 5 x 5 region of each phantom, for both fully-sampled and 8x

undersampled data. All three parameters demonstrate exceptional robustness to 8x

undersampling, with CCC values exceeding 0.94, and visually there is a clear and

strong correlation between the undersampled and fully-sampled parameter values.

The NRMSE for R1, R2, and R∗
2 as a function of the undersampling factor is shown

in Figure 4.4D. NRMSE increases for all parameters as undersampling increases. All

parameters demonstrated an NRMSE of 0.05 at 8x undersampling, withR∗
2 displaying

a marginally smaller value than R1 and R2 for undersampling factors of less than 8x.

However, at 16x undersampling, the NRMSE of R∗
2 is greatly increased, exceeding

that of both R1 and R2.
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Figure 4.3: Relaxation rate maps from fully-sampled and undersampled SSFP-MRF
with R∗

2 modifications. Phantoms contain varying amounts of ProHance. A, Images
are taken from a single imaging frame of the sequence with varying undersampling
factors. B, Example signal from a single pixel within the image showing its evolution
through the sequence, and the corresponding best-matched fingerprint. C, D, E
Reconstructed R1, R2, R

∗
2 and maps from undersampling factors R = 1, 8, 16.
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Figure 4.4: Data integrity calculations for R1, R2, and R∗
2 from undersampled data.

The correlation between fully-sampled and undersampled data (R=8) for R1, R2, and
R∗

2 are shown in (A), (B), and (C), respectively. Different colours/shapes indicate
different phantoms from within the SPIO + ProHance phantom set. D, Normalised
RMSE of R1, R2, and R∗

2 values with increasing undersampling factor, as compared
to fully-sampled values.
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Figure 4.5: Concentration mapping results from the phantoms containing only SPIO-
loaded CTLs. A, Known CTL map (106 cells/mL) B, MRF CTL estimation map
(cells/mL) at R = 8 undersampling factor. C, Correlation between known concen-
tration values and estimated concentration value (106 cells/mL). The equations and
dashed line correspond to the linear regression fit. Error bars represent the standard
deviation of the inner 5 x 5 area of each phantom.

4.4.3 Concentration Map Validation

Single Agent

A comparison between the known and estimated number of CTLs is shown in Figure

4.5. The data shows strong agreement, with CCC greater than 0.93. Maps obtained

with MRF agree visually with the known phantom layout, with some small spiral

artifacts. Between the ranges of 2.5 million to 7.5 million cells/mL, CCC exceeds

0.99. Below approximately 500,000 cells/mL, the estimation is shown to plateau.

Dual Contrast Agent

Figure 4.6 displays the results of the dual contrast concentration mapping. 4.6A,

D show the known concentrations of each of the respective agents. 4.6B, E show

the MRF generated concentration maps. Masking delineates between most of the

phantoms, with the exception being the bottom right tubes, which demonstrate some

artefactual blooming. The MRF-estimated concentration maps show reasonable ho-

mogeneity within each phantom and are visually similar to the known concentration

values.

Figures 4.6C, F show the numerical match between the inner 5 x 5 voxel region

of each phantom to the known concentration value. CCC and linear regression fit
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Figure 4.6: Concentration mapping results for phantoms with both SPIO loaded
CTLs and ProHance. A, D, Known concentration map. B, E, MRF concentration
estimation map. C, F, Correlation between known concentration values and estimated
concentration values. Equations correspond to the linear regression fit. Error bars
represent the standard deviation of the inner 5 x 5 area of each phantom.

for both figures show good agreement between MRF and known values. The MRF

estimation of cell concentration appears to slightly underestimate the concentration

value within the phantoms which contain fewer than 500,000 cells/mL. This under-

estimation can directly be attributed to the technique’s slight underestimation of R∗
2

values below 50 s−1.

In Vivo Experiments

Figure 4.7 contains results for MRF in vivo feasibility. Figure 4.7A provides an

anatomical axial slice for reference. Figures 4.7B, C, and D are the associated T1, T2,

and T ∗
2 parameter maps generated via MRF. Parameter maps are threshold masked

to the anatomical image for improved comparison. Even at 8x undersampling, maps

demonstrate sufficient SNR and contrast distinctions to be able to localize major
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Figure 4.7: C57BL/6 MRF results. A, Anatomical axial FSE of a näıve C57BL/6
mouse. B, C, D, T1, T2, and T ∗

2 maps generated using MRF. A scan of 8 slices covering
the mouse brain were performed with 8x undersampling resulting in a scan time of
approximately 3 mins per slice or ∼25 min total.

structures (such as the brain).

4.5 Discussion + Conclusions

Simultaneous concentration mapping of two contrast agents is not practical with con-

ventional MRI methods. This is especially true for SPIO, a contrast agent commonly

used in cell tracking, which produces a negative contrast that makes quantification

challenging. In this study, we have implemented an extension of SSFP-based MRF,

allowing the inclusion of R∗
2 quantification. This was leveraged to allow simulta-

neous quantification of two contrast agents: SPIO-labelled CTLs and a Gd agent
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(ProHance). Dual quantification of contrast agents could remove the need for multi-

modality hardware, and drastically decrease the number of mice required for preclin-

ical studies tracking multiple cell types, offering a crucial tool for increasing efficacy,

and decreasing both the temporal and financial cost of said studies.

In our parameter validation tests, CCC values exceeded 0.94 for R1 and R2, show-

ing an excellent match between the known and estimated values. These CCC values

were comparable to previous in vivo MRF studies[124]. While both R1 and R2 as

generated by MRF showed strong agreement with the conventional values (Fig 4.2A,

B) throughout the entire range of tested values, R∗
2 quantification demonstrated a

small deviation from the known values below 50 s−1 and above 100 s−1. Despite

this, R∗
2 was shown to have the highest robustness to undersampling of all the re-

laxation rates (Figure 4.4C), with a CCC exceeding 0.988 when 8x retrospectively

undersampled. Previous studies have shown that golden angle spiral arm rotation

has allowed further increases in undersampling robustness at acceleration factors of

up to 48x[97]; however, hardware restrictions prevented validation of this approach

using our current system.

As this study represents the first time MRF has been used to quantify R∗
2 us-

ing pre-clinical hardware, it is difficult to directly compare performance to previous

studies. When employing a quadratic RF phase approach in a study using clinical

hardware[99], it has been shown that MRF can quantify R∗
2 with equivalent fidelity to

that seen in R1/ R2, in the range of 12.5 - 50 s−1. Likewise, MRF with variable echo

times[97] has been used to provide excellent −1 matching in the range of 12.5-50 s−1.

Currently, the method introduced in this manuscript slightly underestimates R∗
2 val-

ues below 50 s−1, corresponding to the phantoms containing large amounts of Gd and

low amounts of SPIO labelled CTLs. We believe that this is due to the pseudoran-

dom parameter generation not providing sufficiently different dictionary matches for

smaller R∗
2 values when SNR is low. We are currently looking into parameter regimes

for R∗
2 values below 50 s−1 by including smaller minimum TE and greater overall TE

variance to increase sensitivity to both greater and smaller values of R∗
2[97], as an

increased dynamic range would help further separate background R∗
2 artifacts from

labelled cells. It would also further improve the minimum concentration of cells that

can be quantified, as seen in Figure 4.5. Importantly, the use of MRF for cellular



101

tracking of SPIO and other agents requires measurements of relaxation rates larger

than required for single-agent detection. Our method demonstrates an increased

range of up to 100 s−1, which becomes critical when quantifying SPIO labelled cell

populations of ∼10 million cells/mL. Given the small size of cells and the heteroge-

neous density of recruitment to certain small regions, cellular density can easily be

on the order of thousands of cells/mm3 (corresponding to millions of cells/mL).

MRF literature involving non-Cartesian readouts primarily focuses on clinical ap-

plication, while studies showing pre-clinical techniques for overcoming respiratory

artifacts in mice[125] or overcoming high field effects[126] have opted to use Carte-

sian trajectories. One study into the use of MRF for dynamic contrast-enhanced

studies in mice[124] used a similar spiral trajectory to that used in the present work,

achieving similar scan times on the order of 2 minutes per slice.

As mentioned, previous studies have shown that MRF can separate 2 agents ad-

ministered simultaneously[96] provided this does not include an R∗
2 agent. These

studies also quantified Gd over a similar range as shown in Figure 4.6C. Our re-

sults show an R2 value of 0.9560 compared to their 0.9987, demonstrating similar

performance in both cases. Additionally, R∗
2 values in earlier studies were derived

from an average of 12 repositions of the phantoms, whereas our R∗
2-adapted dual con-

trast quantification results are taken from a single scan, to better demonstrate the

real-world applicability of the technique.

Previously, it has been shown that SPIO-labelled cells can be quantified using R∗
2

values acquired from an SPGR sequence[127]. However, the range of cells quantified

was 0.5 – 2.5 million cells/mL, demonstrating a range of 4x less than that of MRF.

SPIO-labelled cell quantification has more recently been performed using R∗
2 values

from a TurboSPI [128] sequence. While cell quantification range is not included in

that work, an R∗
2 range of up to 1000 s−1 is demonstrated. With equivalent cell

loading used within our studies, this would yield a theoretical maximum of up to 40

million cells/mL. However, TurboSPI has the drawback of not providing additional

parameter maps alongside R∗
2, making it unsuitable for dual quantification. TurboSPI

signals can also be contaminated by the presence of fat, which can significantly bias

R∗
2 quantification[66].



102

Guided by our in vitro results for undersampling, our pilot in vivo studies demon-

strated that acceleration factors of 8x allow acquisition of 128 Ö 128 Ö 8 parameter

maps of a C57BL/6 mouse brain within 25 min for 8 slices (3 min per slice). While

these preliminary results are promising, with maps corresponding well to the anatom-

ical FSE data provided in figure 4.7A, further studies are required to assess the via-

bility of this technique for in vivo dual concentration mapping, especially including

a predominantly R∗
2 sensitive agent, where susceptibility issues will be substantial

compared to similar in vitro results.

While a scan time of 25 mins was sufficient for demonstration of in vivo parameter

mapping, future work aims to further accelerate acquisition time greatly, to prepare

for the use of Gd contrast agents. This MRF sequence also provides the as yet unused

R2 parameter maps, which we are in the process of evaluating if addition of R2 maps

into the concentration calculation can improve the robustness of results, potentially

allowing for further acceleration.

In conclusion, we have demonstrated that SSFP MRF, expanded to include R∗
2

quantification, can be used to simultaneously generate concentration maps of two

contrast agents, one of which consists of SPIO-labelled cells in vitro. This technique

is also able to produce 3D parameter maps in vivo in reasonable acquisition times

(∼25 mins) for preclinical studies. Simultaneous R1/R
∗
2 and concentration mapping

provides the future potential for increased molecular information in cellular imaging

studies without increased scan times or other modalities, enabling many molecular

imaging studies using diverse targeted Gd contrast agents and SPIO cell tracking.

4.6 Supplementary Information
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Figure 4.8: Relaxivity calibration result for Gadolinium and iron labelled CTLs. A,
r1 and r∗2 calibration data for iron labelled cells suspended in 4% gelatine. B, r∗2
calibration data for ProHance in 4% gelatine. Equations correspond to the linear
regression fit. R1 measurements were made using an inversion recovery spin-echo
sequence, with TI varying from 0.1 to 6.4 s in 7 steps, leading to an acquisition time
of 30 seconds. R∗

2 values were obtained by linewidth measurements for each phantom
separately.



Chapter 5

Sliding-Window Reconstruction for Accelerated MR

Fingerprinting with T ∗
2
Quantification

The contents of this chapter were published in https://doi.org/10.1007/s10334-023-

01140-9

5.1 Abstract

Background: MR Fingerprinting (MRF) can enable preclinical studies of cell track-

ing by quantifying multiple contrast agents simultaneously, but faster scan times are

required for in vivo applications. Sliding window (SW)-MRF is one option for acceler-

ating MRF, but standard implementations are not sufficient to preserve the accuracy

of R∗
2, which is critical for tracking iron-labelled cells in vivo.

Purpose: To develop a SW approach to MRF which preserves the R∗
2 accuracy

required for accelerated concentration mapping of iron-labelled cells on single-channel

preclinical systems.

Methods: A nonuniform SW was applied to the MRF sequence and dictionary.

Segments of the sequence most sensitive to R∗
2 were subject to a shorter window

length, preserving the R∗
2 sensitivity. Phantoms containing iron-labelled cytotoxic

lymphocytes and gadolinium were used to compare 24x undersampled uniform and

nonuniform SW-MRF parameter maps. Dual concentration maps were generated for

both uniform and nonuniform MRF and compared.

Results: Lin’s concordance correlation coefficient, compared to gold standard

parameter values, was much greater for nonuniform SW-MRF than for uniform SW-

MRF. A Wilcoxon signed-rank test showed no significant difference between nonuni-

form SW-MRF and gold standards. Nonuniform SW-MRF outperformed the uniform

SW-MRF concentration maps for all parameters, providing a balance between R∗
2 sen-

sitivity of short window lengths, and SNR of longer window lengths.

104
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Conclusions: Nonuniform SW-MRF improves the accuracy of matching com-

pared to uniform SW-MRF, allowing higher accelerated concentration mapping for

preclinical systems.

5.2 Introduction

Contrast agents are routinely used to enhance the ability of MRI to differentiate be-

tween healthy and unhealthy tissue, allowing for the detection of pathological changes

with high sensitivity, specificity, resolution and penetration[117]. This enables longi-

tudinal in vivo studies to collect detailed information on migration patterns of con-

trast agents, which strengthens molecular imaging studies, particularly those using

cell tracking.

MR cellular imaging is already crucial for gathering information on immune cell

subsets, and has been used by several groups to follow adoptive transfer of immune

cells that are used as a therapy or to track immune cells in disease models, both

untreated and treated with immunotherapy agents[119, 109, 120, 38, 129]. While

cellular MRI is most commonly performed with iron-based contrast agents due to their

high relaxivity, biocompatibility, and ease of cellular labelling[130], contrast agents

targeting specific molecular species are becoming more popular to probe a wider

range of cellular and molecular targets [109, 120, 12, 121]. Unfortunately, current MR

cell tracking techniques are limited to only a single contrast agent tracked at once,

greatly limiting the complexity or speed of preclinical studies. Further improvements

in efficacy, quantification capabilities, scan times, and financial costs are critical for

developing MR cell tracking. Access to simultaneous tracking of two contrast agents

has the potential to address these needs.

Magnetic Resonance Fingerprinting (MRF) has been shown to meet the criteria

for simultaneous contrast agent imaging[82]. MRF relies on a novel acquisition strat-

egy which provides multiple relaxation maps simultaneously and is highly robust to

undersampling, leading to greatly accelerated acquisition times. Previously, it was

demonstrated that MRF can provide concentration maps for multiple contrast agents

simultaneously, referred to as dual contrast MRF[96]. This was expanded to include

R∗
2 contrast agents, a critical step in adapting MRF for tracking of iron-labelled cells

in preclinical MRI[131]. While that work demonstrated the potential for in vivo dual
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contrast MRF including R∗
2, it required a scan time of over 400 seconds per slice,

which is far too slow to capture the temporal dynamics of many contrast agents,

making it logistically unfeasible to use.

A number of traditional and state-of-the-art techniques can be used for MRF

acceleration, but many are not accessible in a preclinical setting. For example, a

lack of a multichannel RF coil inhibits the use of parallel imaging, and insufficiently

sized datasets preclude machine learning-assisted acceleration[132, 133]. In vivo dual

contrast MRF for use in cell tracking requires additional technical development to

produce the required resolution and accuracy in a preclinical setting.

Some techniques remain applicable to preclinical MRF for accelerated acquisition,

including novel parameter regimes to lessen the total length of the sequence[113], and

3D acquisition to utilize undersampling in the Z plane[134]. One method of note is

the sliding window (SW) reconstruction. Originally proposed for dynamic contrast-

enhanced imaging, SW reconstruction offers a method of trading temporal fidelity for

improved signal-to-noise ratio (SNR) by combining undersampled subsets of data to

produce less undersampled images [135]. SW reconstruction has already been used

in MRF studies, and has demonstrated the ability to improve the image quality of

reconstructed frames, leading to more accurate fingerprint matching[134] and allow-

ing for motion suppression[136]. However, complications arise when applying this

technique to R∗
2 sensitive methods. Short window lengths fail to provide enough SNR

to highly undersampled MRF preclinical datasets, while application of longer window

lengths can lead to greater degradation in the R∗
2 sensitivity, necessitating additional

care when a SW is applied to preclinical multiparametric MRF.

If MRF is to be fully utilized for MR immune cell tracking, it is vital that acceler-

ation techniques available for a preclinical setting, such as SW, are further improved

to include accurate R∗
2 quantification. This would allow for dual contrast cellular

imaging, including an iron-based contrast agent, on an in vivo appropriate timescale.

We aim to address this issue by implementing a ‘nonuniform’ SW to provide higher

temporal resolution in the regions of the sequence which are most sensitive to R∗
2

changes, enabling higher accelerated quantification of two contrast agents simultane-

ously, within 80 seconds per slice.
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Figure 5.1: Workflow of Sliding Window Reconstruction. Prior to reconstruction
via IFFT, individual interleaves are combined. This trades temporal resolution for
increased spatial fidelity. When applied to MRF, the same sliding window reconstruc-
tion must also be applied to the dictionary.
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5.3 Materials and Methods

5.3.1 Pulse Sequence Design

In this work, a non-balanced steady-state free precession (SSFP) sequence is the basis

for the MRF acquisition and dictionary, similar to previous implementations of R∗
2

MRF[131]. A sinc-shaped slice selection pulse (TBW = 8) is followed by an adiabatic

inversion pulse before the imaging frames to improve R1 sensitivity. TR, TE and

flip angle (FA) are varied throughout the sequence’s 1000 imaging frames. Three

distinct segments of parameter variation are employed to enable R∗
2 sensitivity. In

the first segment, TR, TE, and FA are held constant, to create a traditional steady-

state free precession decay, for a total of 200 imaging frames. The second segment of

400 imaging frames contains Perlin noise varied TR (between 16 and 20 ms) and FA

(between 20 and 60°), while TE is held constant at 2 ms. The final section contains a

stationary 30° FA, while TE is varied sinusoidally between 5 and 10 ms. While it has

been shown that TR variation may be unnecessary for MRF[133], this final section

contains TR variation to allow sufficient room for TE variation in the shortest possible

acquisition time.

The trajectory for k-space acquisition is a variable density spiral, which fully

samples the centre of k-space with 8 interleaves, and the outer region fully within 64

interleaves. Each interleaf samples 923 points with a dwell time of 5 µs. The maximum

slew rate and gradient strength are set to 200 T/m/s and 91 mT/m respectively,

corresponding to ∼66% of the hardware maximum. Dephasing of at least 2π radians

is achieved using a 3 ms crusher gradient between each set of 1000 imaging frames,

followed by a 0.5 s delay to relax the spins into thermal equilibrium. Total imaging

time per slice is approximately 30 seconds, consisting of 1000 imaging frames with

2 interleaves collected for each frame. Interleaves are rotated by the golden angle

between each imaging frame, as well as between each set of 1000 imaging frames.

The resulting MRF images have an FOV of 35 mm2, with a slice thickness of 1 mm,

and a matrix size of 64 x 64.
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5.3.2 Sliding Window Reconstruction

In our previous work, we demonstrated that single channel MRF with R∗
2 sensitivity

achieved sufficient image quality for in vivo application up to 4x undersampling. For

in vivo MRF to provide multi-slice imaging in an in vivo appropriate timeframe, this

must be accelerated to 24x, while providing sufficient data fidelity to still enable dual

contrast agent mapping. Preliminary tests suggested that the application of a SW

reconstruction improved SNR, but hindered R∗
2 quantification.

Sliding window reconstruction for MRF is outlined in Figure 5.1. Prior to inverse

nonuniform fast Fourier transform (NUFFT), the k-space data from the individual

time frames are combined to produce a new set of k-space data. After reconstruc-

tion, each image now represents a wider temporal footprint (and therefore decreased

temporal fidelity) but has increased SNR and fewer undersampling artifacts.

The proposed nonuniform SW seeks to optimise MRF to allow for both a higher

undersampling factor, and R∗
2 sensitivity, for use on a single channel RF coil. This is

achieved by maintaining a shorter SW length during the parts of the MR fingerprint

which are most sensitive to R∗
2. Figure 5.2A shows the fingerprints of the proposed

sequence for a range of R∗
2 values, where the final 400 frames of TE modulation

encapsulate the R∗
2 sensitivity. The proposed method applies a sliding-window similar

to previous MRF studies[134], combining a fixed number of consecutive interleaves to

generate higher quality images. The length of this window is decreased over the final

400 imaging frames to create a novel, nonuniform SW, trading potential image quality

for higher R∗
2 sensitivity. This is visually demonstrated in Figure 5.2C. For this work,

nonuniform SW refers to a window width W = 6 for the initial 600 frames, and W =

3 for the final 400 frames. This is compared to two different uniform window lengths,

W = 3, and W = 6. These window lengths were chosen to demonstrate nonuniform

SW’s ability to provide a compromise between the high acceleration of long window

length, and the R∗
2 sensitivity of short window length.

5.3.3 Dictionary Design + Parameter Estimation

The dictionary is based on the extended phase graphing (EPG) framework[85] simu-

lating SSFP sequences without concern for the off-resonance component which would

be present in a balanced sequence. Repetition frames were included at the beginning



110

Figure 5.2: A Dictionary entries for fingerprints with different R∗
2 values. R∗

2 sensi-
tivity is confined to the final 400 frames of the MRF sequence. B Flip angle used for
each imaging frame of MRF. C Uniform and nonuniform SW application. Uniform
SW application is required to allow for sufficient undersampling of R∗

2 MRF to reach
preclinically accepted scan times, but impedes R∗

2 accuracy at long window length.
In nonuniform SW, the final 400 frames (red) are subject to a shorter sliding window
length of 3, preserving R∗

2 sensitivity while still allowing for higher acceleration fac-
tors.

of dictionary simulation to create a steady-state dictionary response, to account for

the short delay between individual interleaf acquisition [113]. R∗
2 decay is simulated

by scaling signal according to the echo time at each imaging frame by exp(-TE/T ∗
2 ).

The dictionary entries range in value from T1 = 10 - 4000 ms, T2 = 5 - 1000 ms, and

T ∗
2 = 1 - 250 ms, all with an increment of 5% per step. Illogical entries were removed,

such as entries where T1 < T2.

After dictionary generation of ∼600,000 entries taking roughly 15 mins, a sliding

window is applied to all entries. For uniform SW, W = 3, or W =6 was applied to

all 1000 frames. For nonuniform SW, W = 6 was used for the first 600 entries in a

fingerprint and W = 3 for the final 400 imaging frames. Since the dictionaries are

sparse, they can be subject to singular value decomposition (SVD) without negatively

impacting matching capability, as is regularly implemented to reduce the size of MRF

dictionaries[137]. With a rank of 25, SVD compresses the dictionary to 2.5% of its

original size. Sliding window and SVD dictionary processing take approximately 1

hour. Reconstruction and matching were performed in MATLAB (The MathWorks;

Natick, MA), on a virtual machine with 200 GB memory and 24 CPUs running on a
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Linux enterprise cluster. R1, R2, and R∗
2 maps are generated using a traditional MRF

pipeline[10], matching the maximum dot product between a voxel and the dictionary.

5.3.4 Phantom Evaluations

All experiments were performed on a 3T preclinical system (Agilent, Santa Clara,

CA), with a quadrature RF coil. Phantoms consisting of 8% gelatin and cyto-

toxic lymphocytes (CTLs) labelled with a range of ProHance (Gadoteridol; Bracco

Imaging) and/or Molday ION Rhodamine B SPIO (BioPal Inc., Worchester, Mas-

sachusetts, USA) were prepared in 5 mm NMR tubes, with concentrations chosen to

mimic the parameter range of expected future in vivo scans. These concentrations

can be found in Table 5.1. CTL isolation was done using the same procedure as in

previous R∗
2 MRF literature[131]. Gold standard R1, R2, and R∗

2 values were obtained

to validate the proposed modifications to SW-MRF. R1 values were obtained using a

multi-TI inversion recovery sequence (TI = 0.05, 0.01, 0.02, 0.4, 0.8, 1.6, 3.2s, 64 x

64, 1 mm slice thickness). R2 was generated using a CPMG sequence, with ETL =

10, echo spacing = 33 ms (64 x 64, 1 mm slice thickness). R∗
2 values were obtained

by measuring the linewidth of individual samples with a non-spatially resolved hard

pulse and using the relation R∗
2 = 1/(π x linewidth). Averages of the centre 3 x 3

voxels of the MRF parameter maps were measured and compared to the gold stan-

dard values using Lin’s concordance correlation coefficient (CCC) in order to express

a quantifiable representation of the deviation from the gold standard for uniform

sliding window lengths, and for the proposed nonuniform sliding window approach.

Wilcoxon signed-rank tests were used to examine the distributions of the relaxation

parameters computed with SW-MRF and those calculated from the gold standard

measurements, with p < 0.05 representing a significant difference in the means of the

distributions.

MRF parameter maps were used to generate dual concentration maps for both

contrast agents, via an expansion to the linear relaxation model [96, 131].

R1 = R1,0 + r1A[A] + r1B[B] (5.1)

R∗
2 = R∗

2,0 + r∗2A[A] + r∗2B[B] (5.2)
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Phantom 1 2 3 4 5 6 7 8 9 10 11
Gad (mM) 0.45 0.4 0.35 0.3 0.2 0.1 0 0.2 0 0.2 0.4
cells/mL 0.125 0.25 0.5 1.25 3.75 6.25 0 1.25 1.25 7.5 7.5
T1 (ms) 299 312 357 416 474 551 1514 523 1287 393 271
T2 (ms) 259 270 254 212 113 78 1074 214 282 79 71
T ∗
2 (ms) 140 105 109 96 104 74 230 95 102 78 70

Table 5.1: Composition of the phantoms used in the study. Gold standard parameter
measurements are included for each phantom. Cells are in units of x106/mL

whereR1/R
∗
2 are the reciprocal of T1/T

∗
2 , R1,0/R

∗
2,0 are the values ofR1/R

∗
2 without

contrast added, measured from phantom 7 using MRF. [A] and [B] are the concen-

trations of iron-labelled cells or ProHance, r1A and r∗2A are the magnetic relaxivities

of the iron-labelled cells, and r1B and r∗2B are the magnetic relaxivities of ProHance.

Calculation of these values is provided in the supplementary material of our previous

publication[131]. This was performed for both a uniform window length of 6, and

the proposed nonuniform window length. 3 x 3 voxel averages of the MRF-produced

concentration maps were extracted, with CCC used to evaluate the performance of

both uniform and nonuniform SW-MRF with respect to the known concentration

values of contrast agents.

5.4 Results

5.4.1 Parameter Validation

Figure 5.3 shows the resulting relaxation rate maps for highly undersampled SW-MRF

with different SW regimes, compared to known values. The images for known values

were generated using the gold standard average measurements, and as such do not

convey the variation within the phantoms, which on the order of 2% for R1 and R2 and

5% for R∗
2. Here the relaxation rates are mapped, to provide a better visualization of

the dynamic range present. Visual inspection of the parameter maps for the uniform

SW-MRFs show that parameter variation is not accurately captured when compared

to that of the known values, specifically for R1 and R2 for the shorter uniform window

length, and R2 and R∗
2 for a longer uniform window length. Conversely, nonuniform

SW-MRF demonstrates parameter changes between phantoms much closer to that

seen in the gold standard. Overall, a sliding window length of 6 leads to a less noisy
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Figure 5.3: 3 Comparison between known parameter values (far left column), 24x
undersampled uniform SW for a window length of either 3, and 6 (middle columns)
and 24x undersampled nonuniform SW (far right column) MRF. Phantom numbers
refer to Table 5.1 for the composition and gold standard parameter values of each
phantom.

parameter map but hinders R∗
2 sensitivity.

Figure 5.4 shows the comparison between the gold standard parameter values of

each phantom to the 3 x 3 voxel average of the uniform and nonuniform SW-MRF. For

R1, SW = 3 fails to capture the correct values, but both the SW = 6 and nonuniform

SW perform well, with almost every phantom matching the gold standard R1 values.

The one exception is phantom 11, which contains the highest concentration of both

contrast agents, and therefore the highest R1 value. For R2 and R∗
2, the SW = 6 fails

to capture the full dynamic range required for accurately mapping the phantoms with

higher concentrations, in both cases underestimating the phantoms with R2/R
∗
2 values

of 10 s−1. SW = 3 has similar difficulties quantifying R2, but outperforms a longer

SW length for evaluating R∗
2, despite producing parameter maps with more noise.
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2a
CCC R1 R2 R∗

2

SW = 3 -0.1115 -0.2181 0.6669
SW = 6 0.8801 0.2723 0.3482
Nonuniform SW 0.8803 0.8837 0.8776
2b
Wilcoxon Signed Rank Test R1 R2 R∗

2

SW = 3 0.0047 0.0322 0.6301
SW = 6 0.2402 0.5195 0.0049
Nonuniform SW 0.7002 0.7646 0.8311
2c
Lin’s CCC Gad Conc Cell Conc
SW = 6 0.902 0.4666
Nonuniform SW 0.8874 0.8226

Table 5.2: 2a Lin’s CCC values for Figure 5.4. b Wilcoxon signed rank test results
between the gold standard parameter values, and uniform/nonuniform phantom data
in Figure 5.4, where p<0.05 represents a significant difference in the distributions. c
CCC values for the agent concentration data in Figure 5.6B

Nonuniform SW outperforms both uniform sliding window lengths for both R2 and

R∗
2. Table 2.a shows the CCC values associated with Figure 5.4 which align with these

findings. Table 5.2.b shows the Wilcoxon signed rank test results between the uniform

and nonuniform SW results from Figure 5.4, where nonuniform SW parameters are

shown to not significantly differ from the gold standard, unlike SW = 6 R∗
2 and SW

= 3 R1/R2, where p < 0.05.

5.4.2 Concentration Validation

Figure 5.5A contains the results for concentration maps produced by MRF. Both SW

= 6 and nonuniform SW-MRF perform Gd concentration mapping well, with results

visually resembling the known concentration values. This is supported in Figure 5.5B,

where the inner 3 x 3 voxels of each phantom are compared to the known values of

concentration, and are both found to have strong concordance correlation coefficients

of 0.902 and 0.8874 for uniform and nonuniform SW-MRF respectively. SPIO-labelled

cell concentrations are also mapped in Figure 5A, and display a visible difference be-

tween the produced maps for both SW = 6 and nonuniform SW-MRF. Similar to

R∗
2 parameter mapping, uniform SW-MRF fails to accurately estimate the higher
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Figure 5.4: Comparison of the gold standard values for each phantom, compared with
the average over a 3x3 voxel ROI taken from the nonuniform SW-MRF (triangle),
uniform SW =6 MRF (circle), and uniform SW = 3 MRF (square). Note that the
SW = 3 error bars were very large due to the increased noise, and were removed for
clarity.

values of cell concentration, while nonuniform SW-MRF more closely represents the

known values. Figure 5.5B shows that uniform SW-MRF fails to characterise phan-

toms above 2 million cells/mL, demonstrating the effect of inaccurate R∗
2 mapping on

cell concentration estimations. Nonuniform SW-MRF, while showing a tendency to

slightly overestimate cells in the 2 - 4 million cells/mL range, provides a much more

robust scaling into the higher values of cell concentrations. CCC values for SPIO

labelled cells support these findings, with values of 0.4666 and 0.8311 for uniform and

nonuniform SW-MRF respectively.

5.5 Discussion

In this study, we have demonstrated why care must be taken in the application of

sliding window reconstruction to MRF, and shown that introducing a nonuniform

sliding window length in the R∗
2 sensitive regions of an MRF sequence can enable

dual contrast quantification within an acceptable in vivo timeframe on single channel

preclinical systems.

The parameter validation results demonstrate that the nonuniform SW-MRF

modifications improve the results for all parameter maps, combining the R1 and R2

accuracy of larger sliding window lengths, and the R∗
2 sensitivity of shorter window

lengths. This is visually apparent from the parameter maps, where SW = 6 clearly
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Figure 5.5: A, Dual concentration maps generated using SW-MRF. B, Comparison
of the known values for each phantom, compared with the average over a 3 x 3 voxel
ROI taken from SW = 6 MRF (circle) and nonuniform SW-MRF (triangle). SW =
3 concentration mapping is not included, as concentration maps were unable to be
generated from the data.
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lacks R2 and R∗
2 accuracy when compared to the known values, but offers improved

robustness to the undersampling noise seen with SW = 3, with nonuniform MRF

providing a balance between. For SW = 3, the shorter window length is unable to

overcome the high undersampling factor noise, but is still able to provide R∗
2 sen-

sitivity, most likely due to the prominence of signal decay based on R∗
2 dephasing.

Conversely, SW = 6 underestimates either R2, R
∗
2, or both, suggesting that longer

window length uniform SW-MRF cannot accurately capture R2 and R∗
2 dynamics,

most likely due to the window length ‘smearing’ the R∗
2 signal effects over more imag-

ing frames. As higher R∗
2 are typically present in studies involving iron-loaded cells,

this highlights the need for optimisations such as the one proposed in this work.

The non-iterative nature of a SW acceleration approach means that no prior in-

formation is required for application, and that post processing time is barely affected.

This study shows that SW-MRF can enable a 24x increase in acquisition speed with

minimal effect on data fidelity, while also leaving R∗
2 sensitivity intact. The scan time

of fully sampled MRF data using our current protocol is around 28 minutes without

SW. This may be accelerated via 4x undersampling to 400 seconds without com-

promising parameter map quality for either uniform or nonuniform MRF, but in this

work we have demonstrated that nonuniform SW-MRF can further reduce this value

to 80 seconds per slice.

CCC values for uniform and nonuniform SW-MRF can be found in Table 5.2.a.

For every parameter, the nonuniform SW-MRF was found to consistently outperform

both SW = 6 and SW = 3 MRF, with R2 and R∗
2 showing increases from 0.2723 to

0.8837 and from 0.3482 to 0.8776 respectively when compared to SW = 6, and all

values increasing when comparing nonuniform SW MRF to SW = 3. The only CCC

which was not dramatically increased is SW = 6 and nonuniform R1 parameter maps,

which is due to SW = 6 already performing well for R1 parameter measurement. We

suspect that R1 sensitivity is maintained for longer window lengths due to the effects

occurring over a longer time-scale than R2 or R∗
2, lessening the effect of combining

imaging frames. Overall, these results demonstrate nonuniform SW-MRF’s ability to

strike a balance between the two uniform regimes. Wilcoxon signed rank test results

support this conclusion, showing that while SW = 6 R∗
2 and SW = 3 R1/R2 averages

differ significantly from the gold standard results, nonuniform SW does not.
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While a previous study on SW-MRF[94] showed that uniform SW enables acceler-

ating MRF with accurate R1 and R2 measurements, this study highlights important

cases in which additional care may be required. Firstly, due to the way all pa-

rameters are dependent on each other in the generated dictionary and its contained

fingerprints, inaccuracies in one parameter permeate into all others. It is likely that

the errors seen in this study for R2 for the uniform SW = 6 MRF should be taken not

as a demonstration of how poorly uniform MRF performs for these parameters, but

rather how the presence of R∗
2 contrast damages uniform SW’s ability to accurately

accelerate MRF in general. An example of this can be seen with phantoms 7 and

11 in Figure 5.3. Phantom 7 contains no SPIO labelled cells, whereas phantom 11

contains the highest concentration, leading to a much higher R∗
2. Here we see that

uniform SW cannot accurately measure R∗
2 in phantom 11, leading to underestimates

in R2, but has no problem measuring the R2 without the presence of a R∗
2 contrast

agent. Nonuniform SW can more accurately measure R∗
2 in phantom 11, and as a

result, R2 measurements are restored. Secondly, this study focuses on utilization of

highly undersampled MRF on a single channel preclinical system, as well as imaging

in the presence of iron. Thus, SNR is limited, which most likely accounts for SW =

3 MRF being unable to provide accurate R1 and R2 parameter maps.

Concentration mapping data shows the clearest support for nonuniform over uni-

form SW-MRF, with SW = 6 MRF failing to capture the range of cell concentrations

within the phantoms. Indeed, if not for the strong r1 relaxivity of the gadolinium

agent, uniform SW-MRF would have most likely struggled to quantify both agents in

the presence of R∗
2 . A different agent such as manganese would be less reliant on R1

mapping for concentration calculations and would likely be more challenging to quan-

tify alongside SPIO. Nonuniform SW-MRF, however, was able to provide accurate

dual contrast parameter maps even at 24x undersampling. SW = 3 MRF concen-

tration mapping performed so poorly due to noise that we were unable to produce

concentration maps of any value.

While nonuniform dual contrast SW-MRF does have a tendency to overestimate

concentration values within the range of 2 – 6 million cells/mL, it still greatly out-

performs SW = 6 uniform MRF over the entire range of cell concentrations mapped,
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having nearly double the CCC value. One source of error may be the phantoms them-

selves, in which accurate concentration values are difficult to ascertain, with iron cell

loading varying anywhere from 3-5 pg/cell even within homogeneous cohorts. There

may also be non-homogeneous distributions of cells within phantoms despite efforts

to homogenize them. Therefore, there is inherent error in the x-axis of Figure 5.5B

which cannot be quantified. For this reason, the individual points are less valuable

than the trend showing that measurement of cell concentration is applicable over a

large range, with a well-defined minimum level of detection. B1 mapping corrections

were not applied to any of the MRF sequences performed, which has been previously

shown to directly impact the quantification errors in parameter mapping[91]. We sus-

pect that adding B1 mapping corrections to the MRF workflow will therefore lead to

increased accuracy for future SPIO labelling studies. Similarly, the EPG model used

for this work does not employ a slice selective EPG (ssEPG) dictionary, which would

allow for greater accuracy in modelling both slice-excitation and imperfect spoiling

gradients[138]. However, we expect the lack of ssEPG and and B1 corrections to

affect both nonuniform and uniform SW MRF equally, and therefore would not affect

the comparison between the two. Another potential source of error is using a varia-

tion in TR to drive the non-steady state of the MRF sequence. Future optimisations

for nonuniform SW MRF could include minimizing the TR variation to provide a

minimum amount of incorrect phase accrual, as well as employing an ssEPG and B1

mapping to improve quantification accuracy.

For this study, emphasis was placed on cell concentrations in the <1 million

cells/mL range, to provide greater characterisation of the minimum cell concentra-

tions detectable, but future studies may benefit from further probing the 2 – 6 million

cells/mL region. While slightly overestimated, this study demonstrated detection of

cell concentrations as low as 125,000 cells/mL, which is lower than cell densities seen

in some previous in vivo studies[38].

It is important to note that for the most accurate parameter maps, MRF images

would be required both prior to and after the introduction of contrast agents. While

the intended use for dual contrast SW-MRF involves in vivo applications, which would

allow for such data to be collected, for in vitro data we must rely on a simulacrum

of pre-contrast data in the form of a phantom with zero contrast. As such, we see
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variation within each phantom, particularly in phantoms 6 and 11, but this is not

something we expect to be a factor in future in vivo studies.

In this study we used a fixed ratio of 2 for the sliding window length between the

R∗
2 sensitive (W=3) and non-R∗

2 sensitive (W=6) areas of the MRF sequence. This

value was empirically chosen in an attempt to compromise between preliminary SW

= 3 and SW = 6 results, in the hope of restoring R∗
2 sensitivity. While it is beyond

the scope of the current study, further investigation into the effect of window ratio

on parameter accuracy could further optimise nonuniform SW-MRF.

5.6 Conclusions

In this study, the sliding window reconstruction strategy for MRF has been expanded

to include a novel nonuniform window length. While the existing SW methodology

provided a means to improve the SNR and reduce undersampling artifacts in MRF

data, this has proven insufficient for use on single channel preclinical systems, com-

promising parameter accuracy. By lowering the window length during the R∗
2 sensitive

areas of the MRF sequence, it has been demonstrated the nonuniform SW-MRF in-

creases the accuracy of all parameters in the presence of R∗
2 contrast in vitro, leading

to more accurate concentration maps for contrast agents. This acceleration optimi-

sation is critical for any preclinical application of MRF which hopes to use SW as an

acceleration technique to measure samples with a R∗
2 contrast, such as time-sensitive

in vivo experiment in which iron is used to label cells of interest.



Chapter 6

In vivo Dual Quantification of Contrast Agents using MR

Fingerprinting

6.1 Introduction

In Chapter 4, MRF has been shown to meet the requirements to overcome the single

contrast agent limitation for MRI studies by utilizing highly customizable parameter

variation to include T ∗
2 sensitivity. This sequence was extended upon in Chapter 5,

where MRF’s robustness to undersampling was utilized to greatly accelerate imaging

times without compromising its dual contrast agent mapping potential, by employing

nonuniform sliding window reconstruction. The next step is to demonstrate that

SW-MRF can produce dual contrast agent parameter maps in vivo, a critical tool

for optimizing preclinical studies where multi-slice imaging is required on a cohort of

specimen over several days. In this chapter, we build on the developments previously

presented in this thesis in an attempt to demonstrate dual contrast MRF in vivo.

In vivo validation of a sequence which provides quantification is an important step,

and for quantification of contrast agent concentration mapping, also a difficult one.

Validation of agent concentration requires accurate positional information on quanti-

ties of metals which fall far below detection limits of many non-MRI methodologies.

One technique which can circumvent this issue is immunohistochemistry(IHC), which

allows for accurate positional mapping, but requires appending agents with flores-

cence tags. While IHC samples required for full dual contrast validation are collected

during Chapter 6, the results of an IHC study were not made available prior to the

completion of this thesis.

However, with the appropriate techniques, we can still gain insight into the pre-

dicted deposition profiles of two contrast agents measured simultaneously with MRF.

While the deposition of macrophages around glioblastoma is not well defined, and in-

deed this is exactly why development of such a technique is critical, we do know some

121
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of what shouldn’t be visualised in a macrophage concentration map. Namely, cen-

tral tumour regions should be free of contrast agents due to necrosis, and deposition

is likely to be clustered rather than spread throughout the brain region. Analysis

of concentration maps of contrast agents can therefore assist in our understanding

of immune cell population behaviours within the brain, as well as demonstrate the

feasibility of dual contrast MRF sequence in in vivo studies.

6.2 Experimental Design

A study was designed to demonstrate SW-MRF for in vivo application using a

glioblastoma model. This was chosen because concentration mapping requires datasets

taken both prior to and 24 hours after injection of an iron contrast agent, and rigid

coregistration is far more accurate in a mouse brain than the flank.

In vivo experiments were performed using eight 6-week-old female C57BL/6 mice

implanted with a glioma-261 cell line. Mice were anaesthetized using isoflurane, and

stereotactic surgery is performed, drilling 0.1 mm into the skull without disrupting

the dura. A needle is then mechanically lowered to a depth of 2.3 mm through

the opening, where the cells are slowly injected. All experiments involving mice were

carried out in accordance with ethics protocols approved by the University Committee

on Laboratory Animals at Dalhousie University, Halifax, N.S., Canada.

Mice were separated into 2 groups, 6 in group 1, and 2 in group 2. The purpose of

group 2 was to be frozen for later immunohistochemistry (IHC) to allow for further

validation via localization profiles of the contrast agent deposition at a later date.

All mice were imaged using a T2-weighted FSE sequence (TE = 60 ms, TR =

200 ms, FOV = 20 x 20 mm, 16 echoes, 16, slices, 7.5 ms echo spacing, 96 x 96, 20

mins) and T ∗
2 MRF (16 slices, FOV = 20 x 20 mm, 96 x 96, 20 mins) at 28 days

post surgery. After the first set of scans, each mouse received an iron injection of

200ul of SPIO Rhodamine B (68 µL SPIO, 132 µL saline. 6.8 mg/kg)(Biopal) and

both FSE and MRF imaging was repeated 24 hours later. 20 minutes prior to the

MRF scans, group 1 received an injection of MultiHance (40 µL MultiHance, 150 µL

saline, 1 g/kg)(Bracco), and group 2 received an injection of Glowing Galbumin -

Fluorescein (100 µL Galbumin, 100 µL saline, 125 mg/kg)(Biopal) to coincide with

future IHC preparation. This timeframe was chosen as gadolinium clears within a few



123

minutes from the bloodstream, and so the only gadolinium contrast agent remaining

will be caused by leaky vasculature present near tumour. Two mice did not receive a

gadolinium and iron agent respectively, acting as single agent controls. Full details of

the contrast agents received by mice can be seen in Table 6.1. Following completion

of scans, mice were terminated. Group 1 brains were isolated and digested using a

combination of mechanical and biological dissociation, include lysis of the red blood

cells. Once brains were completely digested, any remaining tissues was digested in

nitric acid for 48-72 hours at 37 °C. Samples were then sent for ICP-MS processing.

Group 2 mice brains were bathed in a sucrose:OCT solution, flash frozen in liquid

nitrogen, and stored long term in a -80 °C freezer for future IHC analysis.

Mouse ID Iron Agent Gadolinium Agent
G1A 1 SPIO Rhodamine B N/A
G1A 2 SPIO Rhodamine B MultiHance
G1A 3 SPIO Rhodamine B MultiHance
G1A 4 SPIO Rhodamine B MultiHance
G1B 1 N/A MultiHance
G1B 2 SPIO Rhodamine B MultiHance
G2 1 SPIO Rhodamine B Fluorescein
G2 2 SPIO Rhodamine B Fluorescein

Table 6.1: Mice used for the in vivo experiment as well as which contrast agents they
received. G1 and G2 differ by which type of gadolinium agent they received, with
G2 receiving a gadolinium agent tagged with fluorescence for a future localization
study using IHC and fluorescent microscopy. G1A 1 and G1B 1 did not receive a
gadolinium and iron agent respectively, acting as single agent controls. The only
difference between G1A and G1B was the scan day, as the imaging facility is limited
by the throughput of mice per day.

6.2.1 Pulse Sequence Design

In this study, the MRF sequence is based on a non-balanced steady state free preces-

sion (SSFP) sequence, similar to previous T ∗
2 implementations[131]. T1 sensitivity is

improved by inclusion of an adiabatic inversion pulse at the beginning of the sequence.

Non-steady state evolution of the MRF signal is created with variation in TR, TE,

and flip angle (FA). In this implementation, 3 distinct sections of the MRF regime
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Figure 6.1: A) MRF in vivo sequence configuration B) TR and TE for each imaging
frame, and visualization of the sliding window prescription used. The final 400 frames
(red) are subject to a shorter sliding window length of 3, preserving T ∗

2 sensitivity
while still allowing for higher acceleration factors. C) Variable density spiral for one
interleaf.

are created. In the first, lasting 200 imaging frames, TR, TE, and FA are held con-

stant to simulate traditional steady state. The second segment follows a traditional

MRF sequence perturbation, with Perlin noise varied TR (between 16 and 20 ms)

and FA (between 20 and 60°), and a constant TE of 2 ms. The final section contains

sinusoidal TE variation, while FA is held stationary. In this final section, TR is also

varied, but this is to allow for longer TE variation only. These sequence parameters

are identical to those used in the previous chapter.

A variable density spiral was used during acquisition, which fully sampled in the

centre of k-space within 8 interleaves, and the outer region fully within 64 interleaves.

Dephasing of at least 2 pi radians is achieved using a 3 ms crusher gradient between

each set of 1000 imaging frames, followed by a 0.5 s delay to relax the spins into ther-

mal equilibrium. Each imaging frame had an undersampling factor of 16x, collecting

4 interleaves. Each interleaf samples 923 points with a dwell time of 5 us, and are

rotated by the golden angle between each imaging frame, as well as between each

1000 image frame set. The maximum slew rate and gradient strength are set to 200

T/m/s and 91 mT/m respectively, corresponding to 66% of the hardware maximum.

Total imaging time per slice is approximately 1 minute.
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6.2.2 Dictionary Design and Parameter Estimation

The dictionary used was based on extended phase graphing, allowing for simulation

of with SSFP sequence. Dictionary entries began with repetition frames to create

a steady-state dictionary response, improving T1 matching accuracy and accounting

for the short delay between individual interleaf acquisition. The dictionary entries

ranged in value from T1= 10-4000 ms, T2= 5-1000 ms, and T ∗
2 = 1-250 ms, all with

an increment of 5% per step, with Illogical entries removed, such as entries where

T1 < T2. T ∗
2 decay was simulated by scaling signal according to TE at each imaging

frame by exp(-TE/T ∗
2 ). Nonuniform sliding window was applied to MRF data prior

to dictionary matching, the first 600 frames to a window length of 6, and the final

400 frames a window length of 3. This was added to improve image quality without

compromising T ∗
2 sensitivity as seen in the previous chapter. Both the resulting data

and the dictionary were subject to a rank-25 singular value decomposition (SVD),

greatly accelerating match times while having practically no impact on results with

an appropriately chosen rank value[16]. The resulting SVD dictionary were decreased

in size by 97.5%. Reconstruction and matching were performed in MATLAB (The

MathWorks; Natick, MA), on a virtual machine with 200 GB memory and 24 CPUs

running on a Linux enterprise cluster. T1, T2, and T ∗
2 maps were generated using a

traditional MRF pipeline, matching the maximum dot product between a voxel and

the dictionary.

6.2.3 Concentration Maps

Prior to generating concentration maps, FSE anatomical images are used to best align

the pre and post image axial slices, then an iterative image coregistration algorithm

automatically aligns each slice. This algorithm is provided within the MATLAB

(The MathWorks Inc) imaging toolbox, and for this implementation only utilized

translational and rotational coregistration. MRF parameter maps are then used to

generate dual concentration maps for both contrast agents, via an expansion to the

linear relaxation model
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R1 = R1,0 + r1A[A] + r1B[B] (6.1)

R∗
2 = R∗

2,0 + r∗2A[A] + r∗2B[B] (6.2)

where R1,R
∗
2 are the reciprocal of T1,T

∗
2 , R1,0,R

∗
2,0 are the values of R1,R

∗
2 from the

pre-contrast images. [A] and [B] are the concentrations of iron-labelled cells or Mul-

tiHance, r1A and r∗2A are the magnetic relaxivities of the SPIO Rhodamine B, and

r1B and r∗2B are the magnetic relaxivities of MultiHance. Relaxivity values for Mul-

tiHance were taken from literature values at 3T in human blood plasma [139]. SPIO

Rhodamine B values were derived from our assays performed on iron labelled T cells,

assuming a cell load of 3pg/cell. Following this, masking is applied to the concen-

tration maps to remove spurious data outside the brain. These maps were then

threshholded to the same values for all maps. These values were chosen by visual

inspection of the concentration maps.

Total values for both SPIO Rhodamine B labelled macrophages and Gadolinium

were calculated for each mouse brain. To assess agent deposition, the total number

of clusters were calculated for each agent in each mouse. A cluster was defined as

a group of voxels of a given contrast agent which are directly bordering each other

in 3 dimensions. For this implementation, a voxel was said to be bordering the 26

surrounding voxels in 3D. This can be visualized by imagining a 3 x 3 Rubik’s cube,

where all individual pieces would be considered to be bordering a voxel in the centre

of the cube. The average size of clusters (in voxels) for each agent within each mouse

was also calculated.

6.3 Results + Discussion

6.3.1 Parameter Maps

Figure 6.2 demonstrates an example of the ∆R1 and ∆R∗
2 parameter maps generated

by the MRF pipeline. Colour axes have been fixed to the same values for the sake

of comparison. Change in parameter was chosen to be shown here, as this is the

specific form of R1 and R∗
2 that is used for dual contrast concentration quantification

in Equation 6.1.
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Figure 6.2: Relaxation rate maps for mice which received only 1 contrast agent. A,
B) ∆R1 and ∆R∗

2 parameter maps (1/s) for the mouse which received an injection of
only MultiHance. C, D) ∆R1 and ∆R∗

2 parameter maps (1/s) for the mouse which
received only SPIO Rhodamine B.
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Figure 6.3: Relaxation rate maps for 3 mice which received both agents. A, C, E)
∆R1 parameter maps (1/s). B,D,F) ∆R∗

2 parameter maps (1/s).
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The mice shown in Figure 6.2 show the single agent control mice. In both cases, as

expected we see an increase in the predominant relaxation map for the administered

contrast agent, ∆R1 for MultiHance, and ∆R∗
2 for SPIO Rhodamine B. Visually,

the increase in ∆R∗
2 in the SPIO Rhodamine B only mouse surrounds the expected

tumour region. This is not the case for ∆R1 in the MultiHance mouse, where values

increase in almost every region of the mouse brain. Figure 6.3 shows the ∆R1 and

∆R∗
2 parameter maps for 3 dual contrast mice. Here we see most of the same features

as with single agent mice. However, one notable difference is that while ∆R1 values

are in some cases spread throughout the entire brain, we also see high value changes

in the locations where ∆R∗
2 increases. This demonstrates why dual contrast mapping

is so difficult: both contrast agents affect both parameter maps. In this case, we see

the SPIO agent greatly contributing to the ∆R1 maps.

6.3.2 Concentration Maps

Figure 6.4 and 6.5 show axial slices of dual concentration parameter maps for five

different mice. All axes have been fixed to the same values to allow for better com-

parison. Figure 6.4 shows mice which only received MultiHance, or only received

SPIO Rhodamine B, where Figure 6.5 shows mice which received both SPIO Rho-

damine B and MultiHance injections.

For the single agent maps, when comparing Figure 6.2 to Figure 6.4, we see

that areas which have high ∆R∗
2 directly align with areas MRF predicts the SPIO is

located, as SPIO has a high r∗2 when compared to MultiHance, and so predictably is

responsible for the majority of ∆R∗
2. Conversely, we see that an increase in ∆R1 does

not directly coincide with an increase in predicted MultiHance, as the r1 values for

both MultiHance and SPIO Rhodamine B are much more similar.

Visually, the deposition of SPIO agent in all mice is biologically appropriate; the

tumours centralized in the brains are free of SPIO in their necrotic core, while the

exterior region macrophages will phagocytose the agent, creating clustered regions

of SPIO. In Figure 6.5, especially aggressive tumours (red circles) have most likely

resulted in the macrophages spilling into the enlarged ventricles (arrows) around the

tumours. The exception is Figure 6.4 A/B, in which no SPIO was administered. The

concentration map Figure 6.4 B aligns with this expectation. Table 6.2 contains the
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Figure 6.4:
Dual contrast concentration maps for mice which received only 1 contrast agent. A)
FSE anatomical axial slice of mouse which received an injection of only MultiHance.

B) The same anatomical FSE image, with MRF concentration maps of SPIO
Rhodamine B (red)(cells/ml) and MultiHance (blue)(mM) overlaid. C) FSE

anatomical axial slice of mouse which received an injection of only SPIO Rhodamine
B. D) The same anatomical FSE image, with MRF concentration maps of SPIO

Rhodamine B (red)(cells/ml) and MultiHance (blue)(mM) overlaid.
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Figure 6.5:
Dual contrast concentration maps for 3 mice which received both agents. A,C,E)
FSE anatomical axial slice of mouse implanted with glioblastoma cells, which

received injections of both MultiHance and SPIO Rhodamine B. Tumour region is
outlined with a red circle, and ventricles highlighted with arrows. B,D,F) The same

anatomical FSE image, with MRF concentration maps of SPIO Rhodamine B
(red)(cells/ml) and MultiHance (blue)(mM) overlaid.
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Iron Gadolinium
Total Cells Clusters Size (vx) Gad (mM) Clusters Size (vx)

G1A 1 2,180,900 9 7.2442 1.09 138 1.6594
G1A 2 1,233,300 19 4.9067 4.21 135 1.9286
G1A 3 1,110,000 14 8.0732 2.90 51 1.1111
G1A 4 1,248,000 17 6.8654 1.15 167 2.5903
G1B 1 65,190 11 1.3125 1.44 154 2.757
G1B 2 2,291,900 18 15.5111 3.58 221 2.5578
G2 1 DECEASED
G2 2 4,120,700 23 25.9524 1.59 183 4.2727

Table 6.2: Results for the total agent amounts and clustering data for all mice. This
includes the number of clusters, as well as their average size for each contrast agent.
G2 1 did not survive until the second set of scans, and so no maps were produced.

total amount of each contrast agent in each mouse, as well as deposition statistics.

G2 2 mouse results are not included, as the mouse died prior to receiving post injection

scans, and so no concentration maps could be generated. Here we see results that align

with our interpretation of the visual inspection, with SPIO Rhodamine B labelled cell

counts for the entire brain predicted to be in the 1 - 4 million/mL range for all mice,

which the exception of G1B 1, which received no SPIO Rhodamine B.

Unfortunately, the same cannot be said for the predicted MultiHance mapping.

Firstly, while the mouse without a gadolinium injection shows the lowest amount of

gadolinium, the amount predicted by MRF is still 1.09 mM, similar to mice that did

receive Gadolinium in injections, such as G1A 1 and G1B 1 with estimated totals

of 1.15 and 1.44 respectively. More importantly, we would expect to see gadolinium

cluster in a way similar to the SPIO contrast agent, congregating around the periphery

of the tumour. What is instead seen is an almost random spread throughout the

brain, indicative that the signal is spurious in nature. When examining the cluster

statistics gathered in Table 6.2, we find that on average SPIO Rhodamine B maps are

clustered into 9.5x less groups than gadolinium, with clusters containing an average

of over 4x more voxels. Gadolinium deposition statistics describe a much more diffuse

gadolinium than expected, suggesting erroneous mapping.

One way to probe if relaxivity values have a strong effect on the resulting param-

eter maps is by measuring the effect of applying a multiplication factor to a single

relaxivity value.
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6.3.3 Concentration Maps with Varied Relaxivity Values

Figure 6.5 show the concentration maps for the single agent administered mice. The

maps were generated by scaling a relaxivity term in Equation 6.1 by either 0.5x, 1x, or

2x to demonstrate the effect of having an inaccurate relaxivity value on the resulting

concentration maps. For the MultiHance only mouse shown in Figure 6.5 A-C, r1 for

SPIO value was scaled, and for the SPIO Rhodamine B only mouse shown in Figure

6.5 A-C, r∗2 for MultiHance was scaled.

In figure Figure 6.5 D-F, we see that altering r∗2 for MultiHance has no significant

effect on the resulting parameter maps. While the value of r∗2 for MultiHance is

known, this supports that small changes within the r∗2 of MultiHance when ingested

by macrophages in the brain will not alter SPIO mapping. This is expected, as

previously stated, the r∗2 of MultiHance is much less than the expected r∗2 value of

SPIO.

Conversely, in Figure 6.5 A-C we see that scaling SPIO’s value of r1 has a profound

effect on the resulting concentration maps of MultiHance. When r1 for SPIO is scaled

0.5x, the predicted amount of gadolinium greatly increases throughout all areas of

the brain. This is unfortunate, as the relaxivity values of SPIO almost certainly vary

greatly depending on the amount of SPIO loading per cell. This study was performed

assuming an average cell loading of 3 pg/cell, based on previous in vitro studies with

iron labelled macrophages. The exact relaxivity values of SPIO Rhodamine B when

ingested by cells may vary greatly by the amount of agent injected, and the time since

injection. Figure 6.5 highlights the potential downsides of the expansion to the linear

relaxation model for dual contrast mapping; when the r1 values of the two agents

are not highly distinct, r1 values must be well defined to not generate errors in the

resulting concentration maps.

The r∗2 of SPIO and r1 of MultiHance are not shown here, but the concentration

map response to scaling these relaxivity values behaves as expected: both linearly

scale the numerical values of relevant contrast agent, without affecting the overall

map. Therefore, these two values are associated less with intra-concentration map

errors seen in the MultiHance mapping, but with the value for the total amount of

each contrast agent available in the brain. While this as an important value for the

implementation of this tool in future work, a linear scaling factor does not undermine
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Figure 6.6: A,B,C) MultiHance concentration maps for mouse G1B 1 which received
only MultiHance (mM), with a modified r1 value for SPIO Rhodamine B. D,E,F)
SPIO Rhodamine B concentration maps for mouse G1A 1 which received only SPIO
Rhodamine B (cells/ml), with a modified r∗2 value for MultiHance.
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the biological relevancy of these SPIO maps.

Unfortunately, acquiring accurate relaxivity values of cells labelled in vivo with

SPIO is a challenging task. The relaxivity values used within this study come from

iron-loaded T cells, and we know that macrophages take up iron at a different rate.

Combined with more complex biological processes in vivo, mean that the r1/r
∗
2 values

were a first approximation only. To obtain a value for r1/r
∗
2, a measure of both

the total number of macrophages, and the total amount of iron in a mouse brain

would need to be measured. While acquiring a total number of macrophages could

be achieved with a macrophage isolation kit, the method used in our lab relies on

non-specific binding to everything except macrophages, which are then removed with

a magnet. This becomes impossible when the macrophages are loaded with SPIO, as

the magnet also removes the macrophages. While testing this method, the amount of

macrophages successfully isolated was x10-100 smaller than the expected yield. Older

methods such as a percoll gradient followed by a fluorescence tagging and sorting of

cells are an option, but this can take a long time to complete, and requires that the

sample is free of surface markers. We are currently going through this process in the

lab, and should have more accurate r1/r
∗
2 values soon.

Once the iron labelled macrophages could successfully be isolated, the issue is

finding a technique sensitive enough to detect metals in such small quantities. A

prototype study was performed using the isolated macrophages from 6 mice, which

were digested in nitric acid and sent for both ICP-OES and ICP-MS testing, and both

were found to not meet the sensitivity requirements to detects such small amounts of

SPIO. This will be repeated once the macrophage isolation is optimized.

Nonetheless, assuming the successful acquisition of the total number of macrophages

and iron in a mouse brain, the next step would be to create an in vitro phantom set

with varying concentrations of SPIO loaded macrophages which had the same cell

loading as an intravenous injection of SPIO Rhodamine B delivered 24 hours prior

to scanning. This would allow for an accurate characterization of the relaxivity val-

ues, but given the array of complications which have arisen during the process of

attempting to validate these concentration maps, acquisition of the relaxivity values

for SPIO Rhodamine B loaded macrophages now lies firmly outside of the scope of

this thesis.
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6.4 Conclusions

The data in this chapter presents a strong case for the following: R∗
2 sensitized MRF,

accelerated by non-uniform SW, can generate concentration maps of SPIO labelled

cells , in which the distributions shown make biological sense. Deposition data showed

that gadolinium, while expected to be similar in distribution to SPIO labelled cells,

were spread into over 9x more clusters which were on average 4x smaller, indicative

that gadolinium mapping may not yet be functioning correctly.

While there are some limitations with the method in its current iteration, these

have been shown to not interfere with the robustness of the SPIO concentration

maps. It has been demonstrated that potentially spurious gadolinium concentration

mapping may be linked to inaccurate r1 value of SPIO, which can be built on by

future studies to acquire more accurate relaxivity values.



Chapter 7

Conclusions

7.1 Summary

MR cellular imaging is a crucial tool for enabling the non-invasive tracking of immune

cells, but is greatly limited with the currently available techniques. MR contrast

agents can be used to track specific molecular species in vivo, yet conventional MR

techniques may only image a single contrast agent at a time. With an ever growing

variety of available contrast agents, allowing for multi-contrast agent quantification

in MR cellular imaging would greatly improve the efficacy of preclinical studies. One

example of a field which would greatly benefit from simultaneous quantification of

multiple contrast agents is in development of immunotherapies, where disease models

are complex, and more information could greatly decrease study times, reduce animal

sample sizes, and optimize treatment regimes.

MRF is a novel MRI methodology which allows for simultaneous parameter map

generation within a single scan, a prerequisite for multi-contrast imaging. MRF is

adaptable and highly robust to undersampling, making it a promising candidate to

enable multi-contrast cellular imaging. However, for use in preclinical cell tracking

studies, MRF would have to be modified in a number of ways. Firstly, traditional

MRF does not include sensitivity to T ∗
2 , a critical parameter for visualizing the most

ubiquitous cell tracking compound, iron. This is due to MRF being originally based

around bSSFP, a sequence which intentionally avoids T ∗
2 sensitivity by perfectly align-

ing defocused and refocused signals. Secondly, conventional methods of acceleration

that have been applied to MRF are not applicable in a preclinical setting. These

include parallel imaging, where a multichannel coil is required for the iterative opti-

mization, or machine learning algorithms, where large datasets are required to train

to models. For MRF to reach its full potential in preclinical in vivo cell tracking

studies an acceleration solution with these constraints in mind must be realised.
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Therefore, the goal of this thesis was as follows: To develop and apply an imple-

mentation of MRF which included sufficient T ∗
2 mapping to quantify SPIO labelled

cells and a gadolinium contrast agent in vivo, in 3D, within a preclinically acceptable

scan time of approximately 20 mins. This was split in to three distinct steps.

The first step was to develop T ∗
2 sensitive MRF on our preclinical system and to

demonstrate dual quantification with iron. While inclusion of T ∗
2 in an MRF was

not new, this often involved adaptations which our system was not capable of. After

initial implementation of standard T1 and T2 MRF using a bFFSP sequence and Bloch

equation dictionary generation, it became clear that adding T ∗
2 to a bSSFP would be

difficult, as the dictionary included an off-resonance dimension which greatly scaled

up dictionary size and processing time.

Instead, bSSFP was modified to produce an SSFP sequence, which removes the

necessity for an off resonance dimension, but requires the more complicated EPG-

based dictionary to be implemented. This sequence allowed for the addition of T ∗
2

sensitivity, by moving the acquisition window away from the centre of repetition

time and scaling the dictionary by exp(−TE/T ∗
2 ). To improve k-space coverage, a

variable density spiral k-space trajectory was designed allowing for fully sampling

the centre of k-space within 8 interleaves, while fully sampling the outer k-space in

64 interleaves. The initial implementation of this spiral interleaf was rotated by 7.5

degrees per imaging frame, but this was later optimized by rotating by the golden

angle to allow for better k-space coverage at very high undersampling factors. The

resulting sequence was approximately 28 minutes in length to provide a single slice

MRF.

To test the undersampling capacity and dual contrast mapping capabilities, phan-

toms mixed with varying concentrations of Gd or iron labelled cells were created and

scanned, and results were retrospectively undersampled by up to 16x. Results showed

that T1, T2 and T ∗
2 maps generated by the MRF sequence were in agreement with gold

standard values, and that undersampling by 8x did not increase the NRMSE to more

than 0.05, but rapidly increased with further undersampling. MRF parameter maps

were used to generate dual contrast maps, which strongly agreed with the known

values, with CCC values > 0.95.

After validating the dual contrast capabilities of the sequence, a pilot in vivo
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study was performed to test the data quality with heavy undersampling. A C57BL/6

mouse was injected with gadolinium 20 minutes prior to scanning and was imaged

using MRF. Results showed that 128 x 128 x 8 parameter maps of a mouse brain were

still visible at 8x undersampling, but produced concentration maps would only match

fully sampled results up to 4x undersampling. This meant that with the currently

implemented MRF sequence, a full 128 x 128 x 16 brain scan of a mouse would take

112 minutes, far too slow for in vivo use.

The second step was to take the already existing MRF sequence and accelerate

it. Through utilizing a sliding window (SW) approach, experiments showed that

adjusting the length of a sliding window with this implementation of T ∗
2 MRF would

change the sensitivity/accuracy of individual parameters. When a 24x undersampled

MRF dataset was reconstructed using a window length of 3, T1 and T2 accuracy was

diminished, but T ∗
2 mapping would remain accurate. However, when increasing the

window length the reverse would occur, where T ∗
2 sensitivity was damaged but T1

would be mapped accurately.

This was solved by adapting traditional SW, as to use the higher accuracy of a

longer window without damaging the T ∗
2 sensitivity of the sequence. To this end, a

nonuniform sliding window was developed. Noting that the sequence T ∗
2 sensitivity

was provided by the final 400 imaging frames of the MRF sequence, a lower sliding

window length of 3 was applied to these 400 entries, while the rest of the sequence

was subject to a sliding window length of 6.

To validate this nonuniform sliding window MRF, phantoms again mixed with

varying concentrations of Gd or iron labelled cells were created and scanned and

reconstructed with a window length of 3, 6, or the nonuniform 3/6 combination.

The results of the nonuniform window MRF strongly statistically correlated with the

known values for the phantoms, even when undersampled 24x, and allowed for dual

contrast mapping. A uniform window length did not result in a match to known

values at 24x undersampling.

With this verified, an implementation of T ∗
2 MRF with nonuniform SW was fi-

nalized for in vivo testing. This version produces a 96 x 96 x 16 image at 16x

undersampling in 20 minutes. Here, the resolution was lower to match the anatomi-

cal FSE that accompanies the MRF, and a lower acceleration than 24x was used to
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pre-empt the degradation in quality seen in the in vivo pilot data when compared to

in vitro results.

In Chapter 6, the final step was to apply nonuniform SW MRF in an in vivo study

to demonstrate that the developed technique can provide in vivo dual concentration

maps. Eight C57BL/6 mice were implanted with a glioma-261 cell line, and imaged

28 days post-surgery after receiving injections of SPIO Rhodamine B 24 hours prior,

and a gadolinium during scanning. Two mice only received a single injection to act

as controls.

Generated concentration maps showed that SPIO labelled cells were located around

the periphery of the tumours in all mice which received iron injections, while no SPIO

was mapped to the necrotic tumour core. High SPIO deposition was also seen in

the enlarged ventricles, overall demonstrating SPIO mapping of biological relevance.

MultiHance mapping, however, was not clustered, and was said to be most likely

spurious. Parameter maps of the single agent mice were analysed, where the change

in R1 values due the the addition of MultiHance was visible, suggesting that errors

in the concentration mapping is due to relaxivity values.

To verify this, relaxivity values used in the linear relaxation model. While a Mul-

tiHance’s r∗2 was found to have no significant effect on resulting SPIO concentration

maps, the r1 value for SPIO Rhodamine B was shown to greatly effect MultiHance

parameter maps. The steps necessary for acquiring an accurate r1 value for SPIO

Rhodamine B are discussed as future work for this project.

Despite difficulties currently quantifying MultiHance, these in vivo experiments

demonstrated that MRF produced SPIO concentration maps that make biological

sense, and are robust to errors in relaxivity values.

7.2 Future Directions

This project has focused on a singular objective: the quantification of two contrast

agents at the same time, in vivo, in an appropriate biological time-frame of 20 mins.

This was accomplished in 3 steps: Development of a T ∗
2 sensitive MRF sequence,

acceleration of this sequence while preserving sensitivity, and demonstration of in vivo

application. As with all long term research projects, many opportunities for further

development presented themselves, but were not within the scope of the Ph.D. This
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section addresses some ways in which this project could be built upon.

7.2.1 Dictionary Model Complexity

MRF’s entire principle is matching a signal to a model, and so the results can only ever

be as good as the model is realistic. In the last few years, several new implementation

methods for MRF dictionaries have been introduced which promise to improve the

accuracy of dictionary matches. Examples include adding a B1 dimension to the

dictionary, or modelling diffusion for each iteration of the imaging frame. There now

exists an entire field of study for MRF dictionary optimization, yet MRF is still new

enough that dictionary architecture is not standardized. As a result, every innovation

must be both adjusted for use with the individual implementation of MRF, and then

tested to ensure the validity of results. Dictionary generation is by far the most time

consuming aspect of MRF, and is often only performed a handful of times during the

initialization of an MRF protocol, and so iterative additions to improve the dictionary

model are time prohibitive, as well as tremendously computationally expensive.

This effect is compounded with every additional feature added to the dictionary.

For example, originally the acceleration process of MRF implemented in this work

included B1 sensitivity within the dictionary, but was disabled due to increasing dic-

tionary generation time from 20 to 200 hours. Likewise, the simulation code for

diffusion exists within the dictionary generation script, but has never actually been

enabled due to time constraints. Nonetheless, a dedicated study of additional dictio-

nary complexity would be an asset to the research performed in this thesis.

7.2.2 Sequence Sensitivity Optimization

The sequence used in this project is one solution, but MRFs flexibility means that

several other sequence parameter patterns exist which would work equally well. It

stands to reason that there also exist configurations more sensitive to the range of T ∗
2

values present during imaging of iron labelled cells. MRF literature contains more

novel applications of MRF sequences than can possibly be demonstrated within a

single Ph.D. Therefore an interesting addition to the work performed in this thesis

would be exploration of novel sequence applications, both those contained within

more recent literature from the development of this implementation of MRF, and
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further work on optimization of the novel T ∗
2 sensitive TE ramping demonstrated

in Chapter 4. This could include new parameter variations to further probe T ∗
2

sensitivity, shortening the sequence length to allow for less undersampling and higher

data quality, or inclusion of the recently popular ’static TR’ MRF sequences emerging

over the last year.

7.2.3 Post Processing Additions

Currently, use of MRF to quantify contrast agents simultaneously is limited to the

brain of a mouse. This is not a limitation caused by anything inherent in the MRF

architecture, but a restriction of the post-processing pipeline of co-registration of

images taken 24 hours apart. Currently, human input is required for z-axis alignment,

then a rigid co-registration algorithm aligns the axial slices of an FSE image set, finally

applying the needed transformations to the MRF data. This works well because

mouse skulls are rigid and show as positive contrast on an FSE image.

Attempts were made to both perform a mouse flank co-registration with rigid

registration, and to develop a deformable co-registration algorithm, but the former

performed poorly, and the latter could not be achieved within a reasonable time-frame

without derailing the project. The next logical step for this would be to incorporate a

deformable registration to allow for dual cell tracking in other areas of a mouse such

as the flank.

During generation of concentration maps in Chapter 6, threshholding as applied

via visual inspection. While this is a necessary step to providing visually readable

concentration maps, this technically functions as a binary classifier for locations which

do or do not contain contrast agent. As such, it may be prudent in include ROC

analysis in future implementations of this threshholding. Another option is to include

a more sophisticated threshholding procedure, such as using the clustering data used

in Chapter 6 analysis to define minimum clusters of agent required to show visually.

7.2.4 Further Biological Demonstration

To fully validate MRF as a viable tool for in vivo cell tracking studies with two

contrast agents, a series of further biological experiments are required; more accurate

and invasive techniques can demonstrate that MRF concentration maps in a mouse
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brain are approximately the same as known values. For a thorough validation, it is

necessary to confirm both the total amount of each contrast agent, and its position

within a mouse brain.

To obtain the total amount of each contrast agent, Inductively Coupled Plasma

Mass Spectrometry (ICP-MS) would be an appropriate technique. ICP-MS is an

analytical technique for measuring trace elements. While other techniques for this

purpose exist, ICP-MS boasts many advantages, such as a lower detection limit,

higher sample throughput, larger analytical range, and lower sample volume than

older methods such as flame photometry, inductively coupled plasma atomic emission

spectroscopy, or cold vapour/hydride generation atomic absorption. Most impor-

tantly, ICP-MS allows for multiple element traces to be measured in a single analysis,

critical for measuring both iron and gadolinium concentration in cell populations har-

vested from the brain. By measuring the total contrast agent concentration of the

brain in macrophages, and counting the number of macrophages present, the iron

load per macrophage in vivo estimation used for this work could be validated. In

the event that its value differs significantly from the assumed value, new relaxivity

values for the cells may need to be calculated. It will be important that prior to

ICP-MS analysis, the cell isolations performed do not utilize methods which may be

compromised by the iron content within the cells, such as methods which rely on a

magnet to isolate macrophages.

To demonstrate cell and iron localization, a good candidate is IHC. IHC is a

method of visualizing the presence of specific cell populations via attachment of an

antibody conjugated to a fluorophore. When combined with contrast agents which

are also appended with fluorophores, IHC offers preparation to validate both datasets

using fluorescence microscopy, where both the location of of macrophages and contrast

agent can be visualised. This is the reason that two mice were set aside and frozen

for future biopsy.

7.3 Conclusions

The work in this thesis presents a strong case for the following: MRF can sufficiently

map T ∗
2 to provide concentration maps for SPIO labelled cells in vivo, in 3D, within

a preclinically acceptable scan time of approximately 20 mins.
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This was done by adapting traditional MRF to be sensitive to T ∗
2 with TE mod-

eration, and a nonuniform SW utilizing higher accuracy of a longer window without

damaging the T ∗
2 sensitivity of the sequence. A lower sliding window length of 3

was applied to the 400 final entries of the sequence, with the rest utilizing a sliding

window length of 6. Concentration maps of SPIO labelled cells a glioblastoma model

within a mouse brain were imaged, which showed biologically relevant distributions.

These were shown to be robust to several sources of error.

While there are some limitations with MultiHance mapping in MRFs current itera-

tion, MultiHance concentration mapping errors were shown to be linked to inaccurate

r1 value of SPIO, which can be built on by future studies to acquire more accurate

relaxivity values.

There exist many applications for MRF which has been optimized for in vivo stud-

ies on preclinical systems. The first is an extension of what has already been demon-

strated in this work; dual contrast imaging has the potential to aid in the study of

blood-brain barrier permeability, and could also extend to tracking multiple biomark-

ers associated with neurological diseases. This could provide information which we

currently do not have access to, such as the positional behaviour of macrophages

around a tumour site.

Our lab currently uses MRF in a number of studies. For example, MRF generated

contrast agent maps are used as progenitors for radiomics features, which may help

to predict survival outcomes for glioblastoma immunology studies. MRF is also being

used to monitor drug delivery and distribution, tracking the biodistribution of immune

cell populations (and potentially therapeutic agents) tagged with a contrast agent, to

optimise treatment of various cancers.

Despite its focus in this work, the value of dual contrast imaging isn’t limited to the

brain. MRFs dual contrast agent mapping can aid in the characterisation of tumours

at many locations, providing information about tumour vasculature, angiogenesis,

and metabolic activity simultaneously.

There are many other applications of dual contrast MRF which lay far outside this

work. These include the use of MRF in functional imaging studies of cardiovascular

systems, or using two contrast agents targeted to different neurotransmitter systems
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to map neurotransmitter dynamics in the brain. Overall, dual contrast MRF accel-

erated for preclinical system use is a versatile and powerful tool which could lead to

many interesting and exciting developments.
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[22] Julien Santelli, Séverine Lechevallier, Houda Baaziz, Marine Vincent, Cyril
Martinez, Robert Mauricot, Angelo Parini, Marc Verelst, and Daniel Cussac.
Multimodal gadolinium oxysulfide nanoparticles: a versatile contrast agent for
mesenchymal stem cell labeling. Nanoscale, 10(35):16775–16786, September
2018. Publisher: The Royal Society of Chemistry.

[23] Winda Ariyani, Toshiharu Iwasaki, Wataru Miyazaki, Erdene Khongorzul,
Takahito Nakajima, Satomi Kameo, Hiroshi Koyama, Yoshito Tsushima, and
Noriyuki Koibuchi. Effects of Gadolinium-Based Contrast Agents on Thyroid
Hormone Receptor Action and Thyroid Hormone-Induced Cerebellar Purkinje
Cell Morphogenesis. Frontiers in Endocrinology, 7, 2016. Publisher: Frontiers.

[24] Jamal Guenoun, Alessandro Ruggiero, Gabriela Doeswijk, Roel C.
Janssens, Gerben A. Koning, Gyula Kotek, Gabriel P. Krestin, and
Monique R. Bernsen. In vivo quantitative assessment of cell viability
of gadolinium or iron-labeled cells using MRI and bioluminescence imag-
ing. Contrast Media & Molecular Imaging, 8(2):165–174, 2013. eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1002/cmmi.1513.

[25] Chen Chen, Chang Qiang Wu, Tian Wu Chen, Meng Yue Tang, and Xiao Ming
Zhang. Molecular Imaging with MRI: Potential Application in Pancreatic Can-
cer, October 2015. ISSN: 2314-6133 Library Catalog: www.hindawi.com Pages:
e624074 Publisher: Hindawi Volume: 2015.

[26] Ali Barandov, Benjamin B. Bartelle, Beatriz A. Gonzalez, William L. White,
Stephen J. Lippard, and Alan Jasanoff. Membrane-Permeable Mn(III) Com-
plexes for Molecular Magnetic Resonance Imaging of Intracellular Targets. Jour-
nal of the American Chemical Society, 138(17):5483–5486, May 2016. Publisher:
American Chemical Society.



149

[27] Kelly Kimberly A., Allport Jennifer R., Tsourkas Andrew, Shinde-Patil Vivek
R., Josephson Lee, and Weissleder Ralph. Detection of Vascular Adhesion
Molecule-1 Expression Using a Novel Multimodal Nanoparticle. Circulation
Research, 96(3):327–336, February 2005. Publisher: American Heart Associa-
tion.

[28] Eyk A. Schellenberger, David Sosnovik, Ralph Weissleder, and Lee Josephson.
Magneto/Optical Annexin V, a Multimodal Protein. Bioconjugate Chemistry,
15(5):1062–1067, September 2004. Publisher: American Chemical Society.

[29] Myriam N. Bouchlaka, Kai D. Ludwig, Jeremy W. Gordon, Matthew P. Kutz,
Bryan P. Bednarz, Sean B. Fain, and Christian M. Capitini. (19)F-MRI for
monitoring human NK cells in vivo. Oncoimmunology, 5(5):e1143996, May
2016.

[30] John V. Frangioni and Roger J. Hajjar. In vivo tracking of stem cells for clinical
trials in cardiovascular disease. Circulation, 110(21):3378–3383, November 2004.

[31] Pippa Storey, Ruth P. Lim, Hersh Chandarana, Andrew B. Rosenkrantz, Daniel
Kim, David R. Stoffel, and Vivian S. Lee. MRI assessment of hepatic iron
clearance rates after USPIO administration in healthy adults. Investigative
Radiology, 47(12):717–724, December 2012.

[32] Monique R. Bernsen, Amber D. Moelker, Piotr A. Wielopolski, Sandra T. van
Tiel, and Gabriel P. Krestin. Labelling of mammalian cells for visualisation by
MRI. European Radiology, 20(2):255–274, February 2010.

[33] Enzo Terreno, Simonetta Geninatti Crich, Simona Belfiore, Luigi
Biancone, Claudia Cabella, Giovanna Esposito, Andrea D. Manazza,
and Silvio Aime. Effect of the intracellular localization of a Gd-
based imaging probe on the relaxation enhancement of water pro-
tons. Magnetic Resonance in Medicine, 55(3):491–497, 2006. eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1002/mrm.20793.

[34] Sushanta Kumar Mishra, Subash Khushu, Ajay K. Singh, and Gurudutta Gan-
genahalli. Homing and Tracking of Iron Oxide Labelled Mesenchymal Stem
Cells After Infusion in Traumatic Brain Injury Mice: a Longitudinal In Vivo
MRI Study. Stem Cell Reviews and Reports, 14(6):888–900, December 2018.

[35] Michel Modo, Diana Cash, Karen Mellodew, Steven C. R. Williams, Scott E.
Fraser, Thomas J. Meade, Jack Price, and Helen Hodges. Tracking transplanted
stem cell migration using bifunctional, contrast agent-enhanced, magnetic res-
onance imaging. NeuroImage, 17(2):803–811, October 2002.



150

[36] Greetje Vande Velde, Janaki Raman Rangarajan, Ruth Vreys, Caroline Gugliel-
metti, Tom Dresselaers, Marleen Verhoye, Annemie Van der Linden, Zeger De-
byser, Veerle Baekelandt, Frederik Maes, and Uwe Himmelreich. Quantitative
evaluation of MRI-based tracking of ferritin-labeled endogenous neural stem
cell progeny in rodent brain. NeuroImage, 62(1):367–380, August 2012.

[37] Ethel J. Ngen, Lee Wang, Yoshinori Kato, Balaji Krishnamachary, Wenlian
Zhu, Nishant Gandhi, Barbara Smith, Michael Armour, John Wong, Kathleen
Gabrielson, and Dmitri Artemov. Imaging transplanted stem cells in real time
using an MRI dual-contrast method. Scientific Reports, 5(1):13628, November
2015.

[38] Marie-Laurence Tremblay, Christa Davis, Chris V. Bowen, Olivia Stanley,
Cathryn Parsons, Genevieve Weir, Mohan Karkada, Marianne M. Stanford,
and Kimberly D. Brewer. Using MRI cell tracking to monitor immune cell re-
cruitment in response to a peptide-based cancer vaccine. Magnetic Resonance
in Medicine, 80(1):304–316, 2018.

[39] Richardson MA, Ramirez T, Russell NC, and Moye LA. Coley toxins im-
munotherapy: a retrospective review. Alternative Therapies in Health &
Medicine, 5(3):42–47, May 1999. Place: Eagan, Minnesota Publisher: Inno-
Visions Professional Media.

[40] Philip J. Bergman. Cancer Immunotherapies. The Veterinary Clinics of North
America. Small Animal Practice, 49(5):881–902, September 2019.

[41] Tomoyuki Yamaguchi and Shimon Sakaguchi. Regulatory T cells in immune
surveillance and treatment of cancer. Seminars in Cancer Biology, 16(2):115–
123, April 2006.

[42] Michael A. Morse, Paul J. Mosca, Timothy M. Clay, and H. Kim Lyerly. Den-
dritic cell maturation in active immunotherapy strategies. Expert Opinion on
Biological Therapy, 2(1):35–43, January 2002. Publisher: Taylor & Francis
eprint: https://doi.org/10.1517/14712598.2.1.35.

[43] Daniel Zagury and Robert C Gallo. Anti-cytokine Ab immune therapy: present
status and perspectives. Drug Discovery Today, 9(2):72–81, January 2004.

[44] Mohan Karkada, Genevieve M. Weir, Tara Quinton, Leeladhar Sammatur,
Lisa D. MacDonald, Alecia Grant, Robert Liwski, Ridas Juskevicius, Go-
mathinayagam Sinnathamby, Ramila Philip, and Marc Mansour. A Novel
Breast/Ovarian Cancer Peptide Vaccine Platform That Promotes Specific Type-
1 but not Treg/Tr1-type Responses:. Journal of Immunotherapy, 33(3):250–261,
April 2010.



151

[45] S. Sawada, G. Suzuki, Y. Kawase, and F. Takaku. Novel immunosuppressive
agent, FK506. In vitro effects on the cloned T cell activation. The Journal of
Immunology, 139(6):1797–1803, September 1987. Publisher: American Associ-
ation of Immunologists.

[46] Andy J. Minn, Yibin Kang, Inna Serganova, Gaorav P. Gupta, Dilip D. Giri,
Mikhail Doubrovin, Vladimir Ponomarev, William L. Gerald, Ronald Blasberg,
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[59] S. Patil, D. Jirák, F. Saudek, M. Hájek, and K. Scheffler. Positive contrast
visualization of SPIO-labeled pancreatic islets using echo-dephased steady-state
free precession. European Radiology, 21(1):214–220, January 2011.

[60] Hannes Dahnke, Wei Liu, Daniel Herzka, Joseph A. Frank, and Tobias Scha-
effter. Susceptibility gradient mapping (SGM): A new postprocessing method
for positive contrast generation applied to superparamagnetic iron oxide parti-
cle (SPIO)-labeled cells. Magnetic Resonance in Medicine, 60(3):595–603, 2008.
eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1002/mrm.21478.
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